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Chapter 1

Introduction

Abstract
In this introductory chapter we give some motivation to why

this work is important and where this piece fits into the jigsaw
puzzle of automatic control.

Automatic control is today used in almost every technical system in
all possible engineering domains. To be able to design and implement a
control system, some kind of model of the real world system is needed.
Modelling provides a bridge between the real world and the automatic
control world, see Figure 1.1. Usually, a mathematical model is needed
in all different aspects of the work done in automatic control; analysis,
control design and simulation.

[ Real World Control World

energy Operation
manufacture - analysis

transport
communication - . - simulation

aerospace .
medicine - control design
Modelling
Model tools
& libraries

Figure 1.1. Modelling as a bridge between the real world and control.




1.1 Why Modelling?

1.1 Why Modelling?

A good model provides knowledge of a system. With the increased un-
derstanding that a model of the process can give also comes better
possibilities to increase quality, safety and economy. This has been
very well expressed by an executive at one of the largest companies in
the process industry:

Modeling and simulation technologies are keys to achieve
manufacturing excellence and to assess risk in unit opera-
tions. As we make our plant more flexible to respond to
business opportunities, efficient modeling and simulation

techniques will become commonly used tools.
Ralph P. Schenkler, Exxon

There is a need for tools that can provide insight into complex
systems. Technical systems are becoming increasingly more complex
mainly for two reasons,

Integration of systems introduces tight couplings where previously
parts could be designed and operated independently. Integration
comes from recirculation of materials to reduce energy consump-
tion and pollution. It also comes from reduction or removal of
buffers to reduce production times and increase the flexibility of
the plant, as stated in the quote above.

Heterogeneity in systems forces a mixture of several engineering
disciplines to be considered simultaneously. Heterogeneity is of
course a consequence of integration, for example in mechatronic
systems where mechanics, electronics and control algorithms in-
teract closely, but it is also an additional difficulty, adding com-
plexity. Different traditions of how to treat systems give rise to,
for example, mixtures of continuous time and discrete time sys-
tems.

Mathematical modelling is a fundamental tool to tackle complex sys-
tems.

The main use of models of complex systems is today in simulation.
Simulation is important since it provides the possibility to study the
behaviour of a model and draw conclusions concerning the real world
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Chapter 1. Introduction

system. Simulation has been the main tool to verify the demands that
should be achieved by a control system, e.g.,

¢ Environmental demands

¢ Safety demands

s Economical demands

¢ Quality/performance demands

The focus that for a long time has been on simulation is now changing
towards analysis. Tools that from models of complex systems can ex-
tract simpler models useful for analysis is still lacking though. This is,
however, outside the scope of this thesis, but some comments on such
tools are given in Chapter 6.

Different Fields - Different Traditions

In different areas of engineering there have been very different tra-
ditions in what kind of models and how modelling was used. Some
examples are:

Automatic Control - Block diagram modelling, either in frequency
domain or with state-space models.

Circuit Simulation — Signal flow modelling, large nets with many
similar components.

Chemical Processes — Static design calculations, using flow-sheeting
to build process diagrams.

In this thesis we are concerned with physical modelling, which can
form a basis in any of these modelling methods. For example in au-
tomatic control, where physical modelling coexists with system identi-
fication methods which also is a way to find models. In the chemical
process industry physical modelling is the most natural approach, but
there the focus has traditionally been on static mass and energy bal-
ances and not dynamic properties which are most important for control
purposes.

14




1.2 Contributions

Why Model Libraries?

The scope of this thesis is mainly how to build and use model libraries
for thermal power systems. Providing model libraries is an excellent
way to package modelling knowledge that can help others with simi-
lar problems. Good model libraries are often the primary reason to use
special purpose simulation software, like Spice and Saber for electrical
circuits, Adams for mechanical systems and EMTP for power systems.
All of these programs provide extensive model libraries that can be
used to simulate systems within their particular domain. The draw-
back of these special purpose libraries is that the models are closed,
they can not be altered or even inspected by the user. Since they only
contain models from one domain it is alsoc difficult or impossible to use
them for complex, heterogenous systems.

Ideally, there should be good model libraries available that are both
open and extensible. By building model libraries for special domains in
a general modelling language you provide both the domain knowledge
that special purpose software has and the extensibility and possibilities
for multi-domain modelling that general modelling software has. This
is the goal of this thesis.

1.2 Contributions
The main contributions of this thesis are
¢ the development of the K2 model database.

o the application of this database to the modelling of a thermal
power plant.

¢ the usage of the database in a number of Master’s theses, demon-
strating the applicability of K2 to a wide range of process appli-
cations.

Finally, the thesis also contains a paper concerning parameter esti-
mation. This part is considered more a direction of future research,
although it shows the usefulness of integrating software packages for
modelling and optimization.

15




Chapter 1. Introduction

1.3 Published Papers

The work in this thesis is primarily based on three conference papers
and one journal article:

EBORN, J. and H. OLssON (1995): “Modelling and simulation of an
industrial control loop with friction.” In Proceedings of the 4th
IEEFE Conference on Control Applications, pp. 316-322. Albany,
New York.

NiLssON, B. and J. EBORN (1998): “Object-oriented modelling of ther-
mal power plants.” Mathematical Modelling of Systems, 4. To ap-
pear.

EBORN, J. and B. NILssON (1996): “Simulation of a thermal power plant
using an object-oriented model database.” In IFAC'96, Preprints
13th World Congress of IFAC, vol. O, pp. 121-126. San Francisco,
California.

EBORN, J. and J. S@RLIE (1997): “Parameter optimization of a non-
linear boiler model.” In Sybow, Ed., 15th IMACS World Congress,
vol. 5, pp. 725-730. W&T Verlag, Berlin, Germany.

These articles are reprinted as Paper A-D in the second part of the
thesis. Only typographical changes have been made to the articles,
concerning figures and references.

All of the three conference papers were presented by the author. A
shorter version of the journal article was presented by Bernt Nilsson
at the EuroSim conference in Vienna, Nilsson and Eborn (1995). The
rewriting of this paper into an article was primarily done by Bernt,
but it is still based on joint work. The work on the last paper was
done in close cooperation with James Sgriie. It uses a model definition
interface developed during the same time, Sgrlie (1997).

In the following chapters further comments and clarifications on the
papers are given. Each chapter corresponds to one paper in order: 2-A,
3-B, 4-C. Chapter 5 is later material which is based on experiences
from using the K2 database in several master’s theses. In Chapter 6
some concluding comments are given and also ideas on future work
are discussed, including the ideas presented in Paper D.




Chapter 2

General Aspects on
Object-Oriented Modelling

Abstract

In this chapter we introduce the fundamental concepts of phys-
ical modelling and give some examples to demonstrate the differ-
ences between formulations. Comparisons of object-oriented mod-
elling with other methods like block-diagram approaches are also
made.

2.1 Introduction

This thesis deals with object-oriented modelling of physical systems.
I was introduced to this field of research through my Master’s thesis
which was concerned with modelling of an industrial pneumatic control
valve, see Eborn (1994). The goeal of the Master’s thesis was to explain
problems with fluctuations in the controlled pulp fibre concentration
(also called consistency) using simulations of the control loop with
different friction models. Paper A is a reprinted version of Eborn and
Olsson (1995), based on the Master’s thesis. The scope of that paper is
mainly the control loop application and the examined friction models.
This chapter will try to give some of the general aspects on using
object-oriented modelling, which is not covered in any of the published
papers.

17




Chapter 2. General Aspects on Object-Oriented Modelling

2.2 Modelling Paradigms

Traditionally in control and in computer simulation, modelling has
been made in a procedural, block-oriented manner. This tradition comes
more from concern with computational aspects than from user con-
cerns. The modeller has to perform the tedious work of transforming
a physical description in terms of balance- and constitutive equations
into an explicit ordinary differential equation, ODE, system

i=f(tx) (2.1)

This form of mathematical model is almost a computational program.
It is a procedure for calculating state derivatives. There is a lot of
well-proven numerical software that can be used to solve these dif-
ferential equations. Many powerful commercial simulation packages
exist which use this type of models, with libraries of predefined com-
putational blocks. What these programs offer is mostly an interface to
the numerical algorithms and also a graphical way of programming a
computational model, but little help in constructing the model.

Object-oriented modelling on the other hand tries to describe each
part of a system as an object with a certain behaviour. This modelling
paradigm is equation- or constraint-based!. Each object is described by
fundamental physical relations, natural laws, and not by a procedural
function relating inputs to outputs. With this way of modelling the user
is more concerned with the interface to the model objects and the model
equations than with the computational order. This paradigm relies on
the symbolic methods that modern computing offers since the model
equations before simulation need to be manipulated into a differential
and algebraic equation, DAE, system

glt,x,%,v)=0 (2.2)

The difference is that this manipulation is done by the computer and
not by the user. For a description of some of the symbolic methods
used, see Mattsson (1995). The difference between the procedural and

IThis is in agreement with the terminology in computer science, where procedural
and constraint are classes of programming languages. In Abelson and Sussman (1985)
there is a nice example of a system for constraint prepagation.

18




2.2 Modelling Paradigms

>

procedural constraint x

x1
ODE, % = f(x) DAE, g(x,%) =0

Figure 2.1. Different mathematical formulations of a model. An equa-
tion-based model defines constraints for possible behaviours in the state-space
and not an explicit time-trajectory like a procedural model.

constraint formulations can be illustrated as in Figure 2.1. With the
procedural formulation the user gives a function for the direction to
move in the state-space. Constraint modelling on the other hand just
gives a relation that defines possible behaviours for the system.

ExamPLE 2.1

As an example consider the modelling of a pneumatic spring-return
actuator, common in the process industry. It consists of a pneumatic
chamber with a diaphragm connected to a spring. A drawing and
schematic of the system together with the constitutive relations are
given below. The ideal-gas law as it is used here assumes isothermal
operation.

Constitutive relations:
Chamber :
m = w
\%4 Ax +Vy
)24 m - const
F = pA

F kx
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Figure 2.2. Block diagram of the Figure 2.3. Object diagram of
pneumatic diaphragm. the pneumatic diaphragm.

If this system should be simulated in some block-diagram software,
a possible representation would look like the diagram in Figure 2.2.
Compare this with the object diagram in Figure 2.3. In the object dia-
gram the connections imply relations between terminal variables, not
computational causality as in the block diagram. In the block diagram
some of the physical structure of the system is lost. Also note that
since the force, F, from the diaphragm depends directly on the posi-
tion, x, there is an algebraic loop, i.e., a non-linear algebraic equation
system in the variables {V,p, F, x}. This loop is inherent in the system
description, but often not handled very well by block-diagram software.

A possible extension of this model would be to account for the mass
of the diaphragm and the attached stem. Then the block diagram would
change into the one showed in Figure 2.4. Note that the description of
the spring changes from x := % to F := kx. The causality of the spring
equation is reversed. This means that a model library with components
applicable to this example would need to contain two different spring

mi=uw
Vi=Ax+Vy |Fy F
p:=%~const

X
F1 :=pA F2

Figure 2.4. Changed block diagram of the pneumatic diaphragm, mass in-
cluded. ’




2.2 Modelling Paradigms

models, depending on the computational causality. Including mass in
an object-oriented model would simply mean adding a mass object be-
tween the chamber and the spring in Figure 2.3. This would not in any
way affect the descriptions of the spring or the chamber. O

A key point in the previous example concerns causality. This is a tricky
subject which can be treated philosophically, as done in Critique of
Pure Reason by Immanuel Kant, or more pragmatically. A thorough
description of causality in the context of physical modelling is found
in Stromberg (1994).

The concept of causality used here is computational causality, which
gives the order of calculations to compute unknown variables from
known ones. The point of Example 2.1 is that causality is a property
of the system, depending on the choice of inputs for a particular ex-
periment. The spring relation ¥ = kx has no causality in itself. The
computational causality is imposed on the spring by the choice of in-
put (w) and how we choose to model the rest of the system (including
mass or not). The fundamental drawback of procedural modelling is
that it forces a causal description of every component of a system.

Thus the component model can not be reused in the description of an-
other system or for another experiment. Causal descriptions prevent
modularity.

Block Diagram Modelling

Procedural models is the formulation used in almost all commercial
block-diagram software. Building models of systems using input-output
blocks has been the most common method in many engineering do-
mains, especially in automatic control where the in-out formulation
comes naturally from seeing a system as having manipulated inputs
that affect the measured outputs.

Also for thermal power plants block-diagram models have been used
a lot. The book Ordys et al (1994) describes modelling and simula-
tion of a general structure thermal power plant. The approach taken
there is state-space modelling; breaking down the system in modules
and for each of these modules determining inputs, outputs and states.
This is possible through detailed analysis of each subsystem together
with a global analysis of information flows. They also make some sim-
plifying assumptions that decouples the modules, e.g., assuming con-
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Chapter 2. General Aspects on Object-Oriented Modelling

] SUPERH.
FURNACE AND
7 ATTEMP.L

REHEAT.

Figure 2.5. Block diagram of a boiler cenfiguration, adopted from Ordys
et al. (1994).

stant pressure-drop across a valve which decouples it from the pres-
sure downstream. This kind of assumption might be appropriate in a
specific application, but it makes the model of the valve application
specific and thus not reusable in a model of another system.

Block diagrams for large systems tend to become very complex. As
an example of this the block diagram of the boiler module in the Skeg-
ton unit described in Ordys ef al. (1994) is reprinted in Figure 2.5.
There are a lot of interconnections and dependencies between the
blocks in the module. Each of these blocks are in turn described by
block-diagrams or Fortran code.

EXAMPLE 2.2

As an illustration of the disadvantages of block-diagram modelling we
look at a model for a cooling system, basically a network. of tubes
in which a hydraulic liquid flows. The block-diagram in Figure 2.6
is considerably messier than the system it represents, the marked
part of the flow network in Figure 2.7. The problem with a procedural
model of a flow network is that you need to pass information both
in the forward and backward direction, giving rise to the complicated
feedback connections between the line models. Another drawback is
that the procedural formulation requires four variants of basically the

22
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> o1 p1
@ P2

linel

. 5
P1 Q1 P1 QL

E._>02P2_,E L—pz—h_l @ P2 3]

in_4 Tined out_d tw20 in3 lineS out._3

Figure 2.6. ‘Block-diagram of upper part of the flow network in Example 2.2.

same line model, depending on which of the four pressures and flows
should be computed from the others. Two of the four variants are used
in Figure 2.6, other variants in the rest of the network model. The need
for several model variants is a major drawback, since changes to the
line model means individually updating each of the variants. Manually
changing several variants like that is a very error-prone procedure.

d

One approach that can help the user working with causal modelling is
to provide sorting of the equations. One of the first implementations of
this was SIMNON, developed by Elmqvist (1972) at the department of
Automatic Control. This approach still requires that causal equations

Figure 2.7. Flow network from Example 2.2 and four variants of a line model.
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Chapter 2. General Aspects on Object-Oriented Modelling

are specified, so you do need different models of a spring like in Exam-
ple 2.1, but it can provide help with the causality between the blocks.
A modern example of a software that uses this technique is EASY5®,
They claim, with some right, that this is a major advantage over their
competitors like Simulink® and SystemBuild®. It is true that sort-
ing of equations makes it easier to build reusable model blocks, but
still you cannot have a true model library unless you allow constraint
models. Some efforts at supporting this has been announced by The
Boeing Company.

Object-oriented Modelling

The modelling paradigm considered in this thesis is object-oriented
modelling. It may also be called constraint modelling or truly equation-
based as opposed to the procedural, block-oriented manner described
above. Object-oriented is a word that is very often misused, sometimes
used for graphical tools referring to model blocks as objects, other times
used because the software is written in some object-oriented program-
ming language like C++-.

The “true” meaning of object-oriented modelling should be that the
modelling language has some of the properties that object-oriented
programming has. Properties like the class concept, inheritance, ab-
straction and specialization. In object-oriented modelling each model
is treated as an object, described by a class, which can be seen as a
blue-print of the model. The class has attributes which can be locally
defined or inherited from a super-class. Attributes can be either simple
variables and equations or other objects. Through inheritance a com-

_mon structure of a group of objects can be defined in a super-class,
while different internal descriptions are kept in the sub-classes. The
sub-classes are said to be specializations of the super-class.

Abstraction is a powerful tool to support complex system modelling,
it implies the possibility to use a model without detailed knowledge of
its internal structure or description. Necessary information to use a
model object should be kept in its interface, which includes param-
eters and terminal variables. The interface contains all parts of the
model that can be accessed from the outside. The internal behaviour

EASY5 is a trademark of The Boeing Company, Simulink is a trademark of The
MathWorks, Inc. and SystemBuild is a trademark of Integrated Systems, Inc.
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2.2 Modelling Paradigms

description can be hidden, or encapsulated, and should not be accessed
by other objects.

A more detailed explanation of the concepts of object-oriented mod-
elling and of the modelling language OMOLA can be found in Anders-
son (1994).

Bond-graph Modelling

An older but interesting paradigm that has its basis in physical analo-
gies between different energy domains, like electrical and mechanical,
was introduced by Paynter (1961). It is called dond-graph modelling
and the name comes from that it is a graphical description of sys-
tems using bonds between elements. Each bond describes the power
flow, which is the product of two conjugate variables, e.g., current
and voltage in the electrical domain and velocity and force in the me-
chanical domain. Physical analogies show that capacitors and compli-
ances (springs) can be described by a common C-element storing flow
(current/velocity), and that inductors and inertias (masses) can be
described by an I-element storing effort (voltage/force). An excellent
-book on modelling which describes bond graphs without being devoted
to them is Cellier (1991).

Bond graphs are very useful for simpler systems in the domains
where there are natural power variables since graphical analysis meth-
ods exist that provide a lot of information of the system. For example,
there are methods to automatically derive the computational causality
of a bond graph and transform it to ODE form (2.1). However, bond
graphs do not work that well in all domains, for example in thermo-
dynamics you need to describe the energy interaction in up to three
layers, creating a multi-layer bond graph, since you must simultane-
ously consider mass, energy and momentum flows.




Chapter 3

K2 - Thermal Model Database

Abstract

This chapter is a discussion of the contents in the article Nils-
son and Eborn (1998), reprinted as Paper B. In the article a set
of basic model libraries necessary for building models of thermal
power plants is presented. Here we discuss the modelling prin-
ciple used; the separation of processes into dynamics in control
volumes and static relations in flow modules. These two types of
subunits can be used to build models of physical equipment, units.

The structuring of these models in the model database K2 is also
discussed.

3.1 Introduction

The main contribution of this thesis is the building of the K2 model
database and showing that a model database is useful in modelling
of thermal power and other process applications. The basic modelling
principle in K2 is that physical phenomena in thermal systems can be
divided in compartments or nodes with dynamic behaviour and flow
modules or branches with static behaviour. This separation idea was
proposed by Jan Tuszyriski at Sydkraft Konsult AB and it is further
discussed below. Some work in the line of this was done by Holm-

berg (1992) and Bernt Nilsson before I started working on what later
became K2.
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3.2 Modelling Principles

3.2 Modelling Principles

Thermodynamic systems are described by three conservation laws; the
conservation of mass, energy and momentum. In their general form
they are given by partial differential equations in three dimensions.
This is not a useful approach for our purposes, instead we consider
lumped differential equations for a discrete control volume where prop-
erties only vary along the flow direction, see Figure 3.2. This gives us
three differential balance equations in m, e and muv:

dm
de
de

= =
d(mv)
dt

= Win — Wyt
Winhin — Wuthuyy — W + Q
WinVin — WytUys + LF

Explanations of the symbols used are given in Appendix F.

The momentum dynamics, which determine the flows in the system,
are typically an order of magnitude faster than the other dynamics in
medium to large power plants. This is illustrated in Figure 3.1. The
control system also acts on the slower time-scale since main controlled
variables are water levels and pressures in the power plant. Thus the
faster dynamics are of less importance in a model built for the purpose
of control analysis and design. When the frequencies of the dynamics
are of different orders of magnitude the faster dynamics can be ne-
glected and replaced by static relationships. This has been done for
the momentum dynamics in Appendix E.

When we approximate the momentum dynamics with static flow
relations we can split up the system equations into two types of sub-

1 l |

The‘r(mal ~

Controls

Figure 3.1. Frequency ranges of different dynamics, adopted from
Hyllseth (1991).
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Figure 3.2. Control volume considered for the lumped balance equations and
the same volume separated into one compartment and one flow module.

units, dynamic compartments and static flow modules. These are the
basic model building blocks in the K2 database. The dynamics in the
compartments describe the mass and energy balances. To simplify cal-
culations and calls to steam table functions, the balance equations
have been rewritten into state equations in pressure and enthalpy.
These derivations are also given in Appendix E.

3.3 Model Structuring

In hierarchical modelling of complex systems, models and behaviours
are built up from simpler component models. Different users are work-
ing on different abstraction levels in a model hierarchy. The levels
are illustrated in Figure 3.3. The separation into different abstraction
levels is a support for a multi-user environment; the system designer
works on the topology level, using unit models to build his plant, a unit
model developer works on the behaviour level with subunit models,
while descriptions of phenomena are developed by modelling experts.

slant  unit  subupit  Sompanent/

NN

topology behaviour phenomena

Figure 3.3. Abstraction levels in hierarchical modelling.

28




3.3 Model Structuring

The abstraction levels are also reflected in the inheritance struc-
ture of the model class tree. Structuring of the K2 database is based
on the structuring guidelines given in Nilsson (1993). The abstraction
levels are reflected in the granularity classification, {system, unit, sub-
unit, component}, seen in Figure 3.4. The class tree shown here only
displays the classes used in the simple example in the article. The
higher structural levels, application and granularity, are used mainly
for building up the class tree. A third conceptual level is used as the
basis for the division of the database into a set of libraries. This is not
shown in the figure since the division in this case coincides with the
interface class level which describes the terminal interaction between
different classes. The classes in the last model class level contain the
actual model equations. This level is sometimes subdivided to be able
to collect equations common to a group of classes into one superclass.

-The structural levels have been used as suffixes in a naming con-
vention for classes in the libraries. All class names end in AC, GC,
CC, IC for application class etc. The suffix FM means full model and
is used for model classes that can be used as sub-models in a system.
The suffix MM stands for medium model.

Terminal Structure

A part of the model libraries that is very important for the usability
of the libraries is the terminal structure. Terminal classes define the
possible types of interaction between components in models. With a
well-defined terminal structure increased reusability is obtained since
unit models then can be easily connected. _

The two major types of interaction occuring in thermodynamics
are medium flows and heat flows. These are defined by the FlowInTC

FlowInTC ISA RecordTerm WITH WaterMediumTC ISA MediumTC WITH
w ISA MassFlowInTC; q ISA PhaseTC WITH
p ISA PressureTC; value := ’Water;
h ISA EnthalpyTC; END;
M ISA WaterMediumTC; z ISA HeightTC;
END; END;

Listing 3.1 Flow terminal definition (left) and medium terminal for water
(right). The name suffix TC means Terminal Class.
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3.8 Model Structuring

HeatRateInTC ISA RecordTerm HeatMediumTC ISA RecordTerm
WITH WITH

q ISA HeatRateTC; p ISA PressureTC;

Tin, w ISA MassFlowTC;

Tout ISA TemperatureTC; Gmix ISA GasCompositionTC;
END; END;

Listing 3.2 Heat flow rate terminal (left) and heat medium terminal (right).

and HeatTransferInTC terminal classes. These classes are structured
terminals which contain sub-terminals for necessary interaction vari-
ables. The FlowInTC class is shown in Listing 3.1 as an example. Be-
sides the physical variables pressure, mass flow and enthalpy, the flow
terminal also contains a medium specific terminal, M. This in turn is
also structured and contains the name of the medium, [Water, Steam,
Flash, Gas], and other medium specific properties. The medium ter-

minal is very useful since it provides consistency checking when units
in a plant model are connected. The medium must be the same on
both sides of a connection, conversion from one medium to another
can only occur within a unit, such as a boiler or a condenser. Other
properties that can be introduced in the medium terminal are for ex-
ample height for water medium and temperature for steam and flue
gas. Height gives pressure differences for a dense medium like water
but can be neglected for the others, temperature is propagated from
compartments to flow modules to avoid unnecessary calls to steam ta-
bles. The medium specific terminal also adds adaptability. For example
in applications where the gas composition is changing due to reactions
a composition description could be included in the medium terminal.
Heat interaction is described with the HeatTransferInTC class that
consists of two sub-terminals for rate and medium information, these
terminals are shown in Listing 8.2. The rate terminal contains heat
flow, g, and two temperatures, Tj, and T,,;. Both temperatures are
necessary for calculation of the logarithmic mean temperature, which
is normally used for heat flow calculations. The medium terminal holds
quantities that are important for calculation of heat resistances.
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WaterSteamCC
FlueGasCC

CompartmentCC
/ SuhUnitGC<FlowResistanC

HeatResistorCC

MediumGC

ThermodynamicA! SensorCC
FlowUnitCC
HeatinitCC
Turhine CC

PlantSectionCC
FlowSheetGC<
PlantCC

UnitGC:

Figure 3.5. Classes in the K2ClassTree library. Leaves in the tree correspond
to libraries in the database.

3.4 K2 Libraries

The model libraries are grouped according to the granularity concept
in three main groups: unit, subunit and component libraries. In each
of these there are a few libraries. The structuring of the libraries is
reflected in the inheritance tree shown in Figure 3.5. This tree is built
up from classes in a special library, K2ClassTreeLib. Below follows
short descriptions of models in the libraries and the regions of validity
for the models. More descriptions and code listings can be found in
Nilsson and Eborn (1994).

Unit Libraries

K2FlowUnitLib contains models of flow equipment, which are all
static. Some examples are:

WaterPumpFM is a simple pump model relating pumping power to flow
and pressure.

WaterValveFM is a valve model with linear characteristic, valve open-
ing ¥ € [0,1]. There is also CritValveFM for steam with large
pressure drops where flow can become critical.
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FlowJunctionFM and FlowSplitFM are for merging and splitting flows
with perfect mixing.

SprayTempFM is a model of an attemperator where water is sprayed
into a steam flow. Perfect mixing and instant evaporation is as-
sumed.

K2HeatUnitLib is a library of various heat exchanging equipment:

HeatExchangerFM is a basic model of a heat exchanger as shown in
Figure B.2. There is also a more complex model with three sec-
tions called HeatExchangerFM3.

SuperHeaterFM is a heat exchanger with flue gas on the primary side
and steam on the secondary side. Another specialized model is
EconomizerFM, which is a water-gas heat exchanger.

BoilerFM is a model of a drum boiler with evaporator, drum and a
PID level controller. Another complex unit consisting of several
units is the SuperHeaterSystemFM, a two stage super-heater with
spray attemperator and temperature control.

K2SensorLib should contain models of measurement equipment. Only
a few models are available:

TempSensorFM describes a simple temperature sensor with first-order
dynamics.

FlowTransmitterFM is a static flow sensor model.

K2TurbineLib contains a steam turbine model which uses isentropic
thermal efficiency, 7;, to calculate the produced power. Pressure dy-
namics are included through a small steam volume.

Subunit Libraries

K2CompartmentLib holds different control volume models. Most of
them use the same state equations, derived in Appendix E, but differ-
ent medium models, e. g., Steam, Gas, Flash and DrumCompartmentFM.
The last one is different in that it also has liquid level calculations.
Other models are:

WaterCompartmentFM which uses an incompressible water medium
model and thus has no pressure dynamics.
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OpenCompartmentFM which is a model of an open container at atmo-
spheric pressure. It has velume dynamics instead of pressure.

K2FlowLib holds the static flow resistor models used for valve and
tube models. Some examples are:

WaterFlowResistorFM is a model for incompressible flow. This ap-
proximation is also used for compressible media, e. g., Stean- and
GasFlowResistorFM. The flow error is 1-2% when the pressure
drop is less than 5% of the total pressure.

CriticalExpansionM can be used for large pressure drops since it
handles both sub- and super-critical flows of compressible media.

TubeLossFactorFunction is a model for frictional losses in cylindri-
cal tubes. It can use either the class LaminarFrictionFactor or
TurbulentFrictionFactor to calculate the losses.

K2HeatFlowLib contains different heat transfer models, all but one
use the logarithmic mean temperature difference, AT, for heat flow
calculations.

HeatTransferFM is a simple model using a constant heat transfer
coefficient and plain temperature difference. HeatTransfer2FM
and HeatTransfer2FMinstead use ATy, for parallel and counter-
current flows respectively.

HeatResistorFM is a complex model using separate sub-models for
convective and conductive heat resistances in boundary layers
and metal wall.

MetalResistorFM is similar to HeatResistorFM but also has temper-
ature dynamics to account for thermal inertia of the metal wall.

Component Libraries

K2MediumLib contains medium descriptions of water, steam, flash
and flue gas.

WaterVarMM, SaturatedWaterSteamMM and SuperHeatedSteamMM use
calls to steam table functions to calculate temperature, density,
p, and partial derivatives of p. Their validity depends of course
on the steam tables, which are described below.
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WaterConstMM assumes incompressible water and constant density.

FlueGasMM uses the ideal gas law to calculate density for mixtures of
Ng, COq, Og, Ar, SOz, NO and H:0. Gas temperature is given by
the polynomial function Th described below.

SteamFlowMM and other flow medium models are used in heat and
flow calculations. They encapsulate properties like viscosity, x,
conductivity, 4, and heat capacity, Cp, which are needed for flow
calculations. The properties are given by polynomial expressions
which are valid over the interesting temperature ranges, 50-
300°C for water and 100-500°C for steam.

K2ClassTreeLib holds the basic classes that build up the class tree,
see Figure 3.5.

K2TerminalLib contains all terminal classes used for heat and media
flows. Important terminals were described in Section 3.3.

K2EndTerminalLib has special terminal classes that specify pressure
or mass flow into a system. These classes are used to specify the bound-
ary conditions of an experiment. There are many possible combinations
that are not of practical use, but only a number of interesting ones
are in the library. Examples are: WaterCompWoutTC, SteamCompWinTC,
GasFlowPinTC and SteamFlowPoutTC. The name of each class reflects
its use. It consists of Medium + Connected subunit + Quantity + Di-
rection.

K2BasicLib contains some basic variable classes used as functions.

LogMean calculates the logarithmic mean temperature difference. For
small differences it uses an approximation that has better nu-
meric properties.

Th is a polynomial approximation of flue gas temperature as a func-
tion of enthalpy. It is used to avoid implicit calculations since the
steam tables only have the inverse function. The accuracy of the
approximation is £0.1°C over the temperature range 100-700°C.

WaterResistance gives the convective heat resistance, 1/¢, for water
flowing in a cylindrical tube. Similar classes are SteamResistance
and GasResistance.
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WallResistance gives conductive heat resistance through a metal
wall.

Region of Validity for Steam Tables

Almost all of the models in the libraries listed above make use of calls
to steam table functions to obtain medium properties, although these
function calls are encapsulated in the medium models. This makes the
validity of the steam tables important. The implementation used is a
C-code version of the IFC 1967 standard. This is a somewhat old stan-
dard but the implementation has the advantage that almost all prop-
erties are calculated directly from the states, pressure and enthalpy.
No iterative searching in the steam tables is necessary, which would
slow down simulations. Drawbacks are that the standard is defined in
different regions which are discontinuous and that the implementation
lacks functions for derivatives of properties. The discontinuity of the
regions means that a model can not be valid over a phase boundary,
the library must contain separate models for super-heated steam, two-
phase mixture of steam and water and sub-cooled water. The property
functions are also somewhat “shaky” close to the phase boundaries and
this can give rise to numeric difficulties. The lack of derivatives has
been handled by computing numeric differentials, these are numeri-
cally not good close to the phase boundaries.

Besides these drawbacks the steam tables are valid for a wide range
of pressures and temperatures. They are not valid below 0°C and 1000
Pa or in critical or supercritical states, over 220 bar.

3.5 Pros and Cons of an Object-Oriented Model
Database

The obvious benefit from using object-oriented ideas in a model data-
base is that it allows for true reuse of model classes. Only one version
of the model class is kept in the model database. This class can then
be reused in many instances in different system models.

A benefit from using model databases is that it enables inexperi-
enced users to model larger and more complex systems in a shorter
time-span. This has been demonstrated by the many Master’s thesis
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projects that have been using the K2 libraries. Some of them are pre-
sented in Chapter 5. Master students often have no prior training in
physical modelling when they start their projects, nevertheless they
succeed in modelling fairly complex systems in 4-5 months.

A drawback is that users that don’t have the experience gained from
learning modelling in a bottom-up fashion can connect models in a way
that was not intended when the model library was built. This generates
low-level errors (missing or redundant equations, inconsistencies etc.)
that the inexperienced user has little possibility of understanding. In
Master’s projects this experience has to be taught by the supervisor,
which makes it necessary to give a lot of help in the beginning of a
project. For commercial model libraries this kind of teaching is not
feasible, so the problem calls for some other solution. Some connection
and consistency checks can be built into the model library, making it
possible to detect errors early in the modelling process. Possibly, more

. advanced symbolic algorithms could also be used to generate high-level
error messages and pin-point problems in the model more exactly.

Industrial Experiences

An early version of the K2 model database was tested and evaluated
by industrial users, Tuszynski (1995). The report finds significant ad-
vantages with object-oriented methods but also some drawbacks with
the organization of the models in the database.

One specific drawback with object-oriented modelling that was re-
ported is the depth of the models in a library. The use of inheritance
in several generations sometimes obscures what the actual equations
of an object are. This has been avoided in the K2 libraries by only
having model equations in the last two (sometimes three) generations
of a model. On the top levels in the inheritance tree only structuring
and interface information is kept. The problem could also be avoided
by having a model browser that collects and displays all local and in-
herited equations simultaneously.




Chapter 4

Modelling and Simulation of a
Power Plant

Abstract
In the first application of the K2 model database, the water-
:..steam cycle of an experimental power plant in Varnamo was mod-
elled. The work was first presented in Eborn and Nilsson (1996},
found in Paper C. Since the article focuses mainly on the model
and the simulation results, this chapter discusses another impor-
tant issue; parameterization of unit and plant models.

4,1 Introduction

This chapter concerns the first of a number of applications where the
K2 database has been used to build an application model. Other appli-
cations are described in the following chapter. The purposes of these
applications have been several. Firstly, to see that K2 could be used
to build a model of a power plant and to verify the behaviour of the
models in the database by simulation. Secondly, to allow the database
to grow by “evolution”. Each new application contains new features
that need to be modelled and these new models are then added to
the database. Another motivation has been to study how the “ordinary
user”, i.e., master students, work with K2.

As the first major application of K2 a model of part of Virnamover-
ket power plant was built. Virnamoverket is a small experimental
plant which uses bio-gas produced from wood chips as fuel in a gas
turbine. It is a combined cycle plant, the hot flue gases from the gas
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turbine is used to generate steam which runs a steam turbine and
also gives waste heat that can be used for district heating. The part
of Viarnamoverket modelled in the project is the complete water-steam
cycle, i.e., the steam generator together with turbine and condenser.
The model has the same structure as the actual plant, although some
details concerning the preheater and the condenser cooling has been
neglected. However, the plant parameters and variable values have not
been taken from Virnamoverket, since these values were not available
at the time of writing the article.

Please note that the word pan is used instead of steam gener-
ator throughout Paper C. This is a mix-up with the Swedish word
panna which means boiler. Although this is a bad (or good) example
‘of Swenglish, it has not been changed. The article is reprinted in its
original state.

4.2 Parameterization

It is very important to have a natural parameterization of a model.
Users of a library should be able to enter parameters in a familiar way
and not be forced to do manual recalculations to enter parameters on
some specific form. At the same time it is important not to have too
many different versions of a model since it is confusing to have a large
number of similar models to choose from. The flow equation of a valve
model is always basically the same, while you can imagine a lot of
different valve models, see the example below.

Valve Models
The basic flow equation for incompressible flow through a valve can be

written as, (E.8),
20 A
w = A(y) [2P AP
Zloss

where the flow area depends on the valve opening, y. Two different
expressions for the flow area and possible parameterizations are shown
in Table 4.1.

39




Chapter 4. Modelling and Simulation of o Power Plant

Valve type Area expression | Parameters

Linear A=Ay An.e  maximum flow area
Ao =7d?/4 | d flow diameter
Logarithmic | A = A ge?2(&) Ay,0  minimum flow area

R rangeability
Ay = K,0/3600 | Kyo valve coefficient
K,o=K,/R K, valve coefficient

Table 4.1 Examples of parameterizations of flow area calculations in valves.

In both of the given examples the model is over-parametrized; since
there are relations among the parameters the user is not free to set
all their values. Instead, the user may set the parameters he is fa-
miliar with. In this way several different parameterizations may be
used in parallel. In the case of a logarithmic valve the usual parame-
ters to set are K, and R but you may also set Ay, R or Ky, K, and
you can imagine other parameterizations with diameter too. To have
this freedom requires that the modelling tool has support for solving
parameter equations. In OMOLA parameter equations are allowed, but
the current implementation of OMSIM can only solve parameter equa-
tions that are linear in the unknowns. In the linear valve example it
is thus not possible to specify Ap,,, and solve for d.

The new modelling language Modelica™, Mattsson et al (1997),
has introduced an interesting new concept, class parameterization.
This concept allows parameters to determine the class of an object in
a model. For the valve example above this could be utilized to have
several function classes with different parameterizations to specify the
flow area of a valve. Which function class to use is then specified when
an instance of the valve model is created.

Heat Exchangers

There are very many different types of heat exchangers and heat
exchanger configurations, e.g., tubular, shell-tube and plate heat ex-
changers in either parallel, counter- or cross-flow arrangements. Con-

Modelica is a trademark of the Modelica Design Group.
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Type Conductance expr. | Variables and parameters

N _ 1 .
Tubular with | 2 = i heat resistance

convective U =1/e; heat coefficient
and condue- )
tive heat | @i = Nu;A;/d; diameter

resistances. Nu; = C;Rel* Prl dim.less groups
constants
Uypeti = ln(%)/ Aw heat conductiv.
Part load | 2 = k% gas mass flow

[
gaawater heat | (o} (1= )
exchangers. gas mean temp.

geometric const.

Table 4.2 Examples of calculation models for heat conductance, %, in
two different heat exchanger types. The part load model is taken from
Kehlhofer (1978). Superscript 0 denotes values taken at the design operating
point (full load).

sequently there is also a need for many different parameterizations of
heat exchanger models. However, the basic heat flow equation can, at
least statically, be written as

Q = RAAT),

where heat flow depends on heat conductance, area and a suitable
temperature difference (logarithmic mean in this case).

As examples, two different expressions for the heat conductance
are shown in Table 4.2. In this case the different models are not over-
parametrized, but they are very different in structure. The simpler
part load model is very useful for practical models of heat exchang-
ers in combined cycle power plants, where measured data and design
calculations are available, but not detailed information of the heat ex-
changer geometry. The more complex heat resistance model is useful
for more theoretical calculations from geometric information, but also
for heat exchangers where measured Nusselt number correlations are
available, for example for plate heat exchangers. _

For structuring of models with different calculation models for heat
conductance, the class parametrization concept mentioned in the pre-
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vious section would be very useful. In the current OMoOLA implemen-
tation of K2 different heat transfer models are encapsulated in heat
flow modules. Since they are polymorphic they can replace each other
in a heat exchanger model, but not quite as easily as with Modelica
class parameters.
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Chapter 5

Using K2 for General Process
Applications

Abstract

This chapter illustrates how the K2 libraries have been used to
build models of many different processes. The applications cover
several different areas: In-line juice blending, sulphur dioxide pro-
duction and plate heat exchangers in steam applications. The work
has been carried out in a number of Master’s thesis projects.

5.1 Introduction

As mentioned in Chapter 3 one of the great benefits of using model li-
braries is that it enables relatively inexperienced users to model rather
complex systems and achieve results in a short time-span. This benefit
is demonstrated by a number of Master’s thesis projects that have been
completed at the department, supervised by the author. The Master’s
projects that have used the K2 model database are

o Accuracy Verification of a Continuous Juice Blending Process us-
ing Simulation, Klevhag (1996).

e Modeling of the Steam Generation in a Sulfuric Acid Plant, Sto-
jnic (1997).

o Modelling and Control of a Plate Heat Exchanger in Steam Ap-
plications, Lofgren and Svensson (1997).
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At the time of writing this, there is alsc an ongoing Master’s project
concerning modelling of heating, ventilation and air conditioning sys-
tems, HVAC.

These projects span a relatively large application area. What they
have in common is that they are all process related, i. e, treating some
process liquid or gas. The K2 database was developed for thermal
power applications, but the unit models are general enough to cover
also other process applications. Each of these projects has its special
features though and modifications to the library models have therefore
been necessary. In the following sections the projects and their special
features are described. These descriptions serve to illustrate the use
of a general model library and how it can be adapted to specific needs.

5.2 Alblend In-line Juice Blending

The purpose of the Alblend project was to evaluate a new type of con-
tinuous juice blending equipment called Tetra Alblend® which was
being developed at Tetra Pak Processing Systems AB during the course
of the project. The main focus of the evaluation was the performance
and accuracy of the concentration control equipment. The model of the
Alblend system was also to be used to investigate production limita-
tions and possibilities for redesign, e.g., if it could be possible to use a
smaller buffer tank with tight level control.

The Alblend system is shown in Figure 5.1. The subsystems to the
left supply mixing water, juice concentrate and recirculated waste juice
to the mixing system. Concentration control is done with the mixing
valve V60 based on measurements from the concentration sensor BxT.
There is also level control on the buffer tank in the lower right corner.
The mixed juice leaving the system to the right goes on to equipment
for pasteurization and packaging.

The special features of this project included:

¢ A different process liquid, juice, instead of water calls for a con-
centration description in the models. At the same time there is
no need to describe temperature in this system, so concentration
can replace enthalpy which is accounted for in K2.

Alblend is a registered trade mark of Tetra Pak Processing Systems AB.
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AlblendTest

Figure 5.1, Omola model of the Tetra Alblend® system.

e The juice concentration also changes the density of the liquid
which called for slight changes in the medium description.

The pumps in the system were all speed controlled; centrifugal
pumps for water and reclaim and so called positive displace-
ment pumps for juice concentrate. The speed control required
inclusion of speed dynamics in the pump descriptions. Pump-
characteristics were also taken from pump-specific data for each
of these.

A flow supervisor, FS, was included in the concentrate unit model.
It is a discrete control equipment used to control one small and
one large displacement pump to give a concentrate flow which is a
fraction of the measured water flow. Since this has no connections
to the K2 models it will not be described here.

Juice concentration description

The inclusion of juice concentration in the models for the Alblend
project shows how easy it is to include new features into a model Li-
brary in an object-oriented setting. The concentration description only
needs to be added in some of the model classes in the model library.
Primarily, it should be added in the terminals describing product flow,
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FlowInTC ISA RecordTerm WITH FlowResistorIC ISA Model WITH
w ISA MassFlowInTC; terminals:
p ISA PressureTC; Fin ISA FlowInTC;
M ISA WaterMediumTC; Fout ISA FlowOutTC;
C ISA SimpleTerminal; Fin.C AT Fout.C;
END; END;

Listing 5.1 Concentration description in flow terminals and propagation of
concentration in flow modules.

see Listing 5.1. The definition of FlowInTC is the same as in K2 but
enthalpy, h, has been taken out and been replaced by concentration, C.
Concentration is described as a simple terminal without any unit or
quantity since it is dimensionless.

When the terminal definition has been altered, equations describ-
ing propagation and concentration dynamics should be added to unit
model classes, basically of two types; flow modules and control vol-
umes. In the flow modules no concentration dynamics is needed, the
inflowing concentration is just propagated to the outflow. This equation
can then be included in an interface class, FlowResistorIC, which is
the common super class of all flow modules, see the right side of List-
ing 5.1. Including the concentration description in just one class will
then take care of all different valves, pumps, etc. In control volumes
like the static mixer and the buffer tank model, differential equations
describing the concentration dynamics need to be added.

With this relatively small number of changes in the model library,
juice concentration is included in the model library. In the Alblend
project, changes to the model library were made prior to building the
system model. However, the same technique could be used to include
concentration in an existing system model, since a system model is
just an instance of the classes in the model library.

Pump characteristics

The volumetric flow rate through a centrifugal pump is a non-linear
function of both speed and pressure rise (also called head) over the
pump. In a model of a pump you need to give a two-dimensional func-
tion for the pump characteristics, relating the three variables ¢, n and
Ap. Pump characteristics are usually given as curves in a flow versus
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pressure chart for a couple of fixed speeds. These curves can be used
to find the two-dimensional function needed.

In the Alblend project the curve for maximum speed was used to
find a polynomial expression for pressure rise

Ap(q) = c1g” +co

By appropriate transformation of Ap and g with the current speed,
this expression could be used to determine the flow rate at any given
pressure and speed. The transformations were taken from three curves
given in the data sheet for the pump.

Another common approach to describe pump characteristics is to
fit parameters to the function

Ap(q) = klnrel + 2k2nrelq - kng .

where n,,; = n—npyp is relative to some minimum speed. The parame-
ters can be fitted with a least-square method. Using this method on the
Alblend water pump gives results similar to those obtained with the
method described above. The squared error when compared to points
from the data sheet is a little smaller, This comes at the expense of
not getting max(Ap) when the flow is zero as in (5.2), which would be
natural. However, the only significant differences are at low flow and
high speed, where the pump seldom is operated.

5.3 Sulphur Dioxide Production

A second Master’s project was a cooperation with Kemira Kemi AB
in Helsingborg. Kemira manufacture both sulphuric acid and sulphur
dioxide, which is used for bleaching in the paper industry.

Sulphur dioxide is obtained when atomic sulphur is burnt at very
high temperatures, 1800°C. There is also a very large amount of heat
released in the process. The heat is used to generate steam and electric
power, much in the same way as in a conventional thermal power plant.
The power production also has large economical implications. In fact,
the power produced gives up to 50% of the net profit, which makes this
a very important aspect of the process.
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The goal of the Kemira project was to develop a model that in-
creased the understanding of the dynamics in the process. In a previ-
ous Master’s thesis at another department a static model of the com-
bustion process had been developed. This was included in a Visual
Basic program for the operators to use in planning of the production.
A static model is of little use during transients like a start-up of the
whole process. Maintaining operator experience in transient behavicur
is also difficult since start-ups only occur once every two or three years.
The process is in continuous operation even during large holidays. A
long-term goal at Kemira Kemi is to obtain a simulator for operator
training that can capture the kind of transient behaviour that occurs
during start-ups.

The model of the Kemira plant is shown in Figure 5.2. It is a process
very similar to a thermal power plant, with burner, steam generator
and boiler drum, and thus very suitable for the K2 models. There are
two distinct differences:

¢ The flue gas composition is different since the plant burns sul-
phur instead of ordinary oil or gas. The flue gas contains both
sulphur gas and sulphur dioxide.

o The burning of sulphur also gives very high temperatures in the
steam generator compared to gas-turbine plants. At high temper-
atures radiative heat transfer must be taken into account.

Gas composition

. In the K2 libraries flue gas composition is described by a composition
vector,

x = [nNy, nCOg, n02, nAr, nS0,, nNO, nH0]

where each component is the molar fraction of that substance. The
composition vector includes the most important components found in
air and flue gas coming from fossil fuels. The vector can also be used
in calls to table functions calculating temperature, specific heat etc.
The flue gas from combustion of sulphur also contain most of these
components, but since the reaction is kept under oxygen deficit there
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Figure 5.2. Model view of the Kemira plant with details of the waste heat
steam generator and one of the sections.

is also some unburnt sulphur remaining in the flue gas. In the compo-
gition vector we let the concentration of nS; replace nAr since argon
is unimportant,

x = [nNg,nCOg, n0g,nSs, nS0g, nNO, nHLO]

The composition vector is used in a gas medium description which
is part of the flow terminals, see Listing 5.2. It is important to in-
clude composition information in the terminals. Gas composition from
the burner changes with time, and this affects very much the thermal
characteristics in the steam generator. The content of SO; is a main
factor determining radiation. Also, later stages of the process contain
reactions which alter the composition. Remaining Sy is burnt in an
after-burner and in later catalytic stages SO is converted to SOz for
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GasMediumTC ISA RecordTerminal WITH
q ISA PhaseTC WITH value := ’Gas; END;
T ISA K2TerminalLib: :TemperatureTC;
x ISA K2TerminalLib: :GasCompositionTC;
% Gas cont. N2,C02,02,S2,502,N0 and H20
END;

Listing 5.2 Gas medium description with composition used in flow terminals.

the production of sulphuric acid. However, these stages were not mod-
elled in this project, so there is no SOz component in the composition
vector.

Radiative heat transfer

In the original application of the K2 database, described in Paper C,
flue gas temperature stays below 500°C. This means that heat transfer
primarily is due to convection, radiation effects can be neglected since
they give less than 1% of the total heat transfer.

In the Kemira project it was quite the opposite. Flue gas temper-
atures well over 1000°C give a lot of thermal radiation and since the
steam generator has been designed accordingly the contribution from
convective heat transfer is negligible. Holman (1992) gives an expres-
sion for the total heat transferred due to radiation derived from the
Stefan-Boltzmann law of radiation

% =¢gg0Tf ~agoTs (5.1)

where the emittance, &4, and absorbance, oz, of the gas depends on
temperatures, total pressure and partial pressure of SOz. This expres-
sion was used in the model of radiative heat transfer seen in the lower
left plot in Figure 5.2. The thermal capacitance of the metal wall is
represented by first-order dynamics in the wall model and the heat
transfer between the wall and the steam-water mixture in the risers
is modelled by a convective heat transfer module taken from the K2
libraries.
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5.4 Condensing Steam in Plate Heat Exchangers

In a third project the K2 libraries have been used to describe an ex-
perimental setup with a plate heat exchanger, PHE. The setup is used
to test temperature control in condensing steam applications and was
kindly made available by Alfa Laval Thermal. The modelled parts of
the setup are shown in Figure 5.3. The temperature on the secondary
side of the PHE is controlled by changing the flow of steam into the
primary side of the PHE. At the outlet of the primary side a steam
trap is fitted, which allows only condensate and no steam to flow out
of the system. Some parts of the experimental setup have not been
modelled since they were considered unimportant or not used in the
experiments. Unmodelled parts include a second heat exchanger for
sub-cooling of condensate and a water pump that can be used for cir-
culation of the secondary side water flow.

The goal of this Master’s project was to obtain reasonable param-
eters for the PID controller used in the temperature control loop in a
simplified way. The Master’s thesis showed that experiments on the
model could be used instead of experiments on the real plant to obtain
controller parameters, although the model did not fit the measure-
ments perfectly.

The application in this project was very well suited for the K2
libraries. No alterations to the basic terminals or subunits were neces-
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Tigure 5.3. Models of the condensing steam setup and the plate heat ex-
changer.
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sary. However, a few new units were created since condensing steam
had not been modelled in this much detail before. New unit models
were

Steam valve with logarithmic characteristic. Instead of the usual
linear characteristic between valve opening and opening area the ex-
pression

A= lqmineyln R

was used, where y is the valve opening and R is the valve rangeability.
This is a straightforward addition to the general steam valve model
and was used to create models of differently sized valves.

Plate heat exchanger with detailed description of steam dynamics
and condensate level, further described below.

Steam trap, which was modelled as a two-phase compartment, only
letting condensate water out when more than half-full.

Plate Heat Exchanger

Since the main task of this project was to model a plate heat exchanger
where steam is condensing on the primary side a more detailed descrip-
tion of the primary side compared to the one used in the more general
heat exchanger models found in K2 was needed. The model of the PHE
seen to the right in Figure 5.3 has been split up in two volumes on the
primary side. The steam volume closest to the InH terminal represents
super-heated steam at the PHE entrance. This volume is not active in
the heat transfer since the energy contribution is negligible compared
to the condensation energy. Instead of the super-heated steam temper-
ature the condensation temperature at the current pressure is used
as inflowing temperature in the thermal calculations. A flash volume
represents the mixture of condensate and steam. The volume was com-
plemented with calculations of condensate level since the heat transfer
characteristics are drastically different above and below this level.

Heat transfer characteristics are given by the equations in the
heat flow module between the flash and the water volume. The heat
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resistance through the metal wall and on the water side is calculated
in the same way as in the K2 libraries although parameter values
specific for this PHE were obtained from Alfa Laval Thermal. For heat
resistance on the condensating side an expression also given by Alfa
Laval Thermal was used

3.2 1/4 0.134
o = 1.06 {’1_/’_51} <_H_.)
Dy

HHAT

where the heat transfer coefficient, «, depends on thermal properties
of the condensate, {4,p, £}, latent heat, ¥, temperature difference be-
tween steam and plate, AT, and plate dimensions, H and Dg.

With this description of the heat transfer the thermal charactersis-
tics of the heat exchanger are captured very well and give results close
to measured values.

Pressure characteristics are very complex for the primary side
of the heat exchanger. For one-phase flow, like the water flow on the
secondary side of the PHE, it is rather easy to measure and get a corre-
lation between pressure drop and flow rate. This is standard procedure
for PHEs and Alfa Laval Thermal provided us with such correlations.
In the case of condensating steam it is much more complicated since
the flow shows three very different behaviours depending on the heat
load. Depending on how much of the steam that condensates you get
either one-phase steam or condensate flow or a two-phase partially
mixed flow which is very difficult to describe. It is not possible to get
any simple correlation from measurements and theoretical quantita-
tive descriptions are hard to find. In most literature there are qualita-
tive descriptions of different flow regimes for two-phase flow but these
are of no use for actual calculations. In K2 only simple one-phase ap-
proximations are used for two-phase flow. This is a drawback since it
resulted in simulated pressures on the primary side that were much
higher than what was obtained from measurements. It was not of great
importance in this project since the thermal characteristics were the
main concern, but needs to be dealt with for further use of the plate
heat exchanger model.
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5.5 Conclusions

Applications are always interesting. They are the final test whether
results are useful or not. The broad range of applications for which the
K2 libraries has been used shows that it is a good tool that supports
model development and helps inexperienced users (Master’s students)
with dynamic modelling of complex systems.

It is practically impossible to have a model database that covers
all possible variations of process systems, but this has not been the
intention. In every application above the “toy example” level you en-
counter unique or special equipment that can not be found in general
process model libraries. Thus it is much more important to have an
open model library, that has models that can be adapted to the spe-
cific needs of an application. The examples show that the K2 libraries
can be adapted to suit other process applications than thermal power
plants. This is different from commercial simulation packages which
often have extensive model libraries, but you can not get inside the
models and often have great difficulties creating your own.

Another important feature of model libraries is numeric robustness.
The models should be built in a way that helps the user avoid numer-
ical difficulties. This is a weak point in K2 that has not been properly
taken care of. It is necessary to build models that can handle extreme
cases like empty tanks, reversing flow etc., even though these cases
never will occur in real operation. When you first start experimenting
with a model the best thing to hope for is poor guesses for all initial
values. This causes large transients in the simulation that provokes
extreme behaviours. If you have a model that is robust with respect to

" these extremes it is easier to find a feasible initial point to start further
experiments from. For example in the Kemira project the riser tubes in
the steam generator (the flash volume to the right in BrandNewPan in
Figure 5.2) was first modelled as three separate volumes. This had to
be simpified to just one volume since the fast pressure dynamics in the
volume models caused reversing flows that broke down the simulation.
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Conclusions

Modelling and simulation of dynamical systems is a difficult area for
several reasons. It is not taught very well to engineering students,
since it is an area of expertise which typically is scattered in the engi-
neering faculty. Modelling and simulation also require skills in many
different subjects:

1. good knowledge of the particular domain
2. programming skills, depending on the type of tool used
3. numerical analysis, to correctly interpret results

Model libraries can provide support that helps inexperienced users
attack complex problems. The support lies mainly within the two first
items above, but also to some extent in the third since a correct model
library can help in avoiding numerical difficulties.

Modelling languages and simulation software tools on the other
hand provide support for the two last items. The structure and syntax
of the modelling language are important for ease-of-use and the quality
of models in a model library.

The main conclusion of this thesis is that modelling of complex
systems is supported by well-structured model libraries. In Chapter 1
the contributions of the thesis were listed. Here we give a summary of
features of model libraries that are important.

Terminals and interfaces should be well-defined. A good set of
terminal classes increases the reusability of unit models in a library.
It can also increase the adaptability of a model library to similar ap-
plications, as is demonstrated in Chapter 5.

55




Chapter 6. Conclusions

Structure is very important. A well-defined structure gives good
overview of the models in the library and supports organization.

Composition and decomposition are important properties. The
model library should be such that more complex systems can be com-
posed from simpler elements. It should also be easy to decompose large
sections into smaller ones.

Parameterization of models in a library is very important for the
usability of the library. Parameter equations should be supported by
the modelling tool to simplify parameterization of models. Examples
of this are given in Chapter 4.

These important features impose specific requirements on the mod-
elling tools used. For example composition and decomposition are greatly
simplified by using constraint based modelling. It is a distinct advan-
tage to build model libraries using balance and constraint equations
directly instead of computational assignments. Then there is no need
for several versions of a model differing only in computational causal-
ity.

Another requirement mentioned above is the ability to use param-
eter equations to specify relations among parameters in a model inter-
face. One step further from this is to allow for class parameterization,
i.e., to have the possibility to change the super class of a component
via a class parameter. Then different media in for example a valve
model could be specified on the instance level instead of having sev-
eral valve models with different medium models. This possibility is one
of the important language constructs that have been incorporated in
the new modelling language Modelica™, see Mattsson et al. (1997).

6.1 Future Work

Model Validation

Model libraries must be validated against experimental data to be of
industrial value. Unfortunately there are no systematic approaches to

Modelica is a trademark of the Modelica Design Group.
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Figure 6.1. Comparison of experimental data(—) and simulations of model
with nominal(- -) and estimated parameters(:-- ).

validation of physical models. The idea of using nonlinear parameter
optimization for validation is described in the paper in Appendix D.
Additional work was done after submission of this paper, which re-
sulted in the report Sgrlie and Eborn (1997). With only minor changes
in the model structure the almost perfect fit shown in Figure 6.1 was
obtained. It is interesting to note that there are only small differences
between the nominal and the optimized parameter values in this case.
The main improvement in Figure 6.1 comes from optimization of the
integrator gains which reduce the drift in the simulated output. This
shows that the model structure used almost perfectly describes the
system and also that the model is useful for control design since it
captures all the fast dynamics even with nominal parameter values.
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mr—ation
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Figure 6.2. The linearity lemon, adopted from p.199 in Gille ef al. (1959),
describes the region of validity for linear transfer functions. The region is re-
stricted from above by saturation phenomena, from below by threshold nonlin-
earities and at high frequencies by neglected dynamics.

The work described in Appendix D needs to be taken further to
arrive at a systematic model validation approach. New experimental -
data from Vidrnamoverket could be used to validate the K2 libraries
and the application model built.

It is also important to have the possibility to check the validity
of a model during simulation, to see that the results are reliable and
that no part of the model has been used in a region where it is not
valid. In the modelling language Modelica special constructs for model
checking have been added. Validity checking can be added to a model
both by using validity ranges for variables (min, max attributes) and
also by stating assert equations, i.e., equations that are not used for
the simulation but checked to produce warnings if they become invalid
during the simulation.

Uncertainty descriptions

Descriptions of parametric uncertainty is an area in linear systems
theory that has grown rapidly during the last fifteen years, although
the concept of uncertainty has existed much longer than that. For
example Gille et al. (1959) proposed to capture the region of validity
of a linear model with the notion of the linearity lemon, see Figure 6.2.
This lemon shape could just as well be used to illustrate uncertainty.

The key idea of robust control theory is to capture uncertainty as
additional blocks, see Figure 6.3. Uncertainty descriptions are often
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Figure 6.3. Uncertain system on diagonal perturbation form, taken from
Lantz (1997)

derived from comparing a more detailed, possibly nonlinear, system
model to a simpler one that you want to work with in control de-
sign. To have tools that could extract a simple model for design from
a complex physical model and also supply bounds for parametric un-
certainty would be very powerful. In OMSIM a linearized model can be
automatically derived from a nonlinear OMOLA model. In a recent Mas-
ter’s thesis, Lantz (1997) used this feature to export a linear model of
a power network with parametric uncertainty on a form that can be
used in the Matlab® u-toolbox.

Another interesting possibility to get a bound on the amount of un-
certainty in a model could be to obtain it from the model validation
procedure. In the parameter optimization described in Appendix D out-
put error models are included. Through optimization the error models
give a measure of the output error variance and thus shows how closely
the model describes reality. More structured uncertainty descriptions
could possibly be obtained by using other error models in the optimiza-
tion. '

Model Analysis and Simplification

The focus in modelling has for a long time been on simulation. To-
day this is changing towards analysis and design. It would be useful
to have tools that could extract simplified models from complex mod-
els, e.g., static relations, linearized models or low-order models with
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descriptions of parametric uncertainty. While doing manual model sim-
plification you use knowledge that certain dynamics are on a different
time-scale and thus can be neglected, or that variables and terms in
equations are of a smaller order of magnitude and can be removed from
the model. Current work at the department explores how this kind
of information can be extracted automatically from a model. For this
kind of model analysis it is useful to have both symbolic. and numeric
tools. Symbolic manipulation can give information on the structure of a
problem. Analysis of the incidence matrix of an equation system shows
where there are strong or weak couplings between different parts of the
system, sometimes this information is not enough and then numeric
values can be used.

A General Thermo-hydraulic Library

The K2 model database was developed with a specific application in
mind, the heat recovery steam generator at Virnamoverket. It is thus
limited in scope to thermal waste-heat plants. Nevertheless, it has
been used successfully in several other applications.

The definition of the object-oriented modelling language Modelica™
offers new possibilities for building general model libraries. One possi-
bility, class parameterization, was mentioned in the previous section.
Another concept, generic structures, makes it easy to construct repeated
structures, see Mattsson (1997). Another advantage with Modelica is
that it is supported by many research groups and companies and aims
at becoming a de facto standard for model exchange. Thus libraries
written in Modelica will be portable to different simulation platforms.

We are now in the process of defining and building a new general
thermo-hydraulic Modelica base library, which will cover all the basic
libraries in K2 and also include parts that where neglected or not
included in K2, e. g., flow momentum dynamics, bidirectional and two-
phase flows. The work is planned to be finished this summer at the
same time as the first commercial simulation tools for Modelica are
released.
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Paper A

Modelling and Simulation of an
Industrial Control Loop
' with Friction

Jonas Eborn and Henrik Olsson

Abstract

The paper describes the modelling and simulation of a loop
for controlling the concentration of fibres in pulp. Real data have
been recorded for such a loop. The data show fluctuations in the
fibre concentration measurements. The objective of the paper is
to see if these fluctuations can be captured and reproduced by a
nonlinear model of the loop. The model will include a deseription
of friction in the control valve. Different friction models are inves-
tigated in order to determine what friction characteristics if any
that are important for the recorded behaviour. For the modelling
we have used OMOLA, an object-oriented modelling language, and
for the simulations OMSIM, a simulating tool developed for use
with OMOLA.

Keywords: Modeling, simulation; friction, process control

A.1 Introduction

To be able to produce high quality paper there are a number of key
points in the process that needs to be controlled well. One of these is
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Figure A.l. A schematic diagram of the setup for pulp fibre concentration
control.

the first step in the process where the pulp received from the pulp mill
is fed into the paper process.

The concentration of fibres in pulp is controlled by diluting the pulp
with water. A fairly simple setup used in many paper mills is shown in
Figure A.1. Pulp flowing through a pipe is diluted with water at the be-
ginning of an enlargement of the pipe. The fibre concentration is mea-
sured at the downstream end of the enlargement. The controller in the
loop is a pneumatic Pl-controller, which supplies the reference value
for the control valve. The control valve consists of a pneumatic posi-
tioner, a pneumatic actuator and a valve. Figure A.2 shows recorded
data from such a control loop. The output signal, y, is normalized to
take values between zero and one and so is the control signal, v.

In this particular control loop there is a problem with concentration
fluctuations. The fluctuations appear after some period of operation
and increase slowly in amplitude until the problem has to be dealt
with. Maintenance has to be done while the process is stopped and can
therefore be costly. In a survey of Canadian pulp and paper industry
it was found that one third of the control valves suffer from problems
with friction and backlash, see Bialkowski (1993). In this paper we
examine if the observed fluctuations can be reproduced by a nonlinear
model of the control loop including friction in the control valve. We will
also seek a remedy to the problem.
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A.2 Object-oriented modelling in Omola

This section will give you a brief explanation of the modelling language
OMOLA, see Andersson (1994). OMOLA contains object-oriented features
such as modularization, abstraction, inheritance and specialization to
support model development as well as reuse of models. What is espe-
cially appealing with OMOLA and object-oriented modelling in general
is the intuitive approach. Components are defined, consisting of an in-
terior describing the behaviour and terminals describing the interface
between components. The components are then assembled to complex
models. By inheritance, properties common to a group of related classes
can be collected in a superclass. Doing so, three things are achieved;
the reusability is increased when more abstract classes are used; main-
tenance is simplified since code does not have to be repeated and by
arranging the model library in a tree structure it becomes more legible
and easier to use.

A model can be a complex model, which is composed of sub-models,

Measured concentration [y]

0
Control signal [v]

RN

200 400 600

Figure A.2. Concentration fluctuations during operation.
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or a basic component, which is so simple that no further decomposition
is possible or necessary. The behaviour of a component is described
by algebraic and differential equations. OMOLA also supports discrete-
event handling and difference equations. The use of discrete events
is in fact crucial for efficient simulations using some of the friction
models in this paper.

A.3 The Control Loop

This section gives a brief description of the parts of the control loop
and some examples as to how they have been modelled.

The mixing pipe is described in a simplified way as instantaneous
mixing at the diluting point together with a transport delay. For perfect
mixing, the steady-state equation of the fibre concentration is simple,
Cout = CinQin/(Qin + Quater), where C is the fibre concentration and
@ is the volume flow rate of pulp and water respectively. In the model
developed, C;, and @;, are considered constant. The dynamics of the
mixing pipe is attributed to the concentration sensor, placed in a small
chamber in the side wall of the pipe. The sensor has been modelled as
a first-order lag with a time delay, which includes the transport delay
of the pulp flow through the mixing pipe.

The PI-controller is of an older pneumatic type and the only infor-
mation available is the controller parameters. The controller is mod-
elled as a standard parallel Pl-controller where the control signal is
limited to values between 0 and 1. This signal is then transformed
into a pressure signal in the range 20-100kPa. Between the controller
and the positioner is a pneumatic transmission line over 20 meters
long. It introduces a lag between the signal pressures at the controller
and at the positioner. To describe this lag the flow equation of the
transmission line can be solved, see Andersen (1967). The assump-
tions are; laminar, one-dimensional flow; the polytropic gas equation
is used for heat transfer; and the pressure function along the line is
assumed to have an exponential time dependence. The solution can
then be expressed in hyperbolic functions of the complex variable s. At
low frequencies a truncated power series expansions can be used. This
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renders a second-order oscillating transfer function relating input and
output pressure with the natural frequency and damping
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The terminal volume has here been neglected compared to the line
volume. The parameters are

_ 1 [nRT o nBL?
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where L is line length, 77 is the viscosity of air at temperature T, n is
the polytropic exponent, M is the molar mass and R is the universal
gas constant, po is the mean pressure and A is cross-section area.
This transfer function has also been implemented in the model of the
controller.

The control valve is the most complex unit and the key part in
explaining the limit cycle behaviour of the control loop. It consists
of the pneumatic positioner and actuator which are mounted on the
valve and used as a power servo to control the position of the valve,
The important dynamics of the system are those of the positioner and
actuator and therefore these parts are described individually.

The positioner is a nonlinear control device controlling the flow of
compressed air into and out of the cylinder chambers of the actuator.
The flow is a nonlinear function of the position error and since the
chamber pressures are roughly the integral of the flow the positioner—
actuator will act as an integrating controller. The heart of the construc-
tion is the pilot valve with spool in Figure A.3. The spool is moved by a
lever, which at equilibrium is kept in the center position by a balance
between the control pressure and a feedback force from the position
of the actuator and valve. The pilot valve has variable structure since
only two of the four possible passages through it will be active at the
same time. Each air flow passage is seen as an orifice, a restriction of
air flow, with variable area. The opening area of the orifice is a func-
tion of spool position. This function is essential to calculate the flow
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through the orifices. An expression of the true flow area is difficult to
derive because of the complex geometry. Instead an approximation has
been made interpolating between small and large spool displacements.

The flow equation used at the orifices is the ideal gas equation for
mass flow, see Andersen (1967),

oo {2 ()~ ()]}

where A, is the effective cross-section area and ¥ is the ratio of specific
heats. Under certain assumptions p; and ps are interpreted as the
upstream and downstream pressure respectively and T as upstream
absolute temperature. This makes the relation practically useful for
flow calculations at restrictions. As it stands it is valid for calculations
of sub-sonic flow. When the ratio between ps and p; falls below a critical
pressure ratio the flow becomes sonic. The pressure ratio in the flow
equation is then replaced by this constant ratio and the flow will only
depend on pj.

The actuator is double-acting, with pressure on both sides of the
piston. A common assumption made to calculate the expansion of air
~in the cylinder chambers is that it follows the polytropic equation

p ( %)n = constant. The polytropic exponent n can be chosen between
n = 1 for isothermal expansion and n = y = 1.4 for adiabatic expan-

sion. Since the thermal energy content of air is low compared to that

actuator chambers

supply exhaust

Figure A.3. Positioner pilot valve in slightly open position.

70




A.4  Friction Modelling

of the cylinder and piston, it is reasonable to assume that the cylinder
remains at constant temperature. Only isothermal expansion is used
throughout the simulations since charging and discharging is slow.

There is friction present in both the actuator and the valve, but
since the actuator and the valve are rigidly coupled, the friction of the
valve can be included in the actuator friction model. Only one friction
model is used to account for the total friction.

The valve s a ball segment valve. In this application the valve
operates very near the closed position. The control signal is 10%+3%.
For such small changes the valve characteristic will be close to linear.
The control valve has been modelled as a linear valve with the gain
parameter set according to steady-state data.

The process parameters are somewhat uncertain. The models that
have been developed in this work are based on product information
and fundamental mechanics and thermodynamics. The only measured
data available is the measurements during normal operation shown in
Figure A.2 and an identification experiment made to determine a pro-
cess model valid from control signal to measured concentration. This
experiment gave estimates of the parameters of a first-order process
model with dead-time. The gain estimate is approximately 3 while the
estimates for time constant and dead-time both are approximately 10
seconds. When all the sources of dynamics in the loop model excluding
the concentration sensor are added together, half of the dead-time and
a fifth of the time constant of the estimated first-order model can be
accounted for. The remaining dynamics are attributed to the concen-
tration sensor.

A.4 Friction Modelling

The friction force is always opposed to the direction of motion. The
classical descriptions of friction include Coulomb, static and viscous
friction. The friction force is given as a static function of the velocity
although the discontinuous static friction needs to be handled in a
special way.

In the more detailed behaviour of friction there are a few other
phenomena that need to be considered; the Stribeck effect is that the
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drop in friction force when motion begins is smooth and not discon-
tinuous; the Dahl effect is the spring-like behaviour that occur during
sticking and the term frictional lag is sometimes used for the hys-
teresis in friction force seen when moving in one direction at varying
velocities. Furthermore friction shows a random behaviour due to the
irregularities of the surfaces in contact.

This work will concentrate on four models of friction with slightly
different features; a classical friction model, an extended Dahl model
as described in- Canudas de Wit et al. (1995), the Bristle model from
Haessig and Friedland (1990), and the Seven parameter model from
Armstrong-Hélouvry (1991). The classical model is a static model. The
other three models are all dynamic and contain, to various extents, the
phenomena described previously.

The classical model has been implemented to allow for wellbe-
haved simulations. During motion the friction force is described as
F = F_sign(v) + F,v, where F, is the Coulomb friction and F, is
the viscous friction constant. When stuck F equals the driving force,
i.e.,, the sum of all other forces. Switching between the two modes
Stuck/Slip is accomplished by discrete events. Sticking begins when
the velocity falls below a certain zero-velocity tolerance. Slipping be-
gins when the driving force becomes greater than F, the maximum
static friction.

The extended Dahl model describes friction force by means of a
differential equation

z =v[1 —sign(v)z/g(v)]
F = Kcz+dé+Fvv

where K, is a stiffness parameter, d is a damping coefficient and g(v)
determines the steady-state relationship between velocity and friction
force. If g(v) = F, and d = F, = 0 then this model reduces to the orig-
inal Dahl model, see Dahl (1977). The model is interesting because it
is simple and dynamic, there is no need for discrete events or mode
switching. The model also describes all the important frictional phe-
nomena: spring-like behaviour, arbitrary steady-state characteristics,
frictional lag and varying break-away force.
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The Bristle model 1is designed to emulate the randomness of fric-
tion. The frictional force is summed from spring action of minute bris-
tles, or bonds, which break at a certain deflection and then become
reestablished. Static friction is attained through a number of extra
bristles which are active near zero velocity. The model is laborious to
use in simulations due to the discontinuous behaviour and as a result
of this, the large number of discrete events needed.

The Seven parameter model consists of two models. During stick-
ing it models friction as a very stiff spring ¥ = K x, where x is the
displacement. During sliding, the force is given by Coulomb, viscous
and Stribeck friction with frictional lag

. F t(t2) —Fc
F =sign(v) | Fo+ 2252~ ) + Fv
1+ () '

where 71 is the time delay of the frictional lag and vg is the Stribeck
velocity. The actual static friction, Fs,.:, depends on the duration of
the last sticking period, f2. A major drawback of this model is that it
is not specified when switching between the two modes should be done
and how x should be chosen when sticking begins.

A.5 Simulations

In order to study the effects of friction on the performance of the con-
trol loop simulations have been made in the OMSIM simulation envi-
ronment, see Andersson (1994).

The integration method used is specified by the mathematical for-
mulation of the model. The model is written in the form of differential
algebraic equations, DAEs, with differential equations describing the
dynamics of the system and algebraic equations for constraints. Of the
implicit solvers supplied by OMSIM one, DASRT, has been chosen. It
is equipped with a root-finding algorithm necessary for simulations of
models with state-dependent events.
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The initial values of the state variables of the model must fulfill
the constraints given by the algebraic equations when the simulation
is started. The model of the control loop has up to 22 state variables
depending on the friction model used, e.g.,, the states of the actuator
chambers, control pressure, positions, and velocities of the positioner—
actuator and the integral value of the controller. To make it easy to
calculate the state variables the simulations are started close to a sta-
tionary point. The operating point of the system is defined by the mean
values of the signals in FigureA.2, ¥ = 0.43 and 7 = 0.1. From these
many of the initial values can be calculated. To perturb the system
slightly the initial value of the measured output is set to y = 0.4,

The parameter values of the friction models cannot be determined
without detailed experimental studies. This has not been possible. Rea-
sonable values have been chosen to be used in the simulations. Friction
in a pneumatic actuator amounts to about 20% of the maximum load of
the actuator, which is 5-6 kN. Therefore the Coulomb friction param-
eter is set to 1000N. Static friction is chosen to be 50% higher than
Coulomb friction. The other nominal parameters are chosen as F,=0,
K, = 108N/m and d = 9000 Ns/m according to recommendations in
the references, mainly from Armstrong-Hélouvry (1991). The Stribeck
velocity of the extended Dahl and Seven parameter models is chosen
asvg = 2-107%*m/s and 7; as 0.02s.

infiuence of Different Friction Models

The simulations of the control loop are made using the different friction
models and the parameter values above if no other value is specified.
The simulations will make it possible to make comparisons of the fric-
tion models and study the effects of different frictional phenomena on
the performance of the control loop. The behaviour can then be com-
pared with the recorded data in Figure A.2.

The classical friction model is used as a benchmark to compare
with the other simulations. The simulation recordings are taken af-
ter the initial transient has disappeared. The variables plotted are:
the output of the concentration measurement, the valve opening, the
control signal from the Pl-controller and the friction force. The con-
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Figure A.4. Bench mark simulation run with the classical friction model. The
detail on the right shows the friction force during a slipping period.

trol signal can be seen as a reference to the positioner and is plotted
together with the valve position.

The result of the bench mark simulation is shown in Figure A.4. The
output looks like a series of step responses and this is indeed the case.
On this time-scale the valve moves almost instantly between different
positions. The detail of the friction force shows that the slipping period
is approximately a hundredth of a second. Since friction force changes
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Measured concentration
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Figure A.5. The classical friction model with F, = Fs = 1000 N.

instantly from Fs to F, the accelerating force on the actuator piston will
be very large compared to the inertia. But as soon as the piston begins
to move the driving force decreases because of an equalization of the
pressures in the actuator chambers. When the driving force becomes
smaller than F, the piston slows down until it sticks. The friction force
then becomes equal to the driving force. The behaviour is similar to
the one seen in Figure A.2 although the amplitude of the fluctuations is
smaller. Another thing noted are the long, calm stretches at £ ~ 100s
and ¢ ~ 300 s. When the valve sticks close to the desired position it will
remain there for a longer period of time while actuator force builds up.
This is a very slow process since the position error, which determines
the pilot valve opening in the positioner, is small.

A different behaviour is seen when there is no static friction, Fs =
F., see Figure A.5. The concentration fluctuations are smoother and
slower because the accelerating force is smaller. When slipping starts
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the friction force does not decrease. It remains the same until slipping
stops and the valve sticks. It is interesting to note that although F; =
F, the fluctuations continue. Merely Coulomb friction is enough for
limit cycles to appear.

As implemented here the classical friction model is very well-suited
for simulation. This requires that the transition from sticking to slip-
ping is handled by events, which makes the simulation efficient.

The extended Dahl model shows a behaviour resembling very
much that of the classical friction model, see Figure A.6. The fluctua-
tions are perhaps a little slower due to the damping included through
the parameter d and the addition of Stribeck friction. When the differ-
ence between valve position and reference is large the valve still jumps
quickly to a new position. The difference from the case of no or little
Stribeck friction is that the valve does not need to come as close to the
desired position for the movement to be smooth. When the Stribeck
velocity is very high, vg > 0.05 m/s, the smoothing effect will cause a
behaviour similar to that in Figure A.5. In that case the velocity of the
actuator piston never exceeds the Stribeck velocity.

The extended Dahl model with a large spring constant is a stiff
problem and can be difficult to handle for the simulator. There are
however integration methods for stiff problems available which can
be used since the extended Dahl model does not require any event
handling.

Measured concentration
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Figure A.6. Simulation of the extended Dahl model.
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The Bristle model yields results similar to the ones observed be-
fore. It can give simulation results slightly more irregular than the
other models but there are no fundamental differences. The simula-
tion was made with a total spring constant K, = 10" N/m. (The spring
constant of each bristle is 10°N/m.) Using K, = 10®N/m as in the
simulations of the other models would be desirable but the simulation
time would be more than tenfold.

From the plot of the friction force in Figure A.7 it is not hard to see
why this model.is laborious to use in simulations. During a slipping pe-
riod the model will produce several hundred events a few microseconds
apart. This will slow down the simulation enormously. There is also
a problem when motion stops. The spring-like bristles will generate
undamped oscillations in the friction force unless the bristle positions
are chosen to make the sum of bristle forces equal the driving force.
This makes it necessary to have the driving force, u, as an input to the
friction model, as was the case with the classical friction model.

The Seven parameter model gives a surprisingly regular result
in the simulation shown in FigureA.8. It looks like the system ap-
proaches a stable limit cycle. Besides this the differences from the
previous simulations are small.

The model is not at all suited for simulation. The switching between
the two modes, sticking and sliding, is not specified in Armstrong-
Hélouvry (1991). The model in sticking is an undamped spring. The
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Figure A.7. Friction force during a simulation of the Bristle model.

78




A5 Simulations

Measured concentration
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Figure A.8. The Seven parameter model simulation.

100

displacement must be chosen as x = u/K, otherwise there will be un-
damped oscillations in the friction force. Thus this model too requires
knowledge of the driving force, u. Also, the use of a time delay, 7z,
makes the system difficult to simulate. In OMSIM, the delay function
interpolates between values stored for plotting. To be able to catch the
velocity peaks when the position changes quickly the plotting inter-
val has to be smaller than 77/2 = 0.01s. Since the DAE-solver stops
at every plotting interval the simulation will be very inefficient. The
simulation in Figure A.8 took four hours to perform on a SUN SPARC-
station 2. This is more than fifteen times slower than the classical
model.

Influence of Process Gain

As stated in Section A.3 the process gain is about three times. This is
a rather uncertain figure since it is taken from an identification ex-
periment on an industrial application. To see how the gain affects the
observed concentration fluctuations, simulations were made with the
extended Dahl model and 60% higher process gain. The Stribeck veloc-
ity was vs = 0.005m/s. In Figure A.9 it can be seen that the amplitude
increases more than 100% and the fluctuations are also more irregular
and of higher frequency. Except for noise the behaviour is very similar
to the observed behaviour of Figure A.2, both in amplitude, frequency
as well as in the irregularity of the fluctuations.

The process gain is high mainly because the control valve is much
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larger than necessary. If a smaller valve which could operate at 50%
valve opening was used the gain would decrease with 60-80%. The
amplitude of the concentration fluctuations would then be smaller
and since the gain in the controller could be increased the positioner—
actuator would be less sensitive to friction and backlash. Figure A.10
shows a simulation where the gain has been reduced with 80% and the
controller parameters have been altered accordingly. The problem with
the valve moving back and forth remains but the lower gain makes the
concentration fluctuations a lot smaller. The simulation indicate that
if a smaller valve could be used in practice, the problem would be re-
duced to a minimum. To stop the valve chattering the positioner need
to be redesigned with a deadzone in the pilot valve. This would stop
the actuating force from increasing when the position error is small.
The Pl-controller in the loop also has to be changed to allow for small
concentration errors without increasing the control signal.

A.6 Conclusions

This paper has described the modelling of a concentration control loop
in a paper mill. The major effort was made to model the nonlinear
behaviour of the pneumatic positioner-actuator. A library of several
friction models has also been developed. The models have been devel-

Measured concentration
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Figure A.9. Slightly higher process gain produces a result very similar to the
observed in Figure A.2.
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Figure A.10. When a smaller valve is used the fluctuations are significantly
reduced but not eliminated.

oped using OMOLA, an object-oriented modelling language. The friction
models have been used in combination with the control loop model in
simulations to study the effects of friction on the control loop behaviour.
The simulations have been made in the OMSIM working environment
and show that the observed behaviour of the control loop with large
variations in concentration can be reproduced by the model. It is note-
worthy that friction alone can cause this behaviour. A common opinion
in the industry is that backlash has to be present to create the ob-
served oscillations. Even the use of a simple friction model with only
Coulomb friction causes an oscillating behaviour.

The effect of the process gain on the behaviour of the control loop
has also been studied. The large gain caused by using an oversized
valve at small valve openings is one part of the explanation to the
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large concentration variations. The simulations indicate that using a
smaller valve operating at larger openings would reduce the amplitude
of the variations. Combining this with deadzones in the positioner and
Pl-controller would probably solve the control problem at the cost of a
small constant concentration error.

The friction models are to varying extents suited for simulation.
The classical friction model in its original formulation is difficult to use.
However, an implementation with events is efficient and fast to use in
simulations. The requirement to have the driving force as an input to
the model besides velocity is an additional drawback, which is shared
with the Bristle and the Seven parameter model. The long simulation
times required also make the last two unsuited for simulation. The
extended Dahl model has the appealing quality of being simple due to
the fact that it is dynamic. It also contains all the important frictional
phenomena.
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Paper B

Object-Oriented Modelling of
Thermal Power Plants

Bernt Nilsson and Jonas Eborn

Abstract

This paper presents a set of model libraries, called K2, for mod-
elling of thermal power plants. The models are based on first prin-
ciples and describe mainly the dynamic mass and energy proper-
ties of the modelled system. The K2 models are described in the
object-oriented modelling language OMOLA and the libraries are
organized in an OMOLA model database. The libraries are grouped
into three different sets, namely unit libraries, subunit libraries
and model component libraries. The unit models are used to build
up plant system models, which are application dependent. The
units are composed of subunits. The subunits describe different
physical phenomena and a set of subunits build up the behaviour
of the unit model. Model components are used to facilitate the de-
velopment of new units and subunits. OMOLA models can be sim-
ulated in the OMSIM simulation environment and the K2 model
database has been used in a case study of the dynamics in an
HRSG plant.

Keywords: Computer aided engineering, modelling, object-orien-
ted modelling, power plant, process models.
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B.1 Introduction

An object-oriented approach to modelling and simulation of thermal
power plants is presented in this paper. The emphasis of the presen-
tation is upon the model decomposition and the library organization.
The set of model libraries are called K2. A Heat Recovery Steam Gen-
eration plant, HRSG, is modelled by the use of sub-models from the K2
object-oriented model database, see Nilsson and Eborn (1994; 1995),
and it is simulated in a case study, see Eborn and Nilsson (1994).
The models in K2 are written in OMOLA, an object-oriented modelling
language, see Andersson (1994), Mattsson and Andersson (1992) and
Nilsson (1993). OMOLA supports hierarchical structure decomposition
of models into sub-models. Behaviour is deseribed by equations and/or
events. OMOLA can model combined discrete event and continuous time
models, i.e., hybrid models. It also supports inheritance of properties
between the model classes. A model subclass inherits the attributes
from its super class. OMSIM the OMOLA simulation environment, is im-
plemented in C++ under Unix and X Windows. The K2 model libraries
support model development in three different levels, i.e., systems, units
and subunits, in order to facilitate multi-user and multi-disciplinary
modelling.

Thermal power plants are well suited for object-oriented modelling
because of the extensive use of standard components like pumps, val-
ves, heat exchangers, boilers etc. This makes it possible to capture a
large number of power plant configurations with a limited number of
model classes. The physical units can be described by a set of subunit
objects representing different physical phenomena in the unit. Exam-
ples are control volumes of medium, here called compartments, and
flowing medium, here called flow resistors. The number of subunits is
quite small.

One example of a simulation tool commonly used today is MMS
(Modular Modeling System) which uses the simulation language ACSL
(Advanced Continuous Simulation Language). MMS is marked by Bab-
cock & Wilcox and ACSL is a product from Mitchell & Gauthier. ACSL
is a CSSL based simulation language that require system models on
state space form. MMS contain modules of commonly used power plant
equipment that can be put together in order to model a plant con-
figuration. The Skegton Unit Component Models, described in Ordys
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et al. (1994), is another example of a model library for thermal power
plants. These models are described on state-space form for the use
in a CSSL type simulator, e.g., MatrixX. A sequential modular ap-
proach to simulation of HRSG plants is presented by Hyllseth (1991).
The K2 unit models capture the same kind of models as the Skegton
Unit Component Models, but they are expressed on equation-oriented
form without specifying causality. The OMSIM environment makes a
symbolic manipulation of the equation set before the generation of the
simulation code. This increases the reusability of model objects and the
number of different simulation scenarios that are possible to study.

A number of different approaches to object-oriented modelling are
reported in the literature, see the survey Marquardt (1994). One can
divide the approaches in two major categories, general modelling lan-
guages and process oriented modelling systems. Examples of general
modelling languages are OMOLA [Mattsson and Andersson (1992)], Dy-
MOLA [Cellier and Elmqvist (1993)] and ASCEND [Piela et al. (1991)].
Examples of process oriented approaches are MODEL.LA [Stephanopou-
los et al. (1990)], VEDA [Marquardt (1993)] and HPT [Woods (1993)].
Similar ideas are also found in Foss et al (1995) and Wasbg and
Foss (1995). The K2 model database is implemented in a general mod-
elling language and adds the spirit of process oriented modelling lan-
guage. The subunit decomposition, into compartment and flow resistors
in K2, have much in common with the the decomposition into devices
and connections in VEDA, see Marquardt (1993).

The paper is organized as follows. In Section 2 the organization
of the K2 model database is presented together with the major model
classes. The mathematical interpretation of the model structures is
presented in Section 3 and the HRSG plant application in Section 4.
The limitations of K2 is discussed in Section 5 and conclusions are
drawn in the last Section 6.

B.2 The K2 Model Database

The models in the K2 model database are based on first principles and
describe mainly the dynamic and static behaviour in the water/steam
cycle of thermal power plant configurations. A K2 based application
is decomposed into four major hierarchical layers; namely application
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system models, unit models, subunit models and model components.
The system descriptions are application oriented and are developed
by a user of the K2 model database. In the actual database there
are unit libraries, subunit libraries and model component libraries.
A detailed presentation of the K2 model database is found in Nils-
son and Eborn (1994) and it is also briefly presented in Nilsson and
Eborn (1995). The development of process applications in an object-
oriented modelling language is also discussed in Nilsson (1994) and
Nilsson (1996). The basic idea with this guideline of decomposition is
to facilitate abstraction of details for different users. Potential users
are categorized into system developers, unit model developers and de-
velopers of phenomena descriptions.

System Modelling using Unit Models

Unit models have corresponding physical representations, like pumps,
valves, heat exchangers etc. The unit models are used to create sys-
tems and subsystems. An example of a subsystem is a boiler which is
composed of a number of units, like a drum, circulation pump, riser,
valves. A boiler system is used as a subsystem in a larger configura-
tion of a pan or an entire thermal power plant. The unit models are
grouped in unit libraries and are reused by the system developer for
graphical development of a plant section or a plant configuration.

A small heat exchanger system is illustrated in Fig. B.1. Two dif-
ferent water flows are pumped through a cocurrent heat exchanger.
There are pumps on the inlets of the exchanger and two corresponding
valves on the outlets.

Unit Modelling using Subunit Models

Subunit models are descriptions of physical phenomena in control vol-
umes or in transport interfaces. There are two main types of subunits:
compartments and flow resistors. The compartment subunit models
describe mainly the mass and energy balances over a control volume.
The compartment subunit interact with other compartments via flow
resistors. The flow resistor subunits describe the transport of medium
or heat. Compartments as well as resistors have an internal medium

description, possible media are water, water/steam mixture, steam or
flue gas.
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Figure B.1. A system model Figure B.2. The internal
composed of a set of unit mod- structure of subunits inside an
els. heat exchanger unit.

One example of a unit model composed of a set of subunits is illus-
trated in Fig. B.2. The heat exchanger dynamics is captured by the two
compartments. Both sides of the exchanger has water as medium. The
medium flow is described by flow resistors and the heat interaction
between the two compartments is described by the heat flow resistor.
The subunit decomposition of compartments and flow resistors model
objects is inspired by the decomposition into devices and connections
in VEDA, see Marquardt (1993).

Compartment Subunits A compartment subunit model describes
unsteady-state mass and energy balances and steady-state momentum
balances over a control volume. The mass and energy balances are
rewritten into pressure and enthalpy differential equations. The major
difference between the different compartments, seen in Fig. B.3, is the
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Figure B.3. A set of com- Figure B4. A set of medium
partment subunits. flow resistor subunits.
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internal medium model which contains all steam table calculations
describing media specific functions and parameters.

Flow Resistor Subunits The flow resistors describe the static re-
lation between flow rate and a driving force. A medium flow resistor
describe the relation between medium flow and pressures and a heat
flow resistor describe the relation between the heat flow and temper-
atures. Once again the internal medium model is used to calculate
proper physical parameters for different media. Some of the medium
flow resistor subunit classes are shown in Fig. B.4. The medium flow
resistors contain a model compartment describing the friction factor,
a nonlinear function. There are friction factor model components for
valve losses, tube losses etc. The heat flow resistor contains model com-
ponents that describe the heat resistance between the components. In
a tubular heat exchanger there is heat resistance outside the tube, in
the tube wall and inside the tube.

Model Components

All model classes discussed above are composed of model component

attributes which are classes that can be reused. Composite models, like
systems and units, are composed of sub-model classes and connections.
They also have terminals for the interaction with surrounding models.
This means that there is a need for a common terminal library.

Model Interaction The flow terminals, i.e., the interfaces describ-
ing system, unit and subunit interaction, are composed of the follow-
ing sub-terminals; mass flow rate, pressure, enthalpy and one sub-
terminal specifying medium. The medium specific sub-terminal is used
to make application consistency checks, i.e., a steam flow terminal can
not be connected to a water flow terminal. It is important to notice
that the terminals always have the same structure facilitating reuse
of all model classes in different situations. In some cases this means
loss of efficiency. One example is the calculations of medium properties
in compartments which could be reused in nearby connected flow re-
sistors. This is not done to avoid an increased number of sub-terminals
and loss of generality. The choice of interface variables made here is
not unique. Two sub-terminals are chosen to be equal to the state of
the medium, pressure and enthalpy. One example of an alternative
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Figure B.5. Reuse of model components on the subunit level.

choice of interface variables is volumetric flow rate, temperature and
pressure.

The heat interaction is also described by a common heat rate ter-
minal and it is composed of sub-terminals describing temperatures on
the inlet and outlet and of the heat flow rate. The use of different
terminals is shown in Fig. B.5.

Model Reuse Primitive models, like subunits, are composed of vari-
ables and equations. But some of the equations can be encapsulated in
objects. One example is the reuse of the calculation of thermodynamic
properties in different media. These expressions use steam tables and
media dependent parameters. Other examples are the use of friction
factors and heat resistance objects in the flow resistors. The reuse of
model components in subunits is seen in Fig. B.5. This means that the
development of subunits is supported by a set of libraries for variables,
terminals, medium models and functions.
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B.3 Interpretation of Subunit Structures

The phenomena oriented subunit models are described by equations.
These equations are physical relations derived from fundamental laws.
In principle the compartments contain the dynamic states and the
change of the states can be calculated if the flow rates in and out are
known. The flow resistors contain equations that can calculate the flow
rate if the states on each side of the resistor are known.

In OMSIM all equations are sorted to generate an efficient simula-
tion code which is used by the numerical routine. A model results in
a set of differential-algebraic equations, DAEs, that can be solved by
the numerical routines. By the use of symbolic manipulation OMSIM
tries to generate more efficient simulation code, preferable ordinary
differential equations, ODEs, on explicit state-space form. There are
numerical solvers for both ODE and DAE problems.

Three different cases of subunit structures can be identified, namely
alternating net structure, resistors in series and compartments in se-
ries. These structures are illustrated in Fig. B.6 and B.7 and are dis-
cussed below.

Figure B.6. Case I, alternat- Figure B.7. top: Case II,

ing net structure. flow resistors in series. bottom:
Case III, compartments in se-
ries.

Case I: alternating net structure Net structures of compartments
and flow resistors connected one after the other as in Fig. B.6 can be
manipulated and transformed to ODEs on state-space form. In prin-
ciple the values of the states are used to calculated all flow rates in
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the net which then are used to calculate the derivatives. It is desirable
that the user describe the problem in this way.

Case II: resistor series In practice flow resistors are often con-
nected in series describing flow nets with neglected dynamics, see top
Fig. B.7. One example is a series connections of pipes, valves and
pumps, all described by flow resistors with different friction factors.
The mathematical problem is to find the unknown states between the
flow resistors. The flow rates through the resistors are the same and
the states must fulfill the two different nonlinear equations. In the
general case the algebraic states can not be eliminated symbolically.
Therefore structures like this will generate DAE systems.

Case III: compartment series A not so common structure is com-
partments in series, see bottom Fig. B.7. This can occur if tanks or
vessels are connected in series without flow equipment in between.
This means that there is no relation between pressure and flow rate.
On the other hand the connection generates an equation indicating
that the pressures in the compartments are equal. The mathemati-
cal problem is to find the unknown pressure and the unknown flow
rate using the two pressure state equations. By the use of symbolic
manipulation this is done and it is possible because of the choice of in-
terface variables. The states and the interface variables are related by
simple linear equations, in K2 they are equal, which makes symbolic
manipulation possible. After the manipulation the problem generates
a set of ODEs. Note that other choices of state variables can generate
a nonlinear relation between states and interface variables and thus
in the general case making it impossible to do symbolic elimination of
the algebraic constraints. The mathematical problem then becomes a
set of DAEs after manipulation.,

This discussion points out the mathematical properties of using
subunit models for unit modelling. The OMSIM simulator takes care
of ODE and DAE systems and the user does not have to make model
approximations to get rid of these properties, but the model user should
be aware of the mathematical problem that must be solved by the
simulator.
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B.4 HRSG plant application

The first major application of the K2 model database was the mod-
elling and simulation of the HRSG side of a combined cycle power
plant. HRSG stands for heat recovery steam generation. Exhaust gas
from a gas turbine flows through a series of heat exchangers to pro-
duce heat for the evaporation of water to steam. The steam is used to
produce electrical energy in a steam turbine and to heat water used
for district heating. The condensed steam is recycled to the feedwater
system before it enters the pan section again.

HRSG Modelling

Using the object-oriented methodology supported by OMoLA and the K2
model database the HRSG plant is decomposed in sections; deaerator,
pan, steam turbine and condenser. These sections are in its turn built
by assembling unit models taken from the unit libraries. The low-level
control of variables like pressure and level is also described in the
model.

The application models are grouped into a plant section library
and one plant configuration library. It is easy to develop new plant
configurations by reusing plant sections and units. Some commonly
used plant sections like super heater system and boiler configuration
should perhaps be added to the K2 database.

The HRSG application model is seen in Fig. B.8. The application
is described as a structure of connected plant sections and it is built
graphically. The plant sections are also application specific and are
composed of units, e.g., pumps, boilers, etc. The decomposition of the
boiler is partly seen in Fig. B.8. The boiler is composed of a set of
units like circulation pump, evaporator, drum etc. The evaporator is
a heat exchanger with saturated water on one side and flue gas on
the other. The heat transfer between the two sides are modelled by a
heat flow resistor subunit. In this particular case the heat resistance
is decomposed into three parts, namely resistance from the water to
the tube, the tube wall and the resistance on the gas side. Graphically
this decomposition is seen in the four windows in the bottom left of
Fig. B.S.
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Figure B.8. Structure decomposition of the HRSG plant model in OMSiM.

HRSG Application Study

The HRSG model has been used in a simulation study to evaluate
different control strategies. This study has been made in the simu-
lation environment OMSIM. The simulator transforms the model into
a differential-algebraic equation system with 61 state variables. The
user has access to all the variables and parameters of the model and
thus different variations to the control setpoints and to the plant load
can be simulated interactively. The dynamic response of the plant and
its control system can be evaluated from plots of the major variables.
The model is found to perform well in simulations, see Eborn and Nils-
son (1994).

One simulation of the HRSG plant model is shown in Fig. B.9 to
B.11. The simulation experiment is a setpoint change of the pressure
demand on the steam turbine. The setpoint is decreased 10% and this
causes changes of all flow rates and pressures in the system.
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Figure B.9. Flow changes when the turbine pressure demand is decreased.
(Solid line - feedwater, dashed - steam, dotted - turbine flow).

Pressures [bar] 1 Control signals

51

50 1 0.81

491 0.6

481 0.4 r———— ]

47_ M B e LTS U RS

46 S : 021

45— e e
0 10 20 30 40 50 0 10 20 30 40 50
Figure B.10. Pressures de- Figure B.11. Main control vari-

crease in response to the changed
demand. (Solid line - drum pres-
sure, dashed - turbine pressure.)

ables with decreasing turbine
pressure. (Solid line - throttle
valve, dashed - deaerator, dotted -

feedwater, dash-dotted - bypass.)

B.5 Discussion

The K2 organization makes it possible to use object-oriented descrip-
tions for the development of unit model behaviour. The advantage is
decomposition of unit behaviour in phenomena objects and the model
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description is focused on the physical phenomena instead of the equa-
tions. The disadvantage is loss of efficiency due to encapsulated sub-
units that require local calculations of variables.

The types of phenomena captured by the set of subunits are lim-
ited in the current version of K2. The compartments only describe
dynamic mass and energy balances. Momentum balances are assumed
to be constant and are described mainly in the flow resistors. Dynamic
momentum balances can be included without major changes. There is
also a need for more flow resistor classes to capture a wider range of
applications, like radiation, phase equilibria, two-phase flows etc.

All descriptions are based on lumped behaviour in the control vol-
umes. A natural extension is to allow spatial descriptions both in the
compartments and in the flow resistors. This results in distributed pa-
rameter systems and partial differential equations, PDEs. To handle
PDEs efficiently there is a need for additional language constructions
in OMOLA and manipulation procedures in OMSIM.

B.6 Conclusions

This paper illustrates the use of an object-oriented modelling language
for modelling of thermal power plants. The major results are the orga-
nization of the model database for multiple users, called K2, and the
model decomposition levels; system, unit and subunit. The open gen-
eral modelling language, OMOLA, makes it possible to add new models.
The organization of the model libraries also makes it easy to add new
models in a structured way with a given level of detail. At this level
the modelling is application oriented. The K2 model database gives the
user the opportunities to work at different levels of detail and supports
the user with a process application oriented environment together with
the power of a general modelling language.
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Paper C

Simulation of a Power Plant
using an
Object-Oriented Model Database

Jonas Eborn and Bernt Nilsson

Abstract

An object-oriented approach to modelling and simulation of a
Heat Recovery Steam Generation plant, HRSG, using a model
database called K2 is presented. This database is a set of model
libraries for modelling of thermal power plants described in the
object-oriented modelling language OMOLA. The models in the data-
base are based on first principles and describe mainly the dy-
namic behaviour in the water/steam cycle. The plant studied in
this paper is the HRSG side of a combined cycle power plant. Us-
ing the object-oriented methodology supported by OMoLA and K2
the HRSG plant is decomposed in its sections and these sections
are in turn built by assembling unit models taken from the unit
libraries. The HRSG model has subsequently been used in a sim-
ulation study to evaluate different control strategies.

Keywords: Object modelling technique, process model, simula-
tion, power generation.

C.1 Introduction

Thermal power plants are well suited for object-oriented modelling be-
cause of the extensive use of standard components like pumps, valves,
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heat exchangers, boilers etc. This makes it possible to capture a large
number of power plant configurations with a limited number of model
objects. The aim of this application study is to be able to simulate a
small power plant, a so called heat recovery steam generation plant,
HRSG. This and other types of power generation plants are discussed
in Ordys et al. (1994). A sequential modular approach to modeling and
simulation of a heat recovery boiler is presented in Hyllseth (1991).

The HRSG plant configuration, studied in this report, is seen in
Figure C.1. Condensate water is pumped from the condenser to the
deaerator via a preheater into the pan!. Feedwater is then pumped
from the deaerator to the drum via an economizer which heats up
the water to boiling temperature. The water in the drum is circulated
through the evaporator and the two phases water and steam then
flashes, separates, into the drum. Saturated steam is extracted from
the drum and passes two super-heaters to produce super-heated steam
before it enters the steam turbine. In the turbine the steam flow ex-
pands to low pressure and it is then condensed to water again in the
condenser and can be recirculated to the deaerator.

The classes used in the modelling of the application has been struc-
tured according to the guidelines in Nilsson (1993, 1994). The plant
can be viewed in a top-down fashion on different levels of complexity,
called granularity levels; flowsheet, unit and subunit level, see Fig-
ure C.2. On the flowsheet level the plant itself and its sections are
described. The unit level is where the building blocks performing unit
operations, like pumps, tanks and heat exchangers are described and
the subunit level is the lowest level where balance equations, functions
and basic components are used for the behavioral description. These
different levels will be dealt with in the following sections.

The K2 model database is a set of model libraries for modelling
of thermal power plants described in the object-oriented modelling
language OMOLA, see Andersson (1994) and Mattsson and Anders-
son (1992). The models in the database are based on first principles
and describe mainly the dynamic behaviour in the water/steam cycle,
see Nilsson and Eborn (1994). In the database there are unit libraries,
subunit libraries and model component libraries. The unit libraries

1Correction: Using the word “pan” here is bad swenglish, it should be replaced by
steam generator.
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Figure C.1. The configuration of a heat recovery steam generation plant.

contain models of basic physical objects of varying complexity; pumps,
valves, heat exchangers, boilers and turbines. The subunits are models
of different media, compartments and flow resistors. Examples of me-
dia are sub-cooled water, water/steam mixtures, super-heated steam
and flue gas. The compartment models are control volumes contain-
ing different media and the flow resistors describe different relation-
ships between flow and pressure. The model component libraries con-
tain general functions, variables, terminals and super classes used for
structuring purposes. The database is further described in Nilsson and
Eborn (1995).
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Figure C.2. Structuring guidelines of the model library. The suffices AC (Ap-
plication Class), GC, CC and IC mark that these are classes used as super
classes for structuring purposes only while the classes with suffix FM (Full
Model) are complete and can be used in simulations.

C.2 Flowsheet models

On the flowsheet level the different sections of the plant are described.
These sections are constructed from unit models, like pumps, tanks
and heat exchangers. The four sections of the studied HRSG plant
are described in the following; deaerator, pan, steam turbine and con-
denser.

Deaerator Section

The deaerator is modelled as a two-phase pressurized tank with water
kept at 105 C. Preheated condensate water enters the tank through
the recycle valve, which is used to control the water level. Another
valve is used to control the tank pressure by drawing a small amount
of steam from the boiler drum. The pumping power of the feedwater
pump is governed by a feedforward from the feed valve controller of
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the boiler to ensure that the pressure drop over the feed valve does
not increase when the valve is closed.

Pan Section

The pan section consists of preheater, economizer, boiler and super-
heater. Condensate water is preheated by the flue gas in the preheater,
which is the last heat exchanger of five in the flue gas pathway. Before
the feedwater enters the boiler it passes a heat exchanger called the
economizer, where it is heated up to boiling temperature. In the boiler
water is evaporated and then the saturated steam is passed through
the super-heater where it is heated up further. The layout of the pan
is shown in Figure C.4.

Feedwater enters the boiler drum through the feed valve which
is used to control the water level in the drum. Water is circulated
with a pump through the evaporator in order to generate steam. When

Deaerator Control System
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Lt Level ~ Pl Jpressure = = glrfefs surel—
RV PV FP
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Recycle y ¢ Pressure
Valve Valve
——P1)
1P “4——@)
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Water
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Figure C.3. The deaerator configuration.
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Figure C.4. The pan section configuration with the internal structure in boiler
and super-heater.

the mixture of water and steam from the evaporator enters the boiler
drum it flashes, separates in two phases. The saturated steam pro-
duced leaves the drum to the following super-heater.

The super-heater is composed of two heat exchangers with a spray
cooler between them. In the super-heater the saturated steam from the
boiler is heated up close to the temperature of the flue gas entering
the pan, approximately 500 C. With the spray cooler the temperature
of the steam leaving the super-heater can be controlled.

Steam Turbine Section

The super-heated steam is expanded in the steam turbine producing
electrical energy. The produced output power is proportional to the
steam flow through the turbine and the enthalpy drop over the turbine.
The throttle valve and the bypass valve are used to control the turbine
inflow pressure and also the pressure upstream to the boiler drum.
The bypass valve makes it possible to bypass steam directly to the
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Figure C.5. The steam turbine configuration.

condenser. It is only open during startup and large pressure transients.

Condenser Section

Waste heat in the steam from the turbine is removed by cooling with
district-heating water in the condenser and the steam condenses to
water. It is then immediately pumped out by the condenser pump to
the deaerator. Only a small amount of water is kept in the condenser
drum. Make-up water is instead supplied by the buffer tank, which
is kept at atmospheric pressure. With the two water valves the logic
controller can be used to keep the condenser level and the condensate
water pressure within limits.
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C.3 Unit Models

The hierarchical structure and function of the HRSG sections was dis-
cussed in the previous section. The sections are built from processing
units. In the HRSG plant the following units are used; heat exchangers,
pressurized and atmospheric tanks, a steam turbine, pumps, control
valves, mixers and splitters and a spray cooler. There are also addi-
tional units for the control of the plant. The units are discussed in
more detail in the following subsections.

Subunits and Interface

All processing units are decomposed into subunits. These subunits can
be categorized in two major groups namely compartments and flow
resistors. Dynamic mass and energy balances, expressed as pressure
and enthalpy, are described in compartment models. The media and
heat flow between compartments are described by flow resistors. There
are compartments and flow resistors for one-phase media, like water,
steam or flue gas, and there are also two-phase compartments for the
mixture of water and steam. The modelling of the subunits is further
described in Nilsson and Eborn (1994). The units are interconnected
mainly by media flows. These flow interfaces are described by record
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Figure C.6. The condenser configuration.
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Figure C.7. The configuration of a heat exchanger, i.e.,, an economizer.

terminals of five variables. Three of them are common to all media;
mass flow, pressure and enthalpy. The fourth and fifth variables are
media specific, one determines the medium phase and the other is
depending on this, e. g.,, height, temperature or quality. By using media
specific terminals you gain error control since it is more difficult for
a user of the model database to make the wrong connections, but you
loose polymorphism. That means that you cannot simply change the
media description in a heat exchanger to use it in another place, you
also need to change the terminals.

Heat units

The heat units are mainly different types of heat exchanger models,
each one composed of two compartments describing the two sides of
the unit. The two compartments describe the dynamics of the media
on the primary and secondary side. The five heat exchangers in the
pan all have flue gas on one side and water or steam on the other.
In the condenser there is a heat exchanger with water on one side
and condensing steam on the other. The heat interaction between the
two compartments is described by a heat flow resistor and on each
compartment outflow there are flow resistors. The configuration of the
economizer in the pan section can be seen in Figure C.7.
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Tank models

The boiler drum, condenser drum and the deaerator tank are pres-
surized tanks modelled as two-phase compartment models. In the con-
denser section there is also a buffer tank. This tank is assumed to be at
atmospheric pressure and is modelled as an open water compartment
with mass dynamics instead of pressure dynamics.

Flow units

The flow units used in the HRSG model are; pumps, valves, mixers,
splitters and spray coolers. Pumps and valves are modelled as flow
resistors. Both kinds are static descriptions of the relation between
pressures and medium flow. The valves are pressure drop descriptions
for water or steam. The pump model uses a relation between the pres-
sure ‘drop’ (negative in this case) and the applied pumping power. The
remaining flow units contain no flow description but simply describe
a junction of several flows of the same medium, possibly of different
phases. In a mixer two flows of the same media and phase is mixed.
In a splitter one flow is split into two flows with the same enthalpy.
A steam cooler sprays a small water flow into a large steam flow to
decrease the steam temperature. The cooler is modelled as a two-phase
mixer.

Turbine

The turbine in the HRSG plant is a steam turbine, modelled as a steam
compartment and a critical expansion flow resistor. The compartment
accounts for the volume dynamics in the turbine and also creates a
small lag between the inflow and the outflow. It also has the function
of breaking up the large algebraic system which would be created if
the dynamics of the turbine volume were neglected. The enthalpy drop
in the turbine is calculated with an isentropical thermal efficiency ap-
proximation.

Controllers

The SISO-controllers used in the plant are analog PID-controllers im-
plemented with switching between manual/automatic operation and
controller saturation. The controller models are taken from a control
equipment database described in Nilsson (1993). In the condenser sys-
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Plant2

Figure C.8. The HRSG model.

tem there is also a special logic controller built from analog and digital
function blocks, these are also taken from the control database.

C.4 Simulation Studies

The HRSG model has been used in a simulation study to evaluate
different control strategies. This study has been made in the simulation
environment OMSIM, see Mattsson and Andersson (1992). The user
has access to all the variables and parameters of the model and thus
different variations to the control setpoints and to the plant load can
be simulated interactively. The dynamic response of the plant and its
control system can be evaluated from plots of the major variables. The
model is found to perform very well in the simulations and some sample
plots are shown in this paper. The model as seen in the graphical editor
is shown in Figure C.8.
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Simulation setup

The plant is assumed to receive a flue-gas flow of 350kg/s at h =
627kJ/kg, T = 500C from the gas turbine. The initial state of the
plant is assumed to be steady which gives a circulation flow that is a
little larger than 40kg/s. To start the simulation you also need initial
values of most of the 61 dynamic and algebraic state variables. In the
following simulations some deviations from the steady state have been
studied.

Turbine control setpoint changes

The steam turbine system consists of a steam turbine and a bypass
leading hot steam directly to the condenser. The pressure before the
turbine is controlled by two Pl-controllers and control valves, the throt-
tle valve and the bypass valve. In the initial state the throttle valve
opening is about 89% and the bypass valve is closed. The bypass is used
during the startup procedure and to reduce sudden peaks in steam
pressure. During normal operation the bypass valve is closed.

Case 1I: The behaviour of the plant when the turbine pressure set-
points are changed is studied in a simulation where the pressure set-
point is decreased with 10% to 45bars. The flow through the turbine
increases rapidly first and then settles at a slightly higher flow rate
than before. The bypass valve also opens for a short period of time
but closes again when the pressure goes under 46bars, which is the
setpoint of the bypass valve controller. The controlled pressure does
not reach the lower setpoint since the throttle valve saturates after 38
seconds. The total efficiency goes up ever so little due to the higher
flow rate although this also causes a slightly higher back pressure in
the turbine. The results are shown in the Figure C.9.

Flue-gas flow variations

Supervisory load control of the gas turbine will cause the flue-gas flow
and thus the heat flow into the pan to increase or decrease. The effects
of this have been studied in two simulations.

Case 2: First a simulation where the flue-gas flow increased slowly
during 10 seconds to 400kg/s. The results are shown in Figures C.10-
C.11. The increased heat flow makes the circulation flow and drum
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Flows [kg/s]

0

0 10 20 30 40

Figure C.9. Simulation results from case 1: top: Process flows {From the top:
feedwater, steam and turbine flow.} left: Boiler drum and turbine pressures,

right: the main control variables (From the top: throttle, deaerator, boiler, bypass
valve.).

pressure increase but the turbine controllers returns the pressure to
the reference value after 2-300 seconds. The reason why the pressure at
first is brought down and then starts increasing again after 64 s is that
the throttle valve saturates at this time. Then the bypass controller
starts opening the bypass valve at 132s and the pressure is brought
to the bypass controllers setpoint, which is 51 bars. The control signal
of the bypass controller is very small in the plot, only 0.1%, but this is
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Flows [kg/s] 60 Power [MW]

T

100 200 300 " 100 200

Figure C.10. Case 2, left: flow changes, right: produced power.

Pressures [bar] 1 Control signals
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Figure C.11. Case 2, left: main pressures right: control variables.

sufficient to keep the pressure at the desired level. The increased heat
flow makes the output power go up from 54 to 60 MW.

Case 3: When the flue-gas flow is decreased to 300kg/s the results
look like in Figure C.12. The pressures and flows start to decrease
immediately but the turbine controller catches up quickly and stabi-
lizes the pressure at the setpoint after 200 seconds. The flow decrease
makes the output power drop from 54 to 48 MW.
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Pressures [bar] 1 Control signals

0.81
0.6
0.4
0.21

T I O o
100 150

Figure C.12. Case 3, left: main pressures, right: control variables with de-
creasing flue-gas flow. (The dotted line is the steam injection valve.)

C.5 Conclusions

This paper presents an application of the modelling and simulation
environment OMSIM. The application is a heat recovery steam genera-
tor plant and illustrates well the power of using object-oriented model
databases for assembling a large scale model with complex structure.
The database models are based on first principles, i.e.,, mass and en-
ergy balances. The sample simulations show that the models perform
well.
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Paper D

Parameter Optimization of a
Non-linear Boiler Model

Jonas Eborn and James Sgrlie

Abstract

The object of this study is a steam generation process model
developed by Astrém and Bell. The paper reports improvements
obtained by tuning uncertain physical parameters as well as a
verification of the model structure. Employing measurement data
and methods from system identification, the paper demonstrates
the complementary nature of first-principle modeling and identi-
fication. Results show that statistical methods, combined with a
systematic search strategy, allow improvement of a larger number
of parameters than is possible through manual tuning.

Keywords: control systems, nonlinear modeling, optimization,
parameter estimation, system identification.

D.1 Introduction

Models built upon first principles are useful for both analysis and
design. The physical relevance and insight they provide often reveal
structural properties of the actual process, something which black-box
models cannot do. With first-principle models there are frequently pa-
rameters which are uncertain or even impossible to determine without
detailed measurements. Often, to achieve a good visual fit to measured
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data, trial-and-error techniques are used to adjust parameters manu-
ally. In this paper, we study the use of system identification applied to
first-principle models; cf. Bohlin {1991). Our aim is to demonstrate a
systematic approach to the task of parameter tuning.

As a case study, we use the third and fourth-order non-linear im-
plicit differential equation models developed by Astrém and Bell (1988;
1993; 1996). The mathematical model has a relatively small number
of physical parameters and input conversion factors. Most of the phys-
ical parameters are well determined from construction data. However,
some parameters are obtained by rough estimates, like metal masses
and a friction factor in the flow through the down-comers/risers cir-
cuit. The friction factor has been manually adjusted to achieve good
simulation results. It is of interest to see what improvements can be
obtained thru optimization of these uncertain parameters.

Software tools that have been used for this study are the modeling
environment OMSIM, see Andersson (1994), and the grey-box identifi-
cation tool-kit IDKIT, see Graebe (1990); Sgrlie (1996). Motivating this
paper is our desire to demonstrate the complementary nature of mod-
eling and identification, as well as the need for software tools integrat-
ing modeling and simulation with parameter optimization of general
non-linear first-principle models.

D.2 Model Definition

The details of the model’s derivation are given in Astrom and Bell(1988;
1993; 1996); here, we briefly survey their results. Printing provisions
prohibit including all the modeling equations. They have been pro-
grammed in OMOLA, see Andersson (1994); S¢rlie and Eborn (1997),
and are available upon request from the authors.

An idealized physical model for the system is shown in Figure D.1.
Steam vapor is vented from the drum with flow-rate g;. Feed-water
enters the drum in a sub-cooled liquid state with flow-rate gz, and
temperature Tf,. Steam vapor is generated by channeling the liquid
phase from the drum through a down-comers/risers circuit. The heat
flow-rate @ into the risers comes from the combustion of fuel. The flow-
rate into the circuit ¢4, is driven by the density gradient caused by the
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Figure D.1. Ideal physical model of a steam generation process.

phase change in the risers. At the risers outlet, the two-phase mixture
is characterized by the mass flow-rate g, and vapor mass-fraction x,.
The fundamental modeling simplification is that the two phases
of water inside the system are everywhere in a saturated thermody-
namic state. With this assumption, all thermodynamic properties can
be characterized by one independent variable. The drum pressure P
is chosen to be this key state variable since it is the most globally
uniform variable in the system. Another key assumption is an instan-
taneous and uniform thermal equilibrium between water and metal
everywhere. This simplifies including thermal capacitance effects.
Indicated in Figure D.1 are the boundaries of four thermodynamic
control volumes. Mass and energy balances for the global control vol-
ume (c.v.I) yield two state equations. The state variables are pressure
P and the total volume of liquid water in the system V,;. By combining
the mass and energy balances for ¢.v.II to eliminate the flow-rate g,,
a third state equation is derived with the vapor mass-fraction x, as
state variable. By considering fluid friction in c.v.III, a fluid momen-
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tum balance establishes the flow-rate q4.. A combination of the mass
and energy balances for c.v.IV yields a fourth state equation with state
variable Vg, the volume of steam vapor below the liquid surface. As-
sembled in matrix notation, the fourth-order model structure (i.e., a
set of implicit differential state equations) is:

e;n ei2 0O O %th
9, - en e O O é’zP
0 es 0 5%
€42 g;Vsd
Qrw —qs
Q+ hwafw —hqs + Ar
Q — hexrqac + Au (D.1)
Vg — V.Sd N (hfw - hw) qfw + Av
Tsd pshc

The elements of the coefficient matrix e;1, eiz, e21, ete., are state de-
pendent. The complexity of these expressions prohibits including them
here; see Sgrlie and Eborn (1997). On the right, Ay, Ar; and Apv repre-
sent under-modeling, i.e., unmodeled energy interactions (nominally
taken to be zero). The initial state conditions are parameterized [V,,
P0,x2, V21T, In addition to these, the model involves seven physical
parameters: metal masses my, m,, my., volumes Vg, V,, Vy., and a
fluid friction coefficient in the down-comers k. Known constants are
the specific heats Cp, and C, for the feed-water and metal respec-
tively.

For the purpose of level control, Bell and Astrom (1996) proposed
a variational measurement model for the liquid level in the drum:

8l = ((Vua — V) + (Via — V) /Aa. (D.2)

The level variation &/ is caused by variations in the volumes of liquid
in the drum V4! and the steam below the surface V.. This model

Wealt) = Vi) = Vg — (1 — &, (£)) V, where @, is the total volume fraction of steam
in the risers, i.e., @, = V,,/V,; an approximation with form o, = fen(P, x,) is given in
Astrom and Bell (1988); Astrom and Bell (1993).
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introduces one additional physical parameter: Ay, the drum’s cross-
sectional area at the nominal level. The aim of including variation in
V,q is to capture the level dynamics known as the “shrink-and-swell”
effect; cf. Bell and Astrom (1996).

To assess the necessity of including the fourth state equation in
M,, we shall investigate parameter optimization of both third and
fourth-order model structures. In the third-order structure M, the
state variable V4 in (D.2) is replaced with an instantaneous value.
Engineering judgment suggests several approximations for its value.
The fourth-order structure M involves a similar set of hypotheses for
the bubble-residence time-constant 7,4. The heuristics for the values
which have been tested are:

by hyp. 0, bi’i (Vg ~ Via) hyp. 0,
Vsd = blarvr hyp 1: Toa = bqs
1P

bix,qr hyp. 2, '—xrq: (2Vs°d - Vsd) hyp. 1.

In each model structure, by is a “grey-box” parameter to be optimized.

For parameter optimization, we use three datasets obtained from
experiments reported in Astrém and Eklund (1972). Figure D.2 shows
the simulation interface to the five measured inputs: two steam flows,
feed-water flow, feed-water temperature and fuel flow. An interface
with real data necessitates conversion factors; the simulation sche-
matic shows several. Most uncertain is the calibration of the heat input
®. Because the chemical energy content of the fuel is known to vary,
this gain has been probabilistically modeled with a nominal value @.f
and a known, bounded range Q,,s. More certain are the calibrations
of the steam mass flow-rates gs,, and feed-water mass flow-rate gy, -
Assuming liquid flow measurements are more precise than vapor flow
measurements, we shall consider the later? a known constant. This
leaves as additional parameters for optimization @.r and gs,,.

In addition to the stochastic modeling of the gain @.f, the simula-
tion interface includes simple stochastic input and output-error mod-
els. The focus of this paper is parameter optimization in a deterministic
setting; accordingly, on the instantaneous output-error models will be

2Correction: The word “later” here refers to g fuogs and not vapor flow measurements.
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Figure D.2. Omola definition of the simulation interface to signals of the
experimental data, and stochastic input and output-error models.

investigated here. In Sg¢rlie and Eborn (1997), the input-error models
are used to investigate the effects of under-modeling, i.e., A; etc. Sum-
marizing the model definition, we have third and fourth-order model
structures Ms and M, with parameterization [ma, mr, mae, Vg, Vi,

Vdc, k, Ad: bl: ch, qsc/]'

D.3 Parameter Optimization

Parameter estimation has been investigated with the third and fourth-
order model structures Mz and M;. The three datasets involve per-
turbation on different inputs; steam flow, fuel flow and feed-water
flow. The IDKIT software, see Graebe (1990}, utilizes a gradient search
method to minimize the likelihood function for the given cbservations.
Along with the parameter estimates, the software also calculates val-
ues of the Akaike Information Criterion (AIC) and the loss function;
these values are useful for comparisons and hypothesis testing. The
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search method requires good initial guesses for the parameters. Rea-
sonable values were obtained from Astrom and Bell (1993; 1996). No-
tationally, we denote a nominally parameterized model M3(©y). Es-
timated models are named in a similar fashion; e.g.,, Mg(él) is the
model obtained from dataset 1 with the third-order model structure.

Choosing free parameters: Augmentation and
over-parameterization

The modeling goal of this study was to obtain a good deterministic
model. Nevertheless, an error description is very important for the
optimization. Purely deterministic models can not explain everything
in the data. In optimization, this leads to convergence problems. By
first estimating measurement error variances with nominal physical
parameters and subsequently augmenting the free parameter space,
a good deterministic model is obtained. The estimated error variances
give a measure of the model uncertainty. The principle used when
choosing free parameters (i.e., free for search) is to start with the
parameters that are least known or have a large impact on outputs.
In our case this means error variances, input conversion factors and
some initial values. Then, augmentation to include hypothesis testing
and optimization of physical parameters can be done.

When choosing what parameters to optimize, over-parameterization
is an important issue. This is very common in physical models based
on first principles. Energy storage in metal e.g., depends only on the
product mCp; thus these parameters can not be estimated indepen-
dently. More subtle over-parameterizations may be overlooked. In this
study we set out to estimate the friction factor, %. It was deemed im-
possible since £ mainly affects offset in the drum level, which makes it
coupled to the initial value x2.3 The coupling can be seen by examining
the parameter sensitivities, i. e., the Hessian of the likelihood function.
This reveals cross-couplings between such parameters. Evaluation of
estimated models with different, fixed values for 2 show that the model
behavior is very insensitive to changes in k. In fact, the AIC value is
least for the nominal value £=0.005.

3 Assuming the system was in near equilibrium during the experiments, the equilib-
rium solution for the third state equation can be used to parameterize x2.
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Figure D.3. Model obtained from dataset 1 validated against drum-level from
dataset 2 and pressure from dataset 3. Compared also with the best model for
each dataset.

Estimates for third-order model structure

The main result from running optimization on the third-order model
is that the total mass, m = m, + my + mg,, is estimated to be 500
tons, considerably more than the nominal value 300 tons. The differ-
ence is not surprising though since the nominal value was obtained by
rather rough calculations. The estimate is consistent with the first two
datasets, while the third dataset gives estimates considerably higher,
m > 1000 tons. This result is less reliable though, since the excitation
in this dataset is very small and time variations in . has a consid-
erable impact on the pressure, which is the output affected by m; see
Figure D.3.

Testing the different hypotheses concerning V4 reveals that hy-
pothesis 2 is considerably better in conjunction with the first dataset,
yielding AIC=2920 compared to 2980 and 3080 for hypotheses 1 and
0 respectively. This is not the case when applied to the other datasets.
Optimization suppresses the influence of V4 by reducing the factor
b1; values of the Akaike criterion are almost exactly the same with
different hypotheses. This suggests that the simple hypotheses are in-
sufficient and there are additional dynamics concerning V,. These are
introduced as a state in the fourth-order model.
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Dataset: 1. Steam flow 2. Fuel flow 3. Feed-water flow

m op o5 AIC| m op o5 AIC| m op o5z AIC
Model |[ton] [bar] [mm] [ton] [bar] {mm] [ton] [bar] [mm]
M3(0p) 1300 0.9 50 3494]300 1.3 43 3634|300 063 74 3484

M3(©) {542 0.8 27 2920§501 1.2 30 3304|1080 0.3 20 2046

M(6) |460 08 10 2217]392 12 20 3030|1054 03 10 1622
| Cross-validation of My(6,) |460 13 23 3174|460 05 10 1885

Table D.1 Estimation results for different model structures and datasets.

Estimates for fourth-order model structure

Results from the fourth-order model are consistent with the previous
results in that the estimates of the total mass give similar results and
the additional dynamics give an appreciable contribution; drum level
error and AIC values decrease according to Table D.1.

With the additional dynamics in the fourth-order structure there
are also possibilities to optimize other parameters. Besides total mass,
also drum and riser mass influence the behavior. These have been esti-
mated on the first dataset and were found to be: my;=61 tons, m,=272
tons. These figures are reasonable relative to each other and the total
mass. Also the grey-box factor scaling the bubble time constant 74 was
estimated to be ;=1.9. To check the validity of the results this model
was used on the other datasets after estimation of only conversion fac-
tors and x°. It was also compared to the best possible model for those
datasets. Comparisons can be seen in Table D.1 and in Figure D.3.

The validated model performs almost as good as the best ones for
each dataset. In the fuel-flow data there seems to be an overshoot
phenomenon in drum-level not caught by the model, this explains why
the model optimized on the first dataset gives a higher AIC value. In
the third dataset there is the problem with low excitation and time-
varying €.y mentioned earlier.
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D.4 Structure determination

The task of structure determination is supported by having modeling
and simulation tools integrated with optimization/identification tools.
In this study we have used OMSIM to create different model structures
and hypotheses and test them in simulation to see their qualitative be-
havior. The model equations are then exported to IDKIT for parameter
optimization and hypothesis testing. Statistical measures like the AIC
give an objective evaluation of the model structures. This together with
the subjective measure obtained in simulation provide the necessary
information whether to accept or reject a model structure.

In this case study two different model structures were compared;
the third and fourth-order models described in previous sections. The
statistical measures given in Table D.1 all show that the fourth-order
model describes drum-level much better and this is confirmed in the
simulations shown in Figure D.4, see the differences in drum-level be-
havior at £ =1100 and 1700 seconds. The attempt at cross-validation of
the fourth-order model could be confusing just looking at the AIC val-
ues since in dataset 3 the AIC=1622 for the best model is much lower
than 1885. But in simulations it can be seen that this mainly depends
on deficiencies in the experiment, e.g., time-varying conversion fac-
tors. Qualitatively, the model from the first dataset M4(@1) behaves
better than the statistically ‘best’ model; in Figure D.3, the increased
mass estimates in My(©3) effectively flatten the pressure variations

P [kg/cm®]

Figure D4. Simulations of third and fourth-order models compared to data
from dataset 1.
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Dataset: 1. Steam flow 2. Fuel flow 3. Feed-water flow

Hypoth. | &y op o5 AIC | b1 op o5 AIC| b op o5 AIC
0 05 08 14 2476022 12 27 3232|043 034 14 1859
1 19 08 10 2220 24 12 20 3030] 19 0.34 10 1622

Table D.2 Evaluation of hypotheses of the fourth-order model structure.

and inadvertently suppress dynamics present in M4((:)1).

A close integration of modeling and identification tools also makes
it easier to test different model hypotheses. For the third-order model
this was reported in the previous section. In the fourth-order model
there are two hypotheses concerning bubble residence time, 7.4. These
have been tested in favor of hypothesis 1; see Table D.2. AIC values
for all three datasets are lower and the scaling factors b; are all close
to the same value, which favors hypothesis 1.

D.5 Conclusions

This paper reports on parameter estimation on two different non-linear
model structures for a drum-boiler process. The results verify that the
fourth-order structure better describes the complicated drum-level dy-
namics. A large number of uncertain physical parameters have been
estimated, a task which would have been impossible by commonly used
trial-and-error testing. This is especially true since uncertain input
conversion factors introduce drift in simulations. Using a search strat-
egy to first estimate conversion factors and error variances, and then
iteratively augment free parameter space, up to 10 parameters can
be simultanecusly optimized without difficulty. Statistical measures
of the model fidelity, together with qualitative information obtained
in simulation, give the information needed to assess different model
hypotheses.

We believe that the dual nature of modeling and identification
demonstrated here is very powerful and should be supported by well
integrated software tools. For linear model structures such tools exist.
In the non-linear case much remains to be done.
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Appendix E

Derivations of Equations

E.1 State Transformation

A fundamental property of a volume of some medium is the conser-
vation of mass and energy. Thus, to describe the state of the medium
it would be possible to use mass and energy. However, it is often in-
convenient to use mass and energy as state variables. They are very
difficult to measure directly and they are not intuitive. Instead the
state of the medium must be expressed in two other state variables.
For one-phase media, like gases, pressure and temperature is a very
appealing choice. This cannot be used for phase transitions from water
to steam since the state of a mixture of water and steam would be un-
determined, temperature is constant under constant pressure during
the evaporation of water to steam.

A common choice of state variables, which we have used here, is
then absolute pressure, p, and specific enthalpy, 2. There are other
choices, e. g., density and temperature, but practical considerations in-
fluenced our choice. Steam table function calls in OMSIM use pressure
and enthalpy as states. It is also preferable to have pressure as a state
since this is used in flow equations.

In the following the transformation of balance equations in mass
and energy into differential equations in pressure and enthalpy is
shown.

Balance equations: Elementary balance equations of mass, m, and
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energy, e are

dm
dt
de
dt

= Zw; — Zw, (E.1)
= Zwih; — Swoho + EQ (E.2)

The entering and leaving mass flows are w; and w, and #; and A, are
the entering and leaving specific enthalpies. Heat transferred to the
volume is represented by Q.

Rewrite the energy balance: We can use the specific energy, e =
mu, and the definition of enthalpy, mh = mu + pV, to rewrite the
energy balance in (E.2)

d(mh) d_mh dh _ de + d(pV)
dt dt T™ar T dt dt
In this expression we can solve for the enthalpy derivative and get

dh 1 de hdm Vdp+pdV

- ma PtV P (E.3)

Rewrite the mass balance: 'To rewrite the mass balance we express
the density derivative using the chain rule (Note that p = p(p,4).)

+ Op—

dp _p d_p+8p'dh dp dh

ar  %rg: (E4)

dt  9dp|,dt Oh dt
Mass and its derivative can then be expressed in terms of the density
as
dm dp av dp 1 dm av
m=pV > F=VEtra T @ via @)

By solving (E.4) for pressure derivative and then substituting the
above expression for the density derivative, we get the following pres-
sure expression

dp _ l(dp dh, 1.,1,dm dV dh

@ g = a wiar Par) " ra) B
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This gives us two differential equations describing pressure, (E.5), and
enthalpy, (E.3) depending on each other. These equations can now be
rewritten in order to obtain explicit differential equations for pressure
and enthalpy. This is strictly not necessary since OMSIM can solve
implicit differential equations, but it is desirable for efficiency reasons.
By substituting the enthalpy derivative (E.3) into (E.5) we obtain
dp_ 1 1,.dm de 1 de dm dp dV'

i - v a T vE) T (ol — gy + Vg +p)))

and collecting terms for the pressure derivative gives us

V.4 1 h . dm 1 de m dv
(ap+ah )p P

g =\t en) g e g~ (e

By solving the expression above for dp/dt and substituting it into the
enthalpy equation, {(E.3), we obtain

ah _1de dm av
dt  m dt d P
h dm 1 de m
+ap+ahv(( dt _ah_rﬁgf_(W-F "——) ))

Pressure and enthalpy state equations: The transformation re-
sults in the following two differential equations describing the dynam-
ics in pressure and enthalpy

dp P prayh.dm opde p +azp.dV
@ " apraov V@ ova U ov @)
dh _ p ((1—aph d_m+apde (app—p)d_v_')
dt Opp + O pVv dt pVdt pV dt

In the compartment models the coefficients of the differential equa-
tions are written as auxiliary variables, Tj;. The original balance equa-
tions, Equations E.1 and E.2, are used to give the mass derivative, dm,
and the energy derivative, de. This gives us the equations

p' = Tiidm + Thade + T13dV
h' = Tordm + Toode + To3dV
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o

Do\ Ao

Figure E.1. Control volume for the momentum balance.

All the coefficients, Tj;, are expressed using different medium prop-
erties that are calculated in a medium sub-model. Note that in most

of the compartment models the volume is constant which means that
av _

dt — ¢

E.2 Momentum Balance

In its most general form the momentum balance (also called Cauchy’s
first law of motion) involves complex relations of the velocity field and
stress tensor in three dimensions. This is very well covered in text
books like Bird et al. (1960). Here we put up the momentum balance
for a fixed control volume, e. g., a length of piping. Then the momentum
balance takes the form

convection terms pressure force gravitation

d I N ———
V=-pv = Aipiv} — Aopoy + Aipi — Aopo—F + Vpgcosa  (E6)

The different variables are introduced in Figure E.1. Subscript values
refer to inflow and outflow properties while v and p are suitable mean
values for the total volume, V, of medium, F is the total friction force
from the walls.

In the flow descriptions in K2 we use an approximation of the gen-
eral momentum balance. By assuming that momentum dynamics are
fast we can neglect the derivative term. We also assume that there is
no accumulation of mass in a flow module, i.e., the mass inflow and
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outflow are the same
w; =Aipiv; = wo = AgPolo = W

In general we can also assume that the flow area is constant at the
inflow and outflow, A; = A, = A. This gives us the following static flow
description :

w 1 1
O=— | ——-—)4+A(p;—po) —F+Vpgcosa E.7
5 (5 p.) raeip ®
This expression will be used to solve for the static mass flow, w. To do
this an expression for the friction force is needed since F depends on
the flow. In Coulson and Richardson (1977) a dimensionless friction
factor, ¢, is used. This gives the friction force as

F = ¢pv’rdl

where d and [ are the diameter and length of the pipe. Expressions
for ¢ are also given for the cases of laminar and turbulent flow in a
pipe. We have used another common way of describing frictional losses,
using a loss factor including both the friction factor and dimensions of
the pipe. This gives us the expressions

- l __Zloss 24 __ 2loss w?
zloss—8¢d = F = 2pU.A— QPA

which eventually will give simple expressions for the mass flow.

Incompressible flow equation

For water and other liquids where density varies very little it is natural
to make the assumption that they are incompressible, p = constant.
This makes the first term in (E.7) disappear. If we then substitute the
expression for F' and solve the flow equation we obtain

2
w= A\/ZIP (Ap + pgAz) (E.8)

where Az = % cos & is the height difference between the two sides of
the pipe.
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Compressible flow equation

For gases and steam the density varies substantially with pressure and
thus you can not make the assumption that they are incompressible.
However, the density is often very low, which makes the gravitation
term in (E.7) very small. Neglecting this term and again solving the
flow equation for mass flow we obtain

which is a slightly more complicated expression than (E.8). In this
expression we need to calculate the mean density, p, either from the
two other densities or from some mean pressure. To avoid this we
instead use the approximation that p = p; and get the expression for
compressible flow as

N L (E.9)

p 088
-1+ g
This approximation gives an error of less than 1% compared to using
the mean density, p = (p; +p,)/2, when the density variation is about
5%.




Appendix F

Notation and Symbols

F.1 Table of Notation, Units and Symbols

Much of the naming in this thesis corresponds to some kind of standard
notation used in thermodynamic literature. However, some ambigui-
ties exist. To clear out these and help the reader not familiar with
thermodynamics follows below a table of most symbols used in the
thesis.

Symbol Unit Description/Quantity

a W/m?K | Heat transfer coefficient

Oy 1 Gas radiation absorbance

o, kg/m3Pa | Partial derivative of density with respect
to pressure at constant enthalpy, ‘Z—ﬁlh

o kg?/m3J | Partial derivative of density with respect
to enthalpy at constant pressure, g% lp

Y J/kg Latent heat, or evaporation energy

ATy K Logarithmic mean temperature difference

£g 1 Gas radiation emittance

7¢ 1 Isentropic thermal efficiency factor

A W/Km | Thermal conductivity

M Pas Dynamic viscosity
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F.1 Table of Notation, Units and Symbols

Description/Quantity

Density

Friction factor, dimensionless
Area

Heat capacity

Diameter

Hydraulic diameter

Total energy

Force

Gravitational constant, 9.81
Specific enthalpy

Overall heat transfer coefficient
Valve coefficient, water flow rate at Ap=1bar
Mass

Rotational speed

Nusselt number, dimensionless
Pressure

Prandtl number, dimensionless
Reynolds number, dimensionless
Volumetric flow

Heat flow

Specific inner energy

Heat resistance, 1/a

Volume

Flow velocity

Mass flow

Shaft work

Loss factor, dimensionless

p
L)
A
G
d
Dy
e
F
g
h
k
K,
m
n
Nu
p
Pr
Re
q
Q
u
U
1%
v
w
Ws




