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A. FRONT-END ELECTRONICS AND DETECTORS

Triggering of the detectors at LHC

R.Bock, CERN

Switzerland

Abstract

The future Large Hadron Collider (LHC), to be built at CERN, presents among
other technojogical challenges a formidable problem of real-time data analysis. From a
primary buth crossing rate of 40 MHz , each crossing containing multiple pp
collisions, a multi-stage trigger system has to analyze data to decide which is the
fraction of events that should be preserved on permanent storage for further analysis.
This is done by algorithms at different levels, using very partial and local data to start
with, and, at reduced rates, increasingly complete data sets and complex algorithms
subsequently. 2

{
We report here on the overall structuring of the trigger into three levels, and some
further structuring, particularly of the critical second trigger level. We also discuss
existing ideas about possible implementations.

1. The Large Hadron Collider: a triggering challenge

The community of High Energy Physics is proposing the next-generation collider to
be built at CERN, the ‘Large Hadron Collider’ or LHC. This new instrument will
allow the international community of researchers to explore unknown areas of physics
at the smallest scale, as it collides in its preferred mode two counter-rotating beams of
protons each at an energy of 7000 GeV, not attainable in any accelerator today. The
development of critical components for this collider, to be installed in the existing LEP
underground ring, is well advanced: in particular, the critical superconducting magnets
with fields of more than 9 Tesla have been industrially produced and successfully
tested. Experimentation in that ring is expected to start at the beginning of the next
century, in an optimistic scenario around the year 2002.

One characteristic property of the future collider [1] arises from the fact that the
collisions giving clues to the physics of interest are rarel , and in particular the ratio
between this and the overall collision rate is very small, like one in a million or less.

1 { HC physics is mainly focussed on discovery of the Higgs particle, postulated by theory to explain
the mass scale of particles in the Standard Model. Further discovery potential exists for particles related
to Supersymmetry, for possible unknown heavy gauge bosons, compositeness, and others. Beyond '
that, a wealth of information can be expected for top and beauty physics, and for high-cross section
phenomena, also unknown at these energies.



The accelerator builders, therefore, put much ingenuity into achieving the highest
possible ‘luminosity’, i.e. beam density and collision rate. They do this by fine
focussing the largest possible number of protons into packets (‘bunches’) of less than
10cm length (and only a few um diameter), which follow each other at very short time
intervals (25 nsec - not a very long distance, as it corresponds to about eight meters at
the speed of light). The detectors studying the collisions (two pp experiments are
planned, the proposals are known under the names ATLAS and CMS, see {2}, (3])
will then have to deal with very high rates of events and must attempt to achieve a time
separation that takes advantage of the bunch structure - the limit being that some of the
physics processes put to use in detectors take longer than the bunch separation.

Let us assume that the problem of separating collisions recorded in the detector into
individual signals can be solved. This is only partially true at high luminosity, as
multiple collisions will occur in a single bunch crossing, and appear as one
‘supercollision’. There remains yet another challenge, though: to use the signals from a
single bunch crossing, or at least a subset of them, in order to decide if one of the
collisions at hand should be analyzed in more detail and eventually recorded. The
detectors are, of course, constructed to provide signals corresponding to the signatures
of interesting collisions, in nearly all cases characterized by high transverse momenta
and by the occurrence of leptons (electrons, muons, tau-s, and neutrinos) and jets.
This selection procedure of entire collisions is called ‘triggering’, and is familiar to
physicists from past experiments, albeit at rates much lower than those imposed by the
LHC. Our present contribution discusses briefly the structure of triggers at the LHC,
and specific implementation possibilities of critical trigger parts.

2. Technological preparation

In preparation for the challenges of the LHC, an impressive number of R&D
projects, more precisely in excess of forty, have been initiated by an internationally
composed 'Detector R&D Committee’ over the last years. Many of them concern
developments of novel detectors with optimal time resolution, or components that can
resist the high radiation doses expected in LHC detectors, particularly those at small
angles from the beams. Several of them also deal with the new problems of readout,
data transmission and triggering. To mention a few of these projects:

- FERMI (RD16) has already demonstrated the design of fast non-linear 10-bit
ADC-s (80 MHz) on chips, to be used in the readout modules of calorimeters. The
plan is to equip all calorimeter channels in an experiment with microsystems containing
analog and digital front-end electronics, allowing optimal signal extraction and data
buffering during level-1 and level-2 latencies.

- RD23 develops radiation-haid lightwave links, based on electro-optic intensity
modulators, for economic transmission of analogue signals on fibres.

- RDI12 has proposed practical ways of connecting a fast timing and control
network to all individual readout units to identify bunch crossing and allow proper
synchronisation.

- RD27 has worked on the details of level-1 triggers, and has successfully operated
a custom chip for calorimeter triggering (see chapter 4 below).

- EAST (RD11) explores architectures for implementing second-level triggering,
and has demonstrated implementations of data-driven devices based on field-
programmable gate arrays (see chapters 5 and 6 below).

There are further projects on transmission and switching technologies (ATM, SCI,
Fibre Channel), which will be mentioned below (see chapter 6 below).

10



3. Overall trigger structure

Physics at the LHC will start with a primary event rate of 40 MHz, the bunch
crossing frequency. Each event is characterized by several Mbytes of information,
once it is fully digitized. In real time at high frequency before rate-reducing triggers,
this volume of information is transmitted (in analog or digital form) in parallel into
thousands of individual buffers, with characteristics specific to the different
subdetectors. The task of the trigger is to find the small number of interesting physics
events, not more than a few (to be specific, certainly less than a hundred) per second.
A succession of event selection algorithms is applied; close to the detectors they have
to run at bunch crossing frequency and must be simple enough to be implemented in
custom-made or specifically adapted hardware, with limited or no programmability. As
there is a finite latency, viz. delay between the availability of data and a final ‘yes/no’
decision, transmission and operations have to be pipelined and all data stored in a
. buffer, avoiding dead time as much as possible. Schematically, this is shown in the
following figure 1.

Total: ~10° Channels

Bunch crossing rate:

40'000'000/sec
1st tevel
Level 1 butters [ E% Trigger

Other
Channels “__|7
8 - I
| Channel Digitizers |
Event rate: ~100'000/sec j?.
2nd level
Level 2 butters 5= E B3 E§ Trigger
il |
Other
Modules

Event Builder

=31 | ‘]‘J"Fs_m
\ /

Event Rate: ~1000/s | [ | |
3rd level
Trigger Network
Data recording:
Event Rate ~10/s

Figure 1.0Qverall structure of triggering in an LHC experiment
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As the successive stages of event selection reduce the rates, algorithms of increasing
complexity and implemented in processors of some generality become both necessary
and possible. While this is certainly true for the last (‘third’) level of triggering,
‘second-level’ algorithms operate at an assumed input event rate of 100 kHz, and may
need some parallelization and structuring to keep up with this rate. The algorithms to
be implemented at level 2 are expected to achieve another rate reduction of a factor of
~100; examples are discussed below. For the ‘third-level’ trigger, one assumes that it
can be implemented as a group of general-purpose processors, each of which is served
a full event (at ~ 1000 events/second), and hence can execute any high-level code that
allows a final data reduction in real time.

4. Implementations of the first-level trigger (pp)

The most important detectors for which level-1 triggers are to be implemented at
bunch crossing rate, for pp physics most likely the only detectors, are calorimeters and
muon chambers. We have seen before that the triggering task is to identify high-p;
leptons, among which electrons and muons are most prominent (tau-s are much more
difficult to identify, as they have a very short lifetime and must be pieced together from
their decay products). Gamma pairs and very high-p; jets or hadrons.are an additional
demand.

Calorimeters are built to provide the most characteristic signature of electrons and
gammas, electromagnetic energy in a very concentrated region, with practically no
leakage into the hadronic section behind. In connection with tracking chambers,
electrons can be distiguished from gammas, and both can be discriminated against the
gamma pairs from n0-s, an important source of background. Calorimeters can also
serve to recognize hadronic high-p, phenomena, single hadrons or jets, provided the
window over which the trigger extends is broadened, and the hadronic cells, which in
the electron case act like a veto, are included. Trigger thresholds, naturally, have to be
tuned differently for the hadron or jet case.

The implementation of the calorimeter trigger foresees typically a sliding trigger
window of about 0.4 x 0.4 in An x A¢, inside which 16 cells (of 0.1 x 0.1 in the same
coordinates) are accessible each for the electromagnetic and hadronic part. This implies
integrating a number of original cells both in depth and Ay x A¢,; the raw data in
ATLAS are presently assumed to correspond, in the e.m. calorimeter, to three layers in
depth and a cell size of 0.025 x 0.025. The summing up of cells into larger non-
overlapping trigger cells is done by the frontend electronics. The 'sliding window' has
to move by increments of 0.1 both in n and ¢, to avoid losses; due to the requirement
of a 40 MHz rate there is no viable alternative to a parallel implementation. Each
possible window has an associated 'trigger processor' realized as an ASIC, which
must be provided the necessaray data in synchronization. Presently, a prototype
implementation operating according to figure 2 below, has been demonstrated by the
project RD27 in a test beam (see [4]).

12
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Figure 2.Principle of first-level calorimeter trigger window

Level-1 muon triggers require the existence of fast tracking devices behind
substantial shielding. They must provide, again at 40 MHz, hit patterns from which a
pattern matching algorithm (implemented in custom-designed ASICs) can decide that
hit combinations corresponding to a track have occurred. Compared to more detailed
tracking algorithms in the inner detector, this algorithm must rely on coarser grain
information so that the necessary fast parallel lookup tables remain of manageable size.
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Figure 3. Principle of first-level pattern matching for muon triggering
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5. Structuring the second-level trigger (pp)

If in level 1 of the trigger, the limits of technology and the high repetition rate
confine solutions essentially to ASIC implementations of crude algorithms known
from past experiments, the second-level opens a much wider range of possible
implementations. As shortcuts taken in the implementation usually translate into a less
than optimal performance concerning biasses and losses, the implemented algorithms
are crucial to the quality of physics. This is why we give level 2 here a somewhat more
detailed coverage, although the available space does not allow us to enter detailed
descriptions or discussions of algorithms. For more details, see [5-7].

Several guiding principles have emerged for the level-2 trigger, assumed to operate
at 100 kHz or less. One of them is the fundamental Region-of-Interest (Rol) concept,
very critical at least at high luminosity (viz. at high level-1 rates). The Rol concept
relies on the level-1 trigger to identify those parts of the detector containing candidate
features (electrons, photons, muons, jets). Only the data fraction in this candidate
region (of the order of a few % of the total) is considered relevant and is moved to and
used by the level-2 processors; the restricted readout alleviates the very stringent
bandwidth requirements on providing data for algorithms from distributed buffers, at
high frequency.

Simultaneously, the Rol concept considerably simplifies algorithms: local
algorithms convert limited data from a single subdetector into variables containing the
relevant physics message (‘features’), in order to confirm or disprove a known
hypothesis.

Another principle is to allow in level 2 for algorithms using full-granularity, full-
precision data on all characteristic detectors. The extent to which data with full
precision are effectively needed in level 2, will have to be the subject of future detailed
physics-driven studies, and may even be dependent on the target physics. In general,
the option for use of full data has to be provided for. Reducing the requirements on
precision in the trigger will, of course, result in architectural simplification and cost
savings.

A further guiding principle for all implementations is that any proposed or
demonstrated hardware solution must be envisaged to hold for the entire detector, or at
least for several detector components, apart from the usual constraints of flexibility,
robustness, ease of control and maintenance. It also must be readily embedded in the
overall data acquisition system. As we also want to rely as much as possible on
commercially available components, and are dealing with a market that evolves fast and
is not driven by our application, we will have to ensure that future technology
improvements can be absorbed as easily as possible in the system, the limit being that
some new technologies will, obviously, require architectural adaptation. These criteria
translate into a maximum use of standard interfaces, and in particular the introduction
of as few different components as possible (viz. detector-independent solutions).

We can decompose the problem of second-level triggering in some detail, using as
model the detector design as pursued in the ongoing work on LHC experimental
proposals. This structuring of the problem is vital to limit the choices of transmission
and processing technology, and to introduce the use of natural parallelism. The
following paragraphs outline the overall functional decomposition of the level-2
problem, into three main phases, illustrated by figures 4 and 5.
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Phase | consists of the buffering of level-1 (L1) selected data, and the collection of
regions of interest. Raw detector data, after a L1 trigger has occurred, are naturally
transmitted via cables or fibers, and collected in multiple local non-overlapping
memory modules (chips, boards, crates), the L2 buffer. These memories need to hold
full information over the duration of the L2 operation, the so-called L2 latency. For a
data set representing a region of interest to become available, two functions must then
be implemented:

- A device realized outside the L2 data stream has to indicate the whereabouts of
regions of interest. This L1-guided unit is called a Rol-builder and 'drives’ the Rol
collection. Note that this is true even for Rol-s that do not themselves actively
participate in the L1 decision, like lower-threshold calorimeter clusters.

- The data pertaining to Rol-s have to be selected by some mechanism, which we
term Rol collection. Detector-dependent differences will exist in the implementation, as
substantial variety exists in the modularity and technology of collecting data in L2
buffers. All intended implementations could make use of the Rol parallelism, i.e.
deliver data for different Rol-s simultaneously. This parallelism does not, however,
match directly the parallelism of readout or L2 buffers: Rol-s do, in general. extend
across the boundaries of buffers.

Phase 2 consists of 'feature extraction’, i.e. of local processing of the data in a
single Rol of a subdetector. On data collected for a single Rol, a relatively simple
feature extraction algorithm can perform a local pre-processing function. Features are
variables containing the relevant physics message, like cluster or track parameters that
can contribute to corroborate or disprove the different physics hypotheses. The local
algorithms are independent from other subdetectors and Rol-s, hence can exploit the
natural double parallelism of Rol-s and subdetectors. Future simulation will have to
show if and to which extent this simple concept has to be diluted (the fate of nearly all
simple concepts), in order to avoid physics losses. This could be true in regions of
overlap of detector parts (e.g. barrel/end cap), where each subdetector only has a weak
signal.

Phase 3 is made of algorithms operating on the previously found features. to
achieve a 'global decision making'. The physics features have to be collected from all
subdetectors and from all Rol-s, for forming an overall decision on the entire event.
The bandwidth requirements are substantially reduced by feature extraction. so that
implementations of this phase have less of a problem with data transmission. although
the trigger frequency of 100 kHz is, of course, unchanged. If one decomposes further
the part of the algorithm dealing with muitiple sets of features, the natural and efficient
order of processing is to combine first all subdetectors that have 'seen' the same
physics 'object’, into decision variables which are again local (same Rol), and follow
this by combining all Rol-s into an event decision, as shown in figure 5. While this is
likely to be the most inviting algorithm strategy, it is by no means necessary (although
possible and perhaps cost-effective) to express the strategy also by a corresponding
implementation in separate and parallel processors. There is another natural parallelism
which could be used, that of testing multiple physics hypotheses against the same set
of data. It should be noted that the data set of independent features for detectors/Rol-s,
has to be amended by derived quantities (e.g. effective masses for particle pairs).
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6. Implementation options for level 2

We have, so far, avoided discussing the hardware on which these level-2
algorithms or algorithm parts are to be implemented. In fact, basic choices exist that
lead to quite different architectures. We will discuss here two overall options showing
the basic choices in a pure way. Both of these are still under study and have specific
advantages. We call them the farm-based and the data-driven architecture. Note that
practical implementations are unlikely to follow such a pure solution for all detectors;
hybri(lil implementations are quite possible and potentially the most cost-effective
overall.
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Figure 4.An architecture with local and global farms

The farm-based approach uses standard general-purpose processors and
commercial network and communication components. The characteristic property of a
farm is that at any given time, any processor may be busy with a full or partial event,
while other processors deal with different events. This minimizes inter-processor
communication and avoids detailed synchronization, but requires powerful
mechanisms to purvey free processors in the farm with all the data necessary for its
algorithm(s).

In the very simplest architectural scheme, as discussed in the CMS collaboration,
processors are all grouped into a single farm, and are all connected to the entire set of
potential data sources, the L2 buffers, via a switching network. A farm of this type
can, of course, execute level-2 algorithms on partial data or level-3 processing on
entire events, in the same architecture. Realistic estimates for the numbers of buffers
talk about a thousand or more, and certainly several thousand processors will be
needed,; this leads then to a very demanding network technology.
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The ATLAS decomposition into farms (shown in figure 4) follows more closely the
above three phases: there are two layers of processors performing local feature
extraction and global feature combination respectively. Local processors receive their
data from intelligent devices in the L2 buffer, through a switching network. The global
processors are organized as a single general farm; local processors may be run as one
farm per subdetector, but groups of processors may also be permanently assigned to
regions of the detector.

The data-driven approach uses low-level devices for ROI collection (sometimes
called 'Routers’), directly coupled to (or inserted upstream of) the L2 buffers.
Typically, these could be implemented as field-programmable gate arrays. Devices
based on the same principle of low-level programmability, are also used as feature-
extraction processors. Solutions based on field-programmable gate arrays have been
shown ([8],[9]) to be able to satisfy the characteristic constraint applied to this
solution, which is that processors operate in a pipelined mode capable of coping with
the level-1 event rate of 100 kHz. This constraint obviates the necessity of event
parallelism in a farm for phase 2. In figure 5, the network/farm approach is, however,
kept for the low-bandwidth problem of global decision making.

L1 and Rol bulldel| | l I Event
D — L2 Buffers Bullder
L3 Trigger

Feature extraction (subdetector)
In local processors

A

- Combine subdetectors locally

Combine Rol-s in global
processors

Decision

Figure 5. A data-driven architecture with local pipeline (and global fai'm)

We do not presently understand enough about the elements of commercial farms in
the various parts of the L2 trigger. Very first measurements seem to indicate that the
market offers today components that seem not to permit an implementation of
algorithms at 100 kHz, and extrapolations into the future are necessary. We have
taken a benchmark suite of feature extraction and global decision algorithms, onto most
of the market-leading processors, and measured execution times. The algorithms are
conceptually optimized (e.g. making extensive use of look-up tables), and contain no
system kernel overheads or interference with communication, nor the necessary
'service functions' like unpacking information or address manipulation (from ‘local in
readout module' to 'local in Rol' or 'global’). Feature extraction algorithms execute
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typically in around a millisecond, first estimates for the neglected overheads are in the
hundreds of microseconds. Global decisions take of the order of 200 microseconds on
average (all times are given for the best available RISC processor). At a 100 kHz event
rate, and for reasonable assumptions about the number of detectors and Rol-s, we can
conclude that (with today's processors) a farm with several thousand processors will
be required.

On communication and switching devices, theoretical and measured information on
commercial equipment is available for HIPPI, used for transmission and switching
between a few ports. Of the theoretically possible 100 Mbytes/s of HIPPI, 70 to 80%
have been realized for transmission and over the switch (reported by experiment
NAA48). This does not include high-level software. HIPPI, however, does not look
like a possible candidate in the long term, due to the bulky 32-bit-parallel cables limited
to 25m length. On a preliminary installation with a Fibre Channel switch and several
processors (up to five Power PC-s and HP 750-s were connected), transmission and
setup characteristics were evaluated using a fully commercial path, including interfaces
and software. Although the bandwidth for large packets is acceptable, high-frequency
applications seem excluded without major software replacements, due to the long setup
times of transfers (of the order of 500 usec).

Early transmission results exist from RD24 for the prototype chips of SCI [10], but
commercial availability is not yet given. For ATM, a fully commercial NetComm
switch runs at a theoretical maximum of 12.5 Mbytes/s, of which a (strongly packet-
size dependent) fraction only is achieved. Interpreting the measured NetComm rates
for small packet size, a switching latency again in excess of 500 microseconds and
substantial processor overhead may be inferred, but better understanding and more
measurements are required. Newer hardware for ATM switches up to about 20
Mbytes/s has been realized and will be available soon. Both SCI and ATM for faster
theoretical hardware speed have been simulated in quite some detail ([10],{11]), and
could eventually become candidates for future farm implementations.

The above discussion was kept very polarised to general-purpose processors and
switches on the one, field-programmable gate arrays on the other side. We have not
done enough justice to the combined power inherent in digital signal processors (DSP-
s), which have typically compute performances comparable to RISC processors, with
added and properly integrated communication capability. DSP-s can be arranged into
farms, but also into pipelined architectures, and their links allow constructing
intelligent networks from them. They can constitute an ideal intermediate link between
the 32-bit general-purpose processor and FPGA-s. Although some preliminary work
has been done, no simple and cheap general solution based on DSP-s has been
proposed today. Efficient interplay between communication and processing in DSP-s
needs thorough understanding of the duvice's architecture and internal pipelines. In
some DSP-s, links are also limited to short physical length.

7. Experiments at the LHC at lower luminosity

The LHC is primarily built for high-luminosity and low cross section physics, but
allows also to investigate other phenomena at lower pp luminosity, and in particular
will also allow operation with heavy ions accelerated in both rings.

For B-physics in pp collisions, first proposals to build specific detectors have been
made; that sector, however, is also covered in the proposals of CMS and ATLAS. One
can assume a luminosity tenfold lower than assumed for prime physics, and use of the
same detector components. The signatures relevant for the B sector, however, are quite
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different, in particular the phenomena manifest themselves by leptons at much lower
pi. This may require a partial rethinking of triggers. For instance, modifications may
become necessary to the principle of Rol for B-physics; if a level-1 B-trigger detects a
medium-p, muon, the need to corroborate the signature by low-p, (below 5 GeV/c)
electrons may well result in a need for an unguided scan of a full tracking detector, as
guidance from calorimetry can not be relied upon. If rates after the standard tools of
level 2 (e.g. refinement of level-1 muons) are too high to go to level 3, a special full-
detector search for candidates will become necessary. This is, of course, easier to
implement in a farm-type or DSP-based solution than in a data-driven architecture.

For heavy ion physics, the event rate will be lower still, by orders of magnitude. In
the proposal that is presently pursued [12], a collision rate of up to 4000 collisions/sec
is assumed, which is level-1 triggered down to a few % of this rate by estimating the
overall charged-particle multiplicity. At such rates, many stringent constraints of the pp
experiments can be relaxed; e.g. data pipelining is not considered necessary, nor is
there a complex multi-level trigger foreseen. On the other hand, heavy ion collisions
are characterized by an extraordinary track density, like several thousand per unit of
rapidity (as opposed to less than ten in pp collisions), leading to a data volume of from
20 to 50 Mbytes per collision, dominated by the fain-grain tracking device (time
projection chamber). As of today, it is not foreseen to analyze these data in real time.
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Abstract

The well-known Sliding Scale technique provides a statistical linearization of the Analog to
Digital Converter, obtaining a high differential linearity. This technique sums at each conversion
a known and uncorrelated variable signal (offset) to the analog input signal, and then subtracts
numerically the offset from the conversion result.

Using this technique, a single conversion can have greater non linearity error than the straight
conversion with no offset, but if the converted data are used to build histograms with a high
number of events, the final accuracy of the center of gravity relevant to the histogram is better
than the accuracy obtained by straight conversions. Moreover, the Sliding Scale technique shows
the best advantage when the signals to be converted come with associated statistic phenomena,
that is the case of X-ray events.

As g case-study, g typical 12 bit A/ID converter implementation is examined. luthis.system, lhe
Sliding Scale function is obtained with an 8 bit D/A converter generating a discrete ramp signal
(range value 0-255). This A/D converter is used to cyclically convert 8 multiplexed inputs; this
arrangement can cause a beating effect, reducing the expected gain in differential linearity.
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JIntroduction

This work has been originated by an analysis
of an X-ray acquisition system to be used on
an artificial satellite. During the analysis,
some design misconceptions were discovered,
which are pointed out in this paper. Although
Sliding Scale Converters are used since a long
time, in some cases design misconceptions can
still occur.

The A/D converter to be analyzed is the main
component devoted to the analog to digital
conversion of science data. The energy spec-
tra construction is the main purpose of the
A/D converter that shall introduce as few
errors as possibie. This means that the A/D
converter needs as a main characteristic an
high differential linearity. The limitations due
to the need of using qualified devices narrow
the set of possible circuit that can be used for
the system.

In order to improve the characteristics of the
available and qualified A/D converters, the
design solution is the use of the Sliding Scale
technique that provides a statistical lineariza-
tion of the A/D characteristics.

Sliding Scale Principle

The Sliding Scale Converter technique has
been invented in order to overcome the differ-
ential non linearities of the A/D converters
[1]. This is a statistical correction, i.e. it works
only for a large amount of data: the single
conversion can have an error greater than the
error obtained without the Sliding Scale.
However, if the converted data are statistically
processed, as in a histogram, then the statisti-
cal properties of the histogram, (for example
the center of gravity) are better determined by
the Sliding Scale technique [2]. An X-ray
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analyzer, which typically must measure the
energy spectra of X-ray emission, can present
dramatic precision improvements, provided
that the Sliding Scale technique is correctly
used.

The Sliding Scale principle is based on a
simple idea, explained by this example: in
order to measure a rod length with a scale
having non linear errors, one has to perform
many measurements, sliding randomly the rod
on the scale, and taking each time the differ-
ence between the two rod extremes. The
corrected value is obtained by averaging the
different results. Of course one must not slide
the rod moving an extreme over the end of the
scale.

In a data acquisition system, the operation of
sliding the voltage to be measured is accom-
plished by a D/A converter whose input is a
“random" number. After the A/D conversion,
this slide value is numerically subtracted from
the result. A block diagram of a sliding scale
converter 1S shown in Figure 1:
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The control block provides for each conver-
sion a new value to the D/A converter, and
then subtracts it from the A/D converter
output in order to get the conversion result.

This technique works if the following condi-
tions are satisfied:



1) The added offset is uncorrelated to the
input signal; a real random value could be
used, but an uncorrelated deterministic
signal is simpler to generate;

2) After each acquisition, a sufficient
number of samples must be present in
each bin;

3) The electrical amplitudes of LSB in~A/D
and D/A converters must be equal.

The maximum non linear error that can arise
from a single conversion is given by the sum
of A/D and D/A specific non linear errors. If
multiple samples are taken, the non linear
error decreases due to the averaging effect,
depending on the number of different offset
values, i.e. on the number of bits used by the
Sliding Scale D/A converter.

A histogram obtained with this technique,
presents a better shape (no false double
peaks), and a more accurate centroid position.
On the other hand, the histogram width (that is
its variance) is increased, due to the addition
of the random variable.

If m bits are used for sliding the input voltage,
a maximum decrease of 27 on the system
differential non linearity can be expected. The
system non linearity is principally given by
the differential non linearity of A/D converter
added to that of D/A converter. The sliding
scale technique works if at least an order of 2™
measures are carried out for a constant inpu*.
In case of a distribution, each bin must contain
at least about 2" / DNL samples, were DNL
is the differential non linearity of the used
A/D converter.

A/D Converter Implementation

Analog to Digital Converter adopted in the
science instruments is constituted by a 12 bit
Successive Approximation A/D converter
with the sliding scale technique.

The previous listed conditions has been met
with the following design choices:

- The first condition has been fulfilled,
applying, as offset, a ramp signal that is
statistically uncorrelated from the input
signal. The input signal is the energy
signal produced by the detector system, that
is completely random.

- The second condition depends on the user:
he/she must guarantee a high number of
events for each significant bin in the histo-
gram (see above).

- The third condition has been satisfied using
the same voltage reference for both A/D
and D/A converters, and using only the 8
most significant bits of a 10 bit D/A con-
verter.

The analog gain error of the D/A converter is
convolved with the real distribution: as a
consequence, a constant input (monochromat-
ic line) is represented by a wider distribution
and the centroid of the obtained data doesn’t
represent the line position, because a systemat-
ic error is added to the input data.

The A/D sliding scale converter is constituted
by the following blocks:

- Input buffer receives the analog input
signal, adds to this signal the offset signal
and subtracts the offset adjust signal. This
block is constituted by an operational
amplifier that provides an high input
impedance and a fast settling time allowing
a fast time conversion.

- DAC for sliding scale: this DACisa 10
bit current output, that provides the offset
signal. Only the 8 most significant bits are
used for the sliding scale function, obtain-
ing an error reduction on its non linearities.
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- Successive Approximation A/D, imple-
mented by a 12 bit high speed ADC, per-
forms the sum signal conversion in about
S ps..

- Control Logic, implemented by a FPGA,
performs the sliding scale control, provides
tlie digital data result in a latch register
with three state output and provides, under
external activation, the automatic offset
adjust function. The logic performs the
following steps:

1. subtracts to the converted ’sum signal’
the digital code corresponding to the
analog value previously added by the
DAC.

2. store the result in the output latch regis-
ter.

3. update the sliding scale DAC increment-
ing the code.

The offset is a ramp signal, generated by a
8 bit counter, that is incremented for each
conversion. When the ramp signal reaches
to the maximum value N

MAX’
reset and repeat the counting.

the counter is

- Voltage reference, an high stability volt-
age reference, provides the -5V reference to
the successive approximation ADC, the
+5V reference to the DAC. An excellent
voltage reference accuracy is necessary to
cnsure a good offset signal accuracy.

System Architecture Analysis

The case study here presented deals with a
problem of multiple input conversion. Two
different ADC applications will be examined.
In both cases, the same A/D subsystem, previ-
ously described, is used.
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In the first application, for each X-ray detec-
tion (event) 4 or 8 different analog voltages
must be converted, depending on the operating
mode chosen by the human observer.

The system designer chose the approach
shown in figure 2.
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The 8 input signals are sampled at the same
instant, and then routed to a multiplexer which
cyclically connects the various inputs to the
A/D subsystem, with Sliding Scale correction.
The same A/D converter performs, for each
received event, 4 or 8 consecutive conversions
with the same order.

The Sliding Scale control generates a discrete
ramp (input signal to DAC from 0 to 255). so
every input signal i is summed by an offset
with a  numeric  value equal to
(8*k+) mod 256, where { is the input channel
and & s an integer: for example starting with
the Shding Scale register reset, the first of the
cight input signals has as offset the value 0, 8.
16. 24, 32 ... while the second line input has 1.
9. 17.25... A beating effect between number
of converted line input and number of offset
happens. In this condition. the Shding Scate
unmprovement is reduced because to cach input
channel only 32 ditferent "random” values are
averaged.

Morcover. the non differential fincarity of the



D/A converter usually depends on the internal
resistive network (R-2R), so the error could be
periodic and the statistical correction could not
work properly. In this case, the statistical
independence between input signal and offset
is not completely verified.

Finally, in the specific implementation, the 8
input signals are not statistically independent
because some of them are obtained by an
analog processing: in this case the statistical
independence between the input signals and
the offset could be violated. '

In the second application, 9 input channels
must be cyclically converted for each event.
This instrument however must also recognize
and measure the so called double event, con-
stituted by two sets of analog voltages to be
converted with very short time differences
(< 40 ps). The architecture solution chosen by
the system designer is shown in figure 3.
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During single events, only the first conversion
chain works. In case of double event, the
second one is sampled and converted by a
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sceond chain, dentical to the first. The draw-
back of this solution should be obvious. The
second chatn works only for the second cvent
in case of double event. This occurs only
sporadically, and few mecasurements are car-
ricd out by the second chain. This fact de-
creases the linearization capability of the
Sliding Scale technique, because it is based on
averaging. Moreover, when the set of second
events is processed and compared with the
corresponding first events, a difference on
offset and gain between the two conversion
chains could generate a difference on statisti-
cal parameters between the two distribution
(mean value and width). To overcome this
problem, automatic offset correction and gain
calibration have been provided.

Measurement results

Measurements have been carried out by the
manufacturer after the circuit construction,
and few supplemental tests have been done by
Alenia Spazio. The differential non linearity
has been evaluated using a slow ramp applied
after the multiplexer, bypassing thus the
indicated problems. The obtained results
indicate a perfect agreement with the theory: a
total differential non lincariti( error of A/D and
D/A converters of about 1.3 LSB should
reduced by a factor 2%; the measured residual *
non linearity is about 0.005 LSB. This value is
asymptotically approached after a very high
number of conversions per bin (order of 10%),
as predicted.

A test for observing the multiplexing interac-
tion with the Sliding Scale converter has been
carried out on the first instrument by applying
to the 8 inputs the same DC voltage, and
collecting on a file the conversion results. The
data for each input have been divided in three
or four bunches, and the average value has
been computed: this way the noise effects



have been reduced. The results are shown
figure 4, where on horizontal axis 1s indicated
the input channel number.
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Figure 4. Average values with constant inputs.

A correlation among the different curves is
visible: for example the values read by chan-
nel 7 are systematically higher than the same
voltage read by channel 8. The probable
reason of this behavior is that the 32 different
offsets added by the Sliding Scale D/A con-
verter to the input 7 have in average a lower
value than the offsets added to the following
channel. The raw data for this measurement
have been obtained with 8 bit only, because
the application requires only a low resolution.

More detailed measurements using a ramp or a
triangular wave for the direct evaluation of the
differential non linearity error, up to now have
not been allowed. Some preliminary meas-
urements indicates that the differential non
linearity is better than 0.03 LSB but the short
time allowed for the tests didn’t let us to
collect a sufficient number of data for a more
precise evaluation.

lmprovement Proposals

The proposals for improving the presented
conversion systems and to correct the architec-
ture are here described.

The loss of linearizing capability due to the
multiplexing can be easily fixed by adding a
ramp going from 0 to a maximum value
Ny ax~1 such that the number of inputs to be
cyclically converted is a prime divider with
respect to N,,, .. This can be done in a FPGA
designing a counter modulus 254 instead of
255 (for the 8 input case). Another solution for
the same problem consists in keeping the same
sliding value for each set of 8 conversions.

A last solution is the use of a (pseudo)random
number generator (based on a shift register

_ dividing in a Galois Field) which has the same
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cost in terms of flip-flops than a standard
counter, and generates pseudo-randomly all
values from 1 to 255; in this case however
there are possible beating problems with the
second instruments, due to the fact that 9
(conversions) and 255 (generator period) are
not reciprocally prime.

The second problem discovered, related to the
double event measurement, can be fixed by a
change on the control logic, which should use
alternately the two conversion chains, regard-
less if the detected event is a single or a
double event.

The previous proposals have zero cost, be-
cause they require the reprogramming of an
FPGA. An improvement of different nature,
which works on any Sliding Scale converter,
but requiring a more complicated circuitry is
described in the following.

From simulation, a better statistical lineariza-
tion is obtained if the D/A converter contained



in the A/D successive approximation convert-
er is used also for the generation of the Sliding
Scale offset, as shown in figure 5.
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FgS IMPROVED SLIDING SCALE .

This approach has the obvious advantage of
having the same LSB amplitude for both the
converters, as required by the Sliding Scale
technique, and provided that the analog cir-
cuitry is precise. Moreover, this solution has
also a less obvious advantage in terms of sta-
tistical corrections, due to the correlation
between the non linearity errors of the A/D
and D/A converters. This solution however
requires a sample and hold circuit to store the
analog value to be added to the analog input
signal.
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In this approach, the control logic at the
beginning of the conversion must generate the
“random" offset signal, and then execute the
successive approximation algorithm to carry
out the conversion.

Conclusion

The Sliding Scale linearization technique of a
A/D converter has been briefly examined.
Then, as a case study of application, the re-
sults of an analysis have been presented. In
two applications, designed for X-ray analysis,
architectural choices leading to a loss in preci-
sion have been pointed out. Measurements
confirmed the possible problem. Some simple
actions for curing the problems have been
proposed.

Finally, a possible alternative architecture for
general purpose Sliding Scale converters is
indicated.
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Fast Low-Noise Monolithic Charge Sensitive Preamplifiers IC for Hadron
Calorimeter

M.A. Baturitsky, V.A. Chekhovsky., LF. Emel’vanchik, N.M. Shumeiko
The National Scientific and FEducational Centre of Particle and High Fuergy Physics at the
Byclorusstan State University.
M. Bogdanovicha street, 153, Minsk, Belarus, 220040
I A. Golutvin, N. 1. Zamyatin
Joint Institute for Nuclear Rescarch, Dubna, Russia, 141980
0. V. Dvornikov
Information Technology Center, PP.Brovki street. 6. Minsk. Belarus, 220600

A low-noise fast monolithic charge-sensitive preamplifier in one-channel and four-channel
versions is designed. It has 3.5 ns rise time for input detector capacitance (5 = 0 and Sns
for 100pl" and approximately 8mi" power dissipation for 517 supply voltage. The ENC
performance at shaping time 30 ns is 1350 + 17¢/pl7 for Cy up to 600 pl'. Crosstalks in a
four-channel amplifier made in the same chip were measured  equal to about - 16d/3 {or

C'd = 100pl.

Introduction

High luminosity of Large lladron Collider and large number of readout channels set
stringent requirements to front-end clectronic of ("MS. Our main goal is to use advantages
of monolithic technology for design and production of the fast charge sensitive preamplifier
(CSP). The CSP integrated cirenits for a readout channel must be compact enough. cheap
and suitable for mass production. Tt was designed for silicon calorimeter of CMS project,
but our IC can be used in some other tasks where high speed and low noise performance are
necessary.

Our CSP ICs have been tested at CERN together with avalanche photodiodes in the
prototype of copper/scintillator hadron calorimeter in July, 1991,

Design goals

Design goals of our CSP were the next:
- High speed. Rise time of output signal has to bhe abont Tns.
- Low noise. Equivalent Noise Charge (IXN() has to be 3800¢~ at shaping time 1), = 30ns
and detector capacitance 'y = 100p /.
- Power consumption less than 10mW per channel.
- Minimum number of external elements.
- Maximum output voltage swing 2V,

The CSP IC description

We can present now two versions of fast low noise CSI” 1Cs: one-channel and four-channel
oncs.

The main characteristic of the CSP 1Cs are:
- ENC performance at shaping time 30ns is 1350 + 17¢7/pl for detector capacitance up to
600p /. The mean value of KNC for (g = 100pl equals 3600¢™ .
- The best sample has 3.5ns rise time at. (U = 0pl” and Tns for Cy = 100pF. The slew rate
is about 200V/pus for large signal. The CSP operates at voltage supply Vo 1510V with
power dissipation 8inW for HV.
- Lanear output voltage swing is 1V for V.. = HV.

- Crosstalks i the four-chanuel CSP IC were mcasured to be about —46d13 for 'y = 100pl-
and V.. = HV.
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: CALIBRATE

Fig.1. The electric circuit of the CSP

"The CSP circuit is shown in Fig.1. It consists of a folded cascode (BJT VT1 + JFET
VT2) followed by an emitter follower VT4. A biasing circuit VT5...VT12 stabilizes operation
point of VT2 and sets operation current of VI'l with an external resistor R,,,.

R3 R4 R6 RB R11 R12

K] 1ok : 1K 00 1K 10K
sx]}z : GND
£ —<]
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T PREAMPLIFIER R
[>cLes § — ]
T CHANNEL 4 H

Fig.2. The 4-channel CSP

The four-channel version has the same circuitry and is shown on Fig.2. The biasing
circuit is shared by the four channels. There are four integrated capacitances at the inputs
to provide the ability of electrical calibration.

ENC estimation
The total ENC (1) may be considered to consist of the next five components (2)...(6) 1]
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ENC? = ENC}+ ENC}+ ENC?+ ENC? + ENCE, (1)

kT
ENC, = %(Cd+CI+C,<) T (2)
2k T Ry
ENC, = ée—q(cd+cf),/ = L (3)
ENC; = 5‘% qTmls, (4)
ENC, = -2% qTmly, (5)

¢ |2kTTm |
EN = — 6
Cs 2w\ K, (6)
where

ENC, is a series mean squared equivalent noise charge dependent on the transistor transcon-
ductance; ENC, a series mean squared equivalent noise charge caused by the base spreading
resistance; ENCj a parallel mean squared equivalent noise charge caused by the input cur-
rent of the CSP; ENCy a parallel mean squared equivalent noise charge generated by the
detector leakage current; ENCy a parallel mean squared equivalent noise charge due to the
detector biasing circuit and the CSP feedback resistor; Cy is the feedback capacitance; C;
the input capacitance of the CSP; e = 2.718; g, is the input transistor’s transconductance;
I4 the detector leakage current; I, the CSP input transistor base current; R, the resistance
of parallel connection of feedback resistor R} and detector bias resistor Ry || R, assumed in
what follows R, = Ry; k is the Boltzmann constant; ¢ electron charge; Ry - base spreading
resistance of BJT transistor; T the temperature; T, the shaping time.

Because of high counting rate of incoming events in the LHC collider experiment the
shaping time of the preamplifier output signal has to be very short. Consequently the series
noise of CSP is the main source of noise. So the npn bipolar transistor is suitable for this
task. It also permits to use combined microwave BJT-JFET technology to fabricate high
speed preamplifiers. The technology permits to produce input npn BJTs with fr > 3.0GH=
and f = 200, and MOSFETs with fr = 300M Hz placed in any part of a chip.

Preliminary estimations of Ry, made from ENS measurements gave value 60hm. With
respect of this fact and the influence of 4 = 100pF the first term equals | ENC| = 1200e".

The collector current was chosen taking into account the condition

ENC, = ENC,, (7)

approximately satisfied for /. = 2.5mA (ENC; = 1250e™). The detector leakage current
contribution ENC, is neglected because it doesn’t depend on the preamplifier merit. The
contribution caused by parallel noise (ENC3, ENC5) doesn’t exceed 2100e™ with respect of
the input transistor current gain about § = 200 and feedback resistance 100kOhm.

The total level of input noise according to our estimation with Cy = 100pF and 7, =
30ns equals ENC = 2900 electrons.

The dependence of ENC versus Cy for T,, = 30ns and 75ns is shown in Fig.3. The
measurements were carried out for I, = 2.5mA,C; = 3.3p, and input charge @, = 10fC.
The measured value of Ry =~ 300hm as may be seen from the picture. This fact explains
the greater level of series noise compared with the preliminary estimation.
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I'ig.3. Noise perforiance of the CSP 1€

The output voltage rise time equals 3.5ns and 8ns thal corresponds to the slew rate
approximately 200V/us and 80V/pus, respectively.
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Fig.4. The CSP output signal: a) Cy = pr, T, = 3.5ns;
b) Cy = 100pF, T, = 8.0ns

Conclusion
In conclusion it may be said that a new version ol four-channel CSP with more wide
functional abilities is under development now. The new chip will require minimum number
of external elements, the feedback resistor and capacitor will be integrated into the chip.

It will contain a summing network and a shaper CR-RC with 1}, — 30ns and externally
controlled voltage gain.

Reference
1. M.A.Baturitsky et al., Charge Sensitive Preamplifier 1C for Silicon Calorimetry at
Colliders, Nucl. Instr. and Meth., to be published.
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The Frout-end Electronics and the Data Acquisition Svstem

of the FOBOS d4n- arrayv

0.V. Strekalovsky, K. Heidel, S.1. Ivanovsky. Do May. .-G Ortlepp. G. Pausch. G. Renz.
V. F. Shuchko, W. Wagner. V.V Trofimov. LP. Tsurin
Joint Institule for Nuclcar Rescarch, Dubna

Introduction

The FOBOS H] spectrometer at Flerov Laboratory of Nuclear Reactions in Dubaa is
mtended for heavy ion reaction studies in the bombarding energy range of 10...100 AMeV. It
consists of a "gas ball™ of 30 position-sensitive avalanche connters (PSXEY and 307 Bragg™
axial tonization chambers (8 behind them. N\ shell of 210 CsI(TD) scintillation counters
surrounds the gas ball. As forward detector 92 phoswich detectors of the ARGUS array {2)
arc forescen.

Fhe counters are arranged in 30 modules placed on the facettes of a polveder (12 regular
pentagons and 20 regular hexagons). Two pentagons are used for the heam input and exit.
the last containing also the forward detectors inan extended cone.

The first experiments with the FOBOS multidetector array have been started last year.
They are directed to study the fission pracess of nuclei as in the case of cold fission in
MCm(sf) as at the heavy jon beam of the cyelotron U-400M. In these experiments especially
devcloped clectronies and a new VME based data acqmsition svstem came into operation.
All components are closely appropriated to the special features of the FOBOS detectors.

The Position Sensitive Avalanche Counter Channel
The PSAC's are based on the principles deseribed in {3). One cathode foil delivers the
timing signal and two anode wire planes connected to delay lines serve as coordinate grids.

IFig. 1. Read-out principle of the position sensitive avalanche counter

The two lines with 1.4 ns/mm specific delay and 5600 impedance are matched with
resistors at one end and coupled to readont amplifiers 5027-30 with 5609 “cold"dyvnamical
input resistance and 350 fold current amplification at the other end. The negative detec-
tor bias is fed to the cathode. The cathode readout circuit delivers an 80 fold amplitied
(Avalanche-Counter- Amplifier 5027-40) current. signal for timing and a charge signal of 150
mV/pC sensitivity for pulse height analysis.

The timing signal is directly fed into a trigger. Al channels are protected against damage
m the case of spark discharges in the gas. The civenits are placed directly on the connter
frame.
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T o et

The three constant fraction discriminators (CFD) are housed in one CAMAC module
FZR 5336 (fig-1). Their thresholds are CAMAC controlled. The high dyvnamic range (1000:1)
allows to cover all experimental conditions without changing the amplification factor of the
preamplifiers. The delay necessary for the zero crossing formation mmst e unplemented by
an external cable. The time walk amounts 10 £50 ps for step pulses of 2 ns risetime in the
range 10 mV to 2V,

The Axial lonization Chamber Channel

The axial ionization chambers cover cones of +£13.8% and 4 1719 with entrance window
diameters of 285 mm and 385 mm. respectively.

The field shaping is performed by copper strips coated every 5 mm on a teflon insulator
cone. The voltage divider provides equal potential steps,c.g., a homogenious field. The
Frisch grid consists of two perpendicular planes of 1 mm spaced 50pm thick CuBBe wires.
The anode placed 10 min hehind the Frisch grid is made of 10 aluiminized mylar whicl
may be penetrated by light charged particles to be registered in the scintillation counters.
At a gas pressure of 100 kPa an anode potential of + 8kV is necessary (the entrance window
acts as cathode and is grounded). The electron drift time of up to 4ps would cause large
ballistic deficit in the case of conventional pulse shaping.

Therefore a digital processing method [4] is utilized which derives the energy and Bragg

peak height from digitized signal samples. The priuciple is ilustrated schematically in fig.2.
The read-out system for BIC consists of a charge sensitive preamplifier 5027-10 and two
CAMAC modules, the Bragg-curve digitizer BCD 5387 and the Bragg digital processor
BDP 5385,
The  Bragg-curve  signal, shaped by a spectroscopy amplifier with short time constant
0.2/0.4 y¢ s is digitized by an 8-bit flash ADC with a quartz stabilized sampling frequency
of 10 MHz. H a signal is recognized by the threshold comparator, the two arithmetic units,
calculating 1 and 7 arc activated. The algorithms are schematically shown in the bottom
of hg. 2.
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Fig. 2. Principle of the new signal processing method for Bragg peak spectroscopy

The shadowed areas indicate sums of digitized values. A digital comparator determines
the threshold for pulse recognition and a pile-up inspector rejects erroneous results. The
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control of the working conditions and the data transfer is performed via the CAMAC dat-
away. The control logics, not shown in fig. 2, implements the coincidence conditions with
the DGAC, the pile-up inspection and the connection with the first level trigger logics. The
digital processing system is faster than the classical one by a factor of 10 and very simple to
operate.
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Fig. 3. Front-end gas detector module and part of the first level trigger

The First Level Trigger ‘

The DGAC TOF signals pass a blocking and pile-up unit (fig.3) connected with the

control logics of the BDP, if the BDP is free and reach the coincidence pattern register
KR13K [5].
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Fig. 4. CAMAC modules developed for FOBOS
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The pattern is analyzed by a majority coincidence unit KL360 [6], the outputs of whicl,
are connected with the central event selector. If the multiplicity condition is fulfilled and
there was no pile-up signal, the central event selector indicates a "good” event and sets
LAM.

To provide effective pile-up rejection the following conditions must be fulfilled to allow
an event for registration:

- no avalanche counter signal 12us before and 6us after the event,

- no threshold comparator responses in 10us before the event,

- trailing edge of the threshold comparator is within a certain time window relative to the
avalanche counter signal.

The computer first reads the coincidence register and then the conversion results of the
fired TDC’s and BDP’s. Then the blocking signal is removed and the system is ready again.

The Scintillation Counters Channels
The avalange counters and ionization chambers are not sensitive to low ionizing high
energetic light charged particles (LCP). Therefore a shell of 210 CsI(T1) scintillator counters
was decided to be arranged behind the gas detectors. A
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Fig. 5. Block diagram of the CsI(Tl) counter readout system

Figure 5 shows a diagram of the electronics for CsI(Tl) detectors. The anode signals
from the photomultipliers are splitted via a passive splitter-and-delay-box into the "fast”
and "slow” branches. The signals in the "fast” branch are delayed by 200 ns delay line
chips FLOETH PD24-20051D. The branches are connected dircctly from the splitter to
their respective F683C CIAFB ADC. The CIAFB {7] is a 96 channel 12/15 bit gated charge
integrating ADC housed in a single width FASTBUS module. The Gatel for Q.4 (100ns)
and Gate2 for Qo (2ps) are delivered by a REDUV gate and delay generator [8].

Each of the 16 splitter and delay boxes provides a sum signal for its 16 channels, which
is fed via a buffer to a discriminator. From the discriminator outputs a simple first level
trigger signal is derived and fed into the Gate and Clear logics.
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This "Cs] fired™ signal is sent to the central event selector. Getting LAN the Furocom-6
VME CPU after reading the gas-ball front-ends looks for the "Csl fired™ bit. If it 1s set.
after the finish of the conversion (the conversion time is near 1 ms for the 96 channels of
CIAFB ADC) data from FASTBUS modules are transferred to a buffer.

Then all conversion results are scanned and those exceeding a given threshold are added
to the event data. If there was an event in the gas-ball but no Csl had fired or the event has
been rejected by the gas part fast trigger. then a fast “Clear™ prevents the conversion in the
CIAFB’s thus excluding the 1 ms dead time.

The Data Acquisition and Analysis Svstem

Fig.6 shows the data acquisition system of the FOBOS at the middle of 1994, Seven
CAMAC crates at digitizing and control level are connected with the main VME crate by
means of the parallel VSB Differential Bus Fxtension (VDB bus).

[n the main VMI crate a single-hoard computer EUROCOM-6 with 68030 CPU combines
the separate data to events. .

The STR 723 [9] VSB/VDB converter is placed in the ELTEC VME crate at the rear side.
It connects the VSBbus to VDBbus. The STR 723 is operating in VSB-Master  / V'DB-
Slave mode. The CAMAC to VSB interface is a single width CAMAC Crate Controller
STR610/CBV driven from the VMIS Subsystem Bus (VSB) via the VSB Differential Cable.
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IYig. 6.Configuration of the data acquisition system for FOBOS experiments

The CBV occupies the station N=24 and requires a connection to station N=25 via
another CAMAC module c.g. STR611/DMS (CAMAC Dataway-Display and Dummy crate

controller). The STR610/CBV maps a portion of VSB address space to CAMAC C.NALF
and generates single CAMAC cycles from cach proper VSB evele.
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A FASTBUS Crate which contains the 96 chiannel ADCs for Csh readout is connected
to the same VB bus. Furthermore  the STR330/CPU CERN Host Interface-FASTBUS
processor board(MC63030), the STR330/VSB 1/0-Port. the STR330/LAN Ethernet modul
are placed in our FASTRUS MIN[-Crate. The STR330/VSB 1/O-Port provides an interface
between the CHIP and the ELTEC VME workstation. The STR330/VSB operates in the
Slave mode. The CIIP data memory is directly mapped into the local VSB address space
and the VME Eurocom-6 processor module is treated in the same manner as any local
mermory.

An ELTEC VME-station is connected to a special Fthernet segment and further by a
fiber-optic link to the pVAX and SUN computers in the computer center (see fig. 7). Real
time operation system 0S-9 (Professional) released by Microware is used for a 63030 based
VME ELTEC and FASTBUS CHIPS modules. All time-critical tasks of the data acquisition
are moved to the VME and FASTBUS processors.
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Fig. 7. Architecture of the FOBOS network in 1994

The HOOPSY data acquisition software system (9] resident at the uVAX has been mod-
ified for VME Eurocom-6 and successfully applied in a first FOBOS experiment. The data
collected on the disk of the SUN Sparcstation-10 are stored on Exabyte tape. Quasi-on-line
monitoring of collected data is performed by several PC’s with the help of the ATHENE
data analysis software [10] having access via LAN to data just written on disk.

The data file structure is characterized by sequential event storage into closed blocks of
fixed length. All events are stored completely. The information about the data file structure
is assigned to the programm by header blocks. '

The evacuation and gas supply system of FOBOS [11] is based on a SIEMENS S5X
Multibus I system and SUN Sparcstation SLC computer. It controls 64 ADC and 16 DAC
channels and 352 digital input and 288 output channels within a Multibus I crate. The
necessary cyclic data transfer to the SUN station is implemented via special TCP/IP socket
prograimming. The pressure-time behavior of any of the 64 measuring points can be displayed
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on the screen of SUN. Ilach on-line diagrani shows the pressure history at one of a measuring
points during the past 30 minutes. On the SX system first programs for error handling have
been impiemented. [n case of an error, a message window with explaining text is opened
and an acoustic signal warns the user. If the pressure values exceed the permitied range,
high voltage i1s switched off automatically.

A DECbridge-90 has been installed to connect FOBOSNET segment with evacuation
and gas supply system Ethernet segment.

To control high voltage channels of the CAEN SY403 and CAEN SY127 Systemis these
systems have been connected to DECserver-200.
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Cucrema cpeMa HHQOPMAIUA ¢ IDCHQPOBRX Kaep
Ha OCHOBe BpemauudpoBeix  HpcobpasoBaredcit ¢ 2 HC pa3peulcHUCM

B ctaggapTe KAMAK

B.B.Cuaopxuu
Obvedunennviii unemumym fKdepun uccaedosanwit, Jybna

CucreMa cheMa undopMatiny ¢ ApeRGOBHIX KAMCP PeatioBaia Ha OCHOBC TPeX THHOB 610-
KOB — BpeMsumcdpoBoro npeobpasonarena (BLII), raimep reneparopa (T1) u cybuourpos
nepa, pasmemaemnx B onnoM kpeiire KAMAK. Dasosyio wacrs cucremu cocrapisior 6ioku
BUIT u TI". Korna upensapurennioc cunTHBaH®e @ YIIAKOBKA MIKOPMAIIMH  NO3BONSET YCKO-
pUTh nepefady JAaHHKIX, MCIOAB3YCTCA cyOKoHTpoJiep. B obuieM cilydae, ¢ 11CIbIO OIITUMM3A UM
XapaKTEePUCTHK CHCTEMBI B 11eJIoM, BJIOK cybKoHTposuiepa paspabaThiBaCTCH 110 KOHKPCTHYIO 3a-
Aady, MOITOMY BapHaHTH €ro peamdsaldH B januol pabore He paccMaTpHBAIOTCA.

Ternuvecxue rapaxmepucmuxu BI[IT:

- gucno Bxomos ais curnasion "STOP” - 16, yposeus ECL:

- AMAnasoH W3MEPAEMbHX MHTEPBAJIOB Bpemenu - 500

- 9MCJI0 JIBOMYHHX pa3pa/ioB - 8 buT;

- paspelleHHe - ~2 wuc;

- MaKCUMalbHOe BpeMsA lnpeobpaloBaHuAa - 12,5 Mkc;

- gacrora 3anojdenusa - 20 Mru;

- MHTerpasbHan neaunenocts - 0,2 %;

- YUC0 UBMEPAEMBIX MHTEPBAOB BpeMend - 4;

- METO/ W3MEPEHUn - JBYXCTaJMAHOE MHTEr PUPOBAIIUC.

Buox BUII sunonen 8 monyre KAMAK mnpm{m IM. Ha cro nepeaneii nancau pacuo-
JIOKEHN cllepylowue pasveMul tuna ~LEMO”

- arod "CLR” - obunit copoc BUII, npusenenne ero 8 ucxonnoce cocrosune;

- 8zod "STROBE” - na s1or passem nocryuaer curnan “STROBE” or ralimep-renceparopa;

- azod "CLOCK?” - na stoT pasbheM NofacTcs TakroBas dacrora sanomneuns ([=20 MIu).
Bee tpu Bxoma umeior [1,,=50 Om u paborator o1 orpunarciapitnix curnaios NIM.

Ha uepcanedt nauean 6noka pacnosomen Bxojiiol pasbvem 2Xx 17, Ha korophiil Hoctynaior
curantt "STOP” (16 xananos ckpydennnx nap).

Baox BT avinoansem caedyowue xomandwe HKAMAK:

- F(0)A(0) - areuue pauwnwx u3 6ydepa: Q= - ganusie B 6ydepe ccrn, Q=0  pannnx
B 6ydepe ner. Ilo neuernomy obpamennro xomamguni F(0)A(0) cumrnBalorcs koj Bpemenu
(R1-R8) n xon nomepa BUII B gaunom kpeitre (R9-R13). Tlo uernomy obpauenuio komarjint
F(0)A(0) cuurnBalorcs cooTBeTCTBYOWME HOMepa ¢pabOTaBIIMX BXOJIOB B HO3NIHONIIOM KOJIC
(R1-R16).

- F(8)A(0) - uposepra nanuuua sanpoca LAM, Q=L.

- F(9)A(0) - 6aoxuposra sxonos Bx1-Bx16 ana kaan6ponku BIIIL. Buokuposxa ormenn-
erca voMmanjamu F(11)A(0), Z, C.

- F(11)A(0) - obwutt c6poc BLII.

- Z + C - obumit cbpoc BLIT.

Ternuuecxue rapaxmepucmuxy maiisep-zenepamopa. bupk T upeanasuayen jnn supa-
Gorku ynpasasiomux curnanos "STROBE”, "CLR” u wacroru sauosuennsn (20 MIu).

Ha nepenueii nanesu 6ioka pacuosometn ciaegyoume pasvemn LIEMO:

- exod "CLR” - ¢bpoc Gnoka B UCXOAHOC COCTOAHUC;

- evrod "CLR”  rpansutHmid seixon curuana " CLR”;
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-arod "START™  wunnMasiusaiis poiecca aMepelins:

- swzodue "STROBLE”  wepes »tn pasvemnr (10wr.) 650k Begaer curhaia "STROBE™.
KOTOPUH onpeacater jumteaptocts otuupanua sopor BLIT.  Jladteasnocti storo curnaaa
MOMCT H3MCHATLCA 1POTrPaMMHHM ciiocobom or 50:  jgo 700 He ¢ warom 50 He. Take upo-
IpaMMIBIM CHOCOGOM MOIKIIO M3MCHHTL Beantuuuy mara no 100ns. CoorsercTBenno auanaszon
sumnreastocredt curnaga T STROBE™ meusnercn or 100 no 1400 nc;

- awrzodue "STR/f’ - nsa BLIXO/A, KOTOPHC BLUIAIOT B 3aBUCHMOCTH OT NMOJOKCHUA NCPC-
MBIUKH Ha miarte subo umnyanen "STROBIE” | nu6o uMmnyasew rakrosait yactotw 20 My, Uu-
HYJIBCH YacToTh 20 MI'y HOJAIOTCH Ha Pa3BCTBUTC L CUTHANOB (OTACabuLH Ha0L), ¢ KOTOpOro
ol paszsoasrca tia coornercrnyiomue sxoast BLIL Bee curnanm vposua NIM (orpunarcin-

nue) Rax = 50 Owm.
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Taiivep-ccucpamop swnonacm cacdywuge vosandu WAMAR:

- F(8)A(0) Q=1  uporepra namwann aaupoca (LAN) jpannuy 6iaokowm.

- F(10)A(0) Q=0 ¢Hpoc uerornura LAM.

S FH)A(0) Q=0 obuwmit ¢Opoc, (anazor 7 4 ).

SF6)A(0) Q=1 sanuen: WE-WE koocmreannocrn erpoba. WH-W6  subop peaina
pabore. W7 BHGOp mara uaMeHceHus JUIMTCIH0CTH c1Tpofa: WT=0 — war pasen 50 ne, W7=1
~—tuar paseH 100 Hc.

- F(24)A(0) Q=0 6aokuponka ucrounurka LAM.

- FF(25)A(0) Q=1 saunyck rencpannn crpoba, F(25)A(0) Q=0 romauna ne spnosuncua,
noroMy uto: UaM He coorsetcrsyver pekum (WHZ0D, WEF0), man e saxonauiacn npejniiyinui
UMK HIMEPCHUA.

- F26)A(0) Q=0 cunrne GiokupoBrn ¢ nerodtinka LAM.

- Z+C obuwmit cOpoc.

Pexcumnt pabomur maiismep-cenepamopa:

WH=0, W6=0 1o romanje F(16)A(0) sanmucuBacTcs Kojl JUMTCIALIIOCTH FCHEPUPYCMOIO
crpoba (WI1-W4), 110 camoil reHepanun #e IporncxojiuT, ¢ MOKHO HHUIHAIUZUPOBATD 1O KO-
mansie F(25)A(0).

Wi=1, W6=0 - no romanue F'(16)A(0) sanucwpacrcs ko antensioctn crpoba (W1-W4),
nocie yero no uMmuyascy F(16)A(0)S2 renepupyerca crpob. ToT peMUM UCHONLIYCTCH 1IPH
kaiubposke BLII.

WhH=0, W6=1  pexum paboru or suemnecro curnaja "START” ¢ nocnenyione# 6aoku-
poskoit Bxona "START™. Vorosnocrs 6oka k npuemy nosoro curunana "START” soccrana-
Hiamsaerca aubo 110 komamue F(16)A(0) ¢ 3anMCbIo COOTBETCTRYIOWETO CIOBA COCTOANINA, TUDO
no curnaiy  Z+C+CLR+F(11)A(0). B nociaejkem ciyvae ¢jaoBo COCTOANUI, ONPCACIAIONICE
peknM pabotel TalMep-renepatopa, coxpauserca. Jlnureasnocrs crpoba B anHoMm pemume
OLPC/ICAACTCA OTACALHNM (POPMUPOBATENCM U 3aJIa€TCA 1P HACTPOUKC.

Wi=1, W6=1 - pewum suemtero crapra 6es dioxuposin sxona "START” . Biok byser re-
nepuposath umnyascel "STROBE” na kamamii curuan crapra upu yciaosuu, 4ro oy 1pUXoLT
¢ 11epUooM, BOLIIUM, YCM JUIMTCABHOCTD F€HCPUPYCMOIo UMNYIIbCA. DTOT PCKUM MCIIONb3YCTCH
upu Hacrpoiike. Jlmureawnocrs curnana "STROBE” 8 sroMm pewuMe raoke onpejenserca
OTCIbHBIM (POPMUPOBATCICM M 3a/1aCTCA 1IPH 11ACTPOHKE.

[la puc.l apexacranaena baor-cxema BILIT w TT') a rawke ykasana cxema ux coenunennn. B
pabore JIJaHHO| CHCTEMBI BHJICJARIOTCA IBa PCHAMA -~ PCHUM KaAubposxu U PEKUM U3Mepenus.

B pewume xaaubposku TI 1o komanjie F(16)A(0) Bhigaer kanubposanusie umnyascel “STROBE”
JUIMTENBHOCTD KOTOPBIX OLIPEACICTCA collepRUuMBIM pa3pasoB W1-W4 cnosa cocroanua. B nau-
HoM peskuMe Brewnuil crapr 8 T sabiokuposan, a 8 BLITT komango# I'(9)A(0) sabroxuposan
sxoan curnanos "STOP”. Takum obpa3zoM cucTema WzoaupoBaHa OT BHEUIHUX CUTHAJIOB.

[Hepeminm dponrom curnana "STROBE” s BLIT wauunaerca nuHedun# paspan Gukcu-
pOBAIHILIM TOKOM KOHACHCATOPOB B cxeMax ~time-to-time” npeobpasosarenen. Paspan npoxon-
Kaercd JIo 3aanero ¢ppontra curnaisa "STROBE”, no koropomy naunnaerca obpatHuil npoiecc
3ap#/la KOHJICIICATOPOB MocToAHIHM TokoM 8 I{ pas Mcubuel sennuunn, rae K-xosaddunuenr
pacrakin. B ranwom BLTT K=25.

Omospemenno no nepejpiemy dpouty curaia "STROBE” B cxeme dazuposku ocyue-
CTBJACTCA 1IPUBA3IKA K onpe/enentol ¢dase curiana 4aCTOTH 3amnoNHEHUA, [10C]IE Yero CUIHal
yactorn 3anosuenda 20 MHz nocryunaer na sxon CLK 8- paspaasoro cunxponHora cyer-
quka (2xSNT74LS161). B moment (ana kamjioro npeobpasoBatens oH CBO#), Kora NOTEHIUA
fla KOHJICHCATOpaX BOCCTAHABINBACTCH JIO IIPEKHCH BCIUYUHB, CpabaTHBAIOT HOPOTOBLIE CXEMH,
BHPABATHIRAIONIMC UMITYIILCHE 3AITUCH, 110 (PPOIITY KOTOPBIX IIPOMCXOIMUT 3aMUCh NOKa3aHUH| cuer-
YMKA Ha JaiHBA MOMCHT B cooTReTCTRYIolMe 8- paspaausie pernctpu (SNT41.58374 - 4 wir.

40



o 0AHOMY Ka Eawjni npeoGpasosarens). Orvomenne £o)a, KOTOpUN 3alIMCHBACTCSH b KaIOM
peructpe u auurensuoctu curiaia "STROBE” sanaer rosdgrdmiment npeobpasosanns coor-
BCTCTBYIOWCTO Ppeubpa3oBarcin.

B pexume uswmepenus cucreMa sanycraerca o ucpeanemy (poiry BHEWHEro curvana
"START”. Bxoaw Bx1-Bx16 8 BLII pas6moxuporanu. JJnureapsocts curnana "STROBE”
3a@MKCHMpOBaHA NPH HACTPONKC ¥ paBHa UM YyTh GONLIe H3MEPACMOro MHTCPhAia BpPSMCHM
(B lalHOM cay4yae - 310 €CTh MakCHMalbhoe epeMs fipefida). B Gnore BIUI B stoM pemnme
NOTONEUTCNHHO NOAKIOYAKTCS CXEMa YIPABNCHHA 320MChI0 B MAMATE KOI0B CpaboTaBUlix nXo-
nos (16-  paspsarbit LosunmroHEs# Kom), cxemMa BHpaboTI CHI'HANOB HPCPHRBAHI CTa/IMR
paspsA/ia KOHJISHCATOPOB M LCPCKJIOUEHNEe Y B CTaJHI0 3apfAa,. ¥ CXeMa Noacdera yucna co-
Eurutt (MC10141), roropas 3arem onpefcnser auavyenre crrana " Q" upl yrennn nauyux n3
Gydepa BILIL. Buoxom BIIIT  no okonsanur upeobpaszopanua 1 0py Hamigiy xora G oqnoro
cobuTHA BHpabaTthBacrcs curnan LAM.

ITo curnany "START” 6nox T1" raioxe supaer curnan LAM. B aasucumocTit ot nonoxciza
HepeMBIYKM Ea niate sanpoc BupabarwBaercs nubo Henocpeacteento no curuany "STARTY
2160 MO MepenoNHEN®I0 BOCKMEPA3PALHOro cYeTYHKA. 13peMe sanoniens CICTUHKa CUIHANON
yacroroil 20 MHz cootBercreyer MakckMansoMy Epemeny 1peofOpa3s’oBanua - HOfRICHUE Cli-
rHafia 3anpoca B 3TOM chydac ByjieT 03Ha¥aTh, YTO lipolecc vaMepenus so neex BI aaseputci,
M MOMHO CUMTHBATL HHOPMALHUIO.
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SJIE’KTI)()HHaII anmapatTypa 4epeHKOBCKUX JCTCKTOPOB

JJIA PCTMCTPAUMYA WUPOKUX aTMOCH CPHEX JTUBHCH

AW Kinumos, E.A Meneuwko, A.I "Mopoios
Poccutickuii nayunwii yenmp ”Kypuamoscxuii unemumym”

F.H.,[IynKMH', ﬂ.A.Ky3bMW~ICBz, A A Nasbxon’
VHUHUAD TITY, *HHUUAD MT'Y, *HUUTI® U1V

B nocnengee Bpemsa mia pernctpanny wupokux armocdepusx ausnei (HIAJD) see qame
MCIIOJIB3YIOT METOMB, OCHOBAHHNE HA NPUMEHCHHHU JACTCKTOPOB YCPEHKOBCKOIO MAJIYYCHUA, BO3-
HUKAIOLICTO B KOHEYHOM CucTe B arMocdepe oT JMBHA KocMudecknx ayuei. lpeanonaracres,
YTO YCTAHOBKH C U€PEHKOBCKUMMU JIETEKTOPAMHU MO3EOJAT LIONYHYUTh JyUlllee YIJIOBoe paspelic-
HUe U Goslee HUBKHE IHEPreTUUECKHH MOpor, 4eM CUMHTHIJIAIIMOHIILIC YCTaHOBKU ¢ Hono01o#
spdexTuBnof miomanpio. [loaroMy npeacraBiafgeTcA NEpCUEKTHBHBM WCHOIL3OBAHUC LIHPO-
KOYTONbHHX YEPEHKOBCKMX YCTAHOBOK IUIAl MOMCKA JIOKANbHHX MCTOUNMKOB 'aMMA-KBAHTOR B
snepretudeckom uurepsase 10-100 TsB [1,2]. ’

DNEKTPOHHAR alllAapaTypa YCPEeHKOBCKOR YCTAHOBKUM ODHYIIO COCTOMT M3 HECKOJNBKUX O/H-
HAKOBBIX KAHAJIOB, B KOTOPHX IIPOU3BOMAATCA M3MePELUs BPCMEIIU HOABIICIIMA CUI'HANIOB B CBCTO-
IIPUEMHUKAX ¥ X HHTCHCHBHOCTH, & TAKIKE 0BIEro MacTeplioro HJIOKa ¥ CHCECM TCCTHPORaling,
HAKOIUICHMA W 06paboTku jaHHWX. B KawecTBE CBETONPUCMHHMKOB UCHOIL3ytoT Jubo napabo-
NMYECKHe 3epKaja, B poKycax KOTOPHX YcralaBauBaloT (poToymHomutean (1], nubo cienuain-
anposanunie doronpuemnurn ”Knaszap” [2], paspaboratinnie juin rnybokoBoaHoro selTpunioro
teneckona H'T-200. ®oroupuemnux ”HKBaszap” cOCTOMT M3 3JE€KTPOHHO-OITHUCCKOTO 1IPEjLy-
CHAMTENs, coficpiailero nonycdepuueckuit ¢ororaron auaMeTpoM 37 €M, CHUHTHIIATOPA W
obngHOrO hoToyMuowuTeaa. Buneresunit ¢ nonychepnueckoro $Hortokaroa EKTPOH yCKo-
psaerca nanpsxeneM 25 kB u nonamaer B cumutHansTop. l[la doroxarone OIY npu srom
powgaerca oxono 20 ¢orosnekrponos. Ilnomans dorokaroga cseronpueMmunka " Kpasap” npu
peructpauuu uepenronckoro ¢pponra HIAJI pasua 0.107 k.M.

Jlna nonyyenns HeoHXOAMMOIO YIJIOBOTO PA3pEUICHUA CBETONPUEMHMKMN J0IHIH ORTH pasiie-
CeHHl 1la cpaBHMTEJbHO Gonbmoe paccronune (ue menee 100 M), pu 5TOM CBA3b UX C MACTEPIHIM
0J0KOM M alnapaTypoll HAKOUJICHUA M 0BPABOTKHU JIaHHBIX OCYIECTBIACTCA € IIOMOUILIO KOAKCH-
aJLHBIX Kabenel, 3nauuresbHAA JIMHA KOTOPHWX LPUBOJUT K 3AMETHOMY HCKaKCIHIO ORCTPLIX
curaanos. BiMAuye sTHX MCKaKeHM# Ha NOTPEIIOCTH U3MEPEINK MOKIIO 0CJIabUTh, eCilu pas-
MECTUTh B MO/yJle CBETOIIpUCMHUKA anllapaTypy npejsapurtelsioft 06pabotku curuanson OIY
¥ nepegaBath mo kabeso crangapTHee no ypouam curHananl. s cokpaigenus uyucia kabe-
Jelt nHpoOpMaluA 0 BpEMEHH IIOABJICHUA CHI'HANA U €r0 aMILIUTY/Ie MOMET [ICPEAaBaThCH B BU/C
ONHOTO MMIyJhCa, BPEMEHHOE MOJIOKEHNE (PPOHTA M JUIMTEBHOCTh KOTOPOIrO XapaKTepusyioT
lapaMeTphl CHTHaJA.

HesloctatkoM Takoro cnocoba ABJIAETCA CYUECTBEIIHOE yBEJIHUEHUE MEPTBOI'O BpCMENH yCTa-
HOBKM, IOCKOJbKY NpeobpasoBaHuA aMIUIUTYAH B JUIMTCIBHOCTD I POU3BOAUTCA JUIAL BCETO OTOKA
CUCHANOB - KaK JUIH UONE3HBIX UMIYILCOB, TaK M JUIA WyMoBHX U donosux. O6nuno B Mojyie
CBETOIIpUEMHHMKA pasMellaloT JHIIb NpelycuiinTenb, pabotaroumit na qruunnd kabenb U BCllo-
MoraTeJjIbHEE y3jbl aninapatypl (CBETOJHO/N, UCTOYNMKN nuranua u Ap.). CxeMul npejsapu-
TeNbHOM 0bpabOTKM M KOOMPOBAHMA CHUIHAja BBIHOCAT B IIYHKT cbopa u obpabotTku undopMa-
UMM, YTO [O3BOJAET CTPOOKPOBATH MX CHI'HAJIAMH MACTEpHOIO GjloKa, cpabaThiBAlOUIETo ML
NP COBNAJICHUM B Npe/iellaxX 3a/JaHHOFO BPCMEHM MMIIYJILCOB OT BCCX OHNTHUYCCKHX MOJIYJICH.
CrpyxTypHas cxema Takol cucteMb npuBejica Ha puc.l. I3 s1oil cxeMe curuasin co ¢cseronpu-
EeMHMKA HOCIe HPeJBaPUTCILIIOro yYeuneius 8 npeaycusurene [TV nojaiores 1o koakeransiomy

42



kabeno B nyukr cbopa u obpaborkn ungopmanuu. lociie ckarna umuviancos 8 oboctpurene n
YCHIICHAA B YCHIMTCAC-PAIBCTBMFCIIC ONY NIOCTYNAIOT Ha HOPMUPOBATE:b €O CICAALIMM 10PO-
rom OCH wenocpeacrsenno n wa amuautyanuit npeobpasosarens A-K dyepes aunuio sanepikku
JIa-1. Qopmuponatens co cacauMM OPOroM OCY HECTRIACT aMILIMTYALUNA oThop M BpeMe-
HYIO UPHBAIKY K CHINANy, a Takke (POPMUPYCT JOTHUCCKUE UMILYALCH JUIA MactepHora 6aoka
M, upceobipasosarcan spema-kon -1, npceobpasosareas asizmryna-koa A-K u cueruura Cu.
B upeotpazosarciae A-K amnymen ®OCIH nenoavsyioren ana ¢1pobnpoBatua BXojoro muci-
HOLO [POIYCKATCIA, B MACTCPHOM BIOKE - JULA OCYHICCTRICHHA PCKUMA N-KpaTUNX coBlagCHuii
n npeobpasosareae T'H - 8 kanecrse eronosux. 3anyek (ctapr) npeobpaszosaresnn T-K upousso-
JIATCA BRXOAHBIM CHIHASIOM MACTEPHOro BIoKa, ¢ IOMOULIO IRNUK 3atepkku J13-2 ocvuectniis-
CTCA PCHAM OBpaNlCiiod BpeMeIlIol mKaNW, HOIBOMAIONMUE HCKAOUNTE HECTIONICIHWE 3a1IYCKH
npeobpazorarcein. lpeobpasosarcas A-1U 1pyn OTCYTCTBUH MACTCPHHX WMIIYIbCOB pabotact B
pesmMe BLICTPOro paspsjla HaKoHUTCAbNOR eMKocTH. MacTepnbii MMIVILC 3aHpeulaeT camo-
PazpAL U HIKULEKPYCT TPeobpasoBaline zapajla B KOjL U UCPCAAUY Pe3yIbTATOB lIpeobpasosatng
s marncrpaih KAMAK. Boamowen u apyroi pewum pabors npeobpasosareas A-K, koria
MACTEPHLNH UMILYJILC ACTOJIBIYCTCH JULE YUPABICHHA CTO BXO/ULIM SIHHCHITHIM PONVCKATCICM, B
5TOM Cliydac B Kadyectse JI3-1 HeobXouMo Henoib3oBatTh HIMPOKOTIOJHOCHY 0 Al IOrOBY IO JHITHIO
Ha CPABRUTENBNO BOALUIY 0 (HOPALKA | MKC) 3aIepIKKY, OUPEACIACMYIO 3a/ICPIKKOR cpabaTiBa-
1A Macteploro Gioka.
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Puc. 1. Crpyxrypuas cxema anfapatypsl YCPCHKOBCKHX JICTCKTOPOB JULA PCTHCTPAILIY
UIMPOKKX aTMOCKepihX NHBHCH

Xapakrepno#t ocobeuiiocThio paboThl ¢ CUTHANAMH OT SIMBHA YCPCHKOBCKUX (HOTOHOB ARB-
'NAETCA WMUPOKUA JIMHAMUUCCKAN AMAIIA30H AMILIUTY/L CHIHAJIOB H IIATRMHC HRCOKOTO CBCTOROTO
dona. [lng pacumpenusn perucTpapyeMoro AMHaMu4ecKoro AMAHAI0NA CORMCCTRO ¢ Ipeobpaio-
BaresieM A-I{ unorna Brkalonaior noporosw#t auckpumunarop /1, npu cpabarmnaunu xoroporo
3pperTUBHNA KoadduiMenT npeobpasoBana CHMKACTCH NPHMCPHO 1A TIOPHILOK.

Jlna paBor B yenosuax nucokol honoBOR 3aCKETKH HCNHONLIVIOT AWML Bacth annonos OV,
Tako# pemuM HOZBOIACT COXPAUNTH OUTHMATBLIN IO PARHOCTE HOTCHIHAJIOR MCOKJLY AHHOAAMA #
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coxpauact aunoan ot paspyinenus. Haanuue cgerosoro dona u cro duivirvainii nekakacy
Pe3y;IhTaThl aMILIUTYIHBIX MAMEPCHUHE, C 3TON TOUKH 3PCHHA BaXIO HTOOH ¢Bop 3apiila 0Cyle-
CTBIIAJCA B BO3MOAKHO KOPOTKOM BpeMcennoym okue (nopsaka 30 uc). Jlas ocnabuacunn Bamsius
3aTACMBAHMSA CUIHAJA B IMHIOM KabGelde Ha TOYHOCTL aAMIUIMTYAHBIX U BPOMCHHLIX M3MCPCHU]
MCT0ab3y T 060cTpuTelb 06, KOTOPLIA MOKET BUTH BLHIIOIHCH, HAIPHMCP, 10 CXCME YKOPOUe-
HUA UMOYAbCa MCTOOM KOMICHCAIMU MOSIOCA HYICM.

Yposetib cBeToBoro rora M €ro HecTabusILHOCTL ONPENEHAIOT 1H0pOr cpabaTHBalvs yCTa-
HOBEKH, KOTOpBIl ycTanassmsator ¢ 1omoutbio HATL, sanaoniero MmunmMasbunii yposeuns cpaba-
reiBauAa OCII. O6uuHO 3TOT YypOBCHbL COCTARIACT NCCKOILKO JICCHTKOB dpotoriekTpornos. (
11oMolLbio 6:10K08 cueTdrkoB (CU NPOU3BOAMTCH MNTCTpANLHLIK cUeT cpabaTuBalinil Kanajios
Mactepnoro 6joka. [an KainOpoBKU CBCTONPHEMIMKOB BPCMCHIBX M aMILIMTY/UIBIX TPAKTOH,
a Talkke TEKYHEero KOUTpoas ux crabuipHocru ucnoseayior cseroauonst CJL, paameuicunse n
MOJIYIHX CBETONPUCMIIMKAX M releparop sanycka cserojmonon 1'3C.

AMILIMTYNAA KaaubpoBKa NPOM3BOAUTCA M3MCHEHHMEM AMILIATY/IBL UMIIYILCA Ha CHBCTO/LMO-
Jlax, BpeMelias - ¢ MoMOILIO TTPEU3UolHON ynpaBiageMoil 3ajiepikku. Jlun peanusaiuu pac-
cMotpennoit cTpykrypuoit cxemst 8 PHIL "KKM” paspaboranu cieayomue dynrnmonansipe
MOJIYiIM: nipeaycusuteds u aeaurens ODY, ycuautens-passerBurels, 2-kanaanhpslii 610K ToOY-
HO# BpeMelHoll NPHUBA3KH, 8-KaHaAbHKWH aMILIMTYAHMA KOAMPOBIIUK ¢ GBICTPOR cXCMO#R Judeit-
HOI'0 1IPOIIYCKAIIMA 1A BXO/IC, 8-Kallabliblil BPEMCHHONR KOJMPOBILMK ¢ MUpUHOK Kanana 0,5 uc,
14-sxonoBnit Mactepublit 6ilok ¢ nporpaMMupyemoit Gyukiuei orbopa u ap.

Paspaboranunas annapatypa uciionbaoBaiach B YCPEHKOBCKUX YCTANOBKAX, PACTIONOMKCIBX
na Taue-1llane u B paitone ozepa Daiikan. Ycranoska na Taus-lllane [1] cocrour ua mecrn
JACTEKTOPOB, PACNOIOKEHHLX PABHOMEPHO N0 OKpYWHOCTH paauycom 115 m. Kawawii na ae-
TEKTOPOB IIPEACTARIACT COBON IIPOKEKTOPIYIO YyCTAHOBKY € 11apabosiMyeckuM 3eprajom auame-
TpoM 1,5 M B dokyce xoroporo cmonutuposan O®IY. Yciosua sanycka ycraloBku - Haaudue
B KQ/K/JIOM M3 LI€CTH JETEKTOPOB MMIY.hca, lipeBniualoniero ¢payKTyauun apes/ioro 1eba B 5-6
pa3. lllupoxoyronsias yepeHKOBCKas ycTaHOBKAa, COCTOABUIAA M3 ueThpex (OTONPUEMIIMKOR
"I{Bazap” B mapte 1992 r. 6pia pasMciiena 1a apjy oscpa Dailkan s Mecre pasBepTuBaHUR
riiyborosoioro Heidrpunnoro teneckona H'T-200. Tpu cBeronpuemiinka croaau B BepuimHax
PAaBUIILHOFO TPEYTONbIMKA a OAMH B lleHTpe. Paccrosline oT 1IEHTPaAbLHOro CBETONPUMIHNKA JI0
nepudepnitinx cocrasasio 80 M. Buiio saperncrpuponano oxoso 1.7+ 10* siusne#t (npu nopore
cpabatsiBanua 85 (porossexrpouos). B nacrosuice Bpemsa Benerca coopyxenue ycranoBku ¢ 13
oredéeTBeHnuMU Moy nAMHU B T'ynxunckolt sjonmnne B 50 kM rokuee ozepa Baikan. Onruaecune
nyHKTe ¢ dotonpueMnukamu " KBazap” OyayT pasMemensl BHyTpH KsajpaTa co cropono#t 300
M. OTaeabHble 1apaMeTphl YCTAHOBKY JUIA FaMMa-KBaHTOB ¢ sHeprucii 25 TsB:

- scpbexruBHan wiomans - 2 * 10° kp.M,

- yraosoe paspeuenuc - 0.15

- 3HepreTHyeckoe paspenierne - 50%.

CpasudTenbHans npocrota U jAeuleBU3Ha YepeHKoBCKoM Meronuku perucrpaunu HIAJIL ne-
JIal0T BO3MOMHBIM PAccMOTpPETh B IIePCIIEKTHBE MPOEKT HU3KOMOPOroBO# YCTaHOBKHU ¢ Bonbuen
>¢pPerrunnon maomanvio (1 k.kM u 6onee).

Jluteparypa
1. YcranoBka Ana perucTpaldi AHCKPETHhIX HCTOYHKHKOB raMMa KBaHTOB C HCIIONIb30BaHHEM
BPCMCIIHNX JCTEKTOPOB 4YepeHKoBCKoro uanydvenna. AutoHoB P.A.) Anoxumna A.M., lankuu
B.U. u np. Ussectun Axasemuu Hayk, cepua dusndeckas, .57, N4, 1993, ¢.177.
2. Illuponoyronsunit gepenkonckuit nerekrop LIAJl Ha ocHoBe nonycdepugeckux ¢oro-
npuemunkon. Anrtonos P.A., Fankun B.U., Usanenwo U.II., Kyssmuuen JI.A. u ap. Uasecrus
Axasemuu nayk, cepua pusndecnad, T.57, N4, 1993, c.181.
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[MOABOMHAS DNEKTPOHUKA HEHTPHHHOI'O NETEKTOPA

B.A . bBopuconeu, JI.A. Jonckux, A.M.Kuabykos, A .M .1{anmos, JI.A. KyasMmuuesn,
E.A Mencumko, A.I"."Mopoasos, H.E.Octawen,
Poccuiicxuii naywnuwii yenmp "Kypuamoacxuid uncmumym”, Mocxaa, Poccus

T.Tou!
YAI33H HOB3, Bepaun, OPI'

1. Hetirpunuuit tenecwon H'T-200

Jlerextop HT-200 [1] paspabatnsanca kak MHOTOMYHKUHOHAILHAA GUIHUECKAA YCTAHOBKA AJA MIpoBeLetsa
vccacoBalnit B 061acTH GUIKKU KOCMUUECKUX JyueH M HeATPpHHHON acTpoduanku. DPeannsanua sTux sagau
HakAaAMBaeT olipefecHiie TpeOOBalMA Ha U3MEPHTENbHYIO 3NEKTPOHKKY: /IS PEKOHCTPYKITUM COBLITHH 11206-
XOAMMA HANOCEKYHIHAH TOUHOCTL BPCMCHHEX M3MepeHull, IR ONIpeIcICHUA IHEPIUM ~ AMANIA30H aMIDIUTYIHHX
uamepcunit no 1000 potosncrrponon (¢.3.). Ctpemnenue ysennunts 3¢ PekTHBHENL 06beM fETEXTOPA 3a cueT
HOBHIUEHUA YYBCTBHTENBHOCTH onTudeckux moaynch (OM) npuseno x ilcobxogMMocTi perncrpaunu u obpa-
60TKH 0AHOGOTOINEKTPONHKX MMNYJscoB Ha BHxoje ¢oronpuemHukos. OM cosgan Ha ocHoBe rEGpHAHOrO
doronpueminka KBA3AP-370 auamerpom 37 cM, NoMellieHHOTO B MIPOMHHHA KOPIYC, COCTOAMIKR M3 ABYX 110-
NycheprudeckHX WILTIOMKUHATOPOB.
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Puc.l. Brok-cxema uaMepuTeabHOK 3/IEKTPOHUMKH CBA3KH

B OM pacnonomen BHCOKOBONbTHHE npeobpa3opaTead HANpAKeHUA AIA MHTAHHR KaMepPH 3JIEKTPOHHO-
ONTHYECKOTO YCHIUTENA HPKOCTH (HOTONPHEeMHNKa W NUTaHKA obuyHoro ¢.3.y., BXoadikero B coctan ¢oronpu-
emuuka. Jlaa cvema curnaao 8 OM ucnoabaywores GHCTPRA yCHAMTENb HMMNYILCOB aHOAHOTO TOKa GHOTONPH-
emHuKka (K.y.= 10), nna BpeMeHHHX HaMepeHUH, ycuauTens-MHBepTOop (K.y.= 3) MMnyabcop ¢ ll-ro aunona
$.3.y., ana namepenna amnantyad. IIpu 310M CKOpOCTL cyeTa POHOBHX KMIYJLCOB, BR3BAHHMY NMIIYJIbCaMH
TEMHOBOTO TOKa GOTONPHEMHHKE U OHOGOTOHHHM CBEUeHHEM BOJIH 03epa cocTaBuia AJiA Kamzaoro OM 50-100
KIl'u. Jdas addextusnoro nonannenns ¢poHa W BHACHEHUA COOGHTHH OT PCIATMBMCTCKMX YacTHIlL B JieTEKTOpe
MCNONBL3YeTCA ABYXYpPOBHeBaf TPHrrepHan cucreMa. Jlia pealH3auMs HUKHETO ypPOBHA TPHITEPHOM CHMCTCMH
OM pacnonoxeHn BIONL KaXAOA THPAKHAK TONAPHO U OPUEHTHPOBAHH (OTOKATONAMMN HOTONPHEMIMEOD BHK3
uau BBepx ( paccrosnue Mexay napame OM, cmoTpAumMu apyr Ha apyra 7,5 M, mexny OM, cmoipawwkmu
B pasHue croponu 5,5 M). Kaxaas napa OM pknioueHa B coBNajienna n obpasyer undropmalliolnufl xanaa
JleTeKTOpa, B OKOHYATeJEHoM EapuanTe jgerektop HT-200 6ymer coctonts n3 192 OM u 96 undopranuontnx
kananos. [Ipe napu OM umecior obuus cucremnuft Moayns (CM) u o6paayior Gy HHUMOHANLHYIO CARENIY 6
TekTopa - chasky. Kamaua CM cpasan c Gaoxom sackTpormnku risprasnna (B3OT), v crorw ouepean sce HRIT
cBA3aHb ¢ GaoKoM 3nexTpolinki Aerextopa (BI/1), e pacnoioxiena TpHITepHas cHCTeMa BTOPOTO YPosud -
MacTepHas cucteMa. dacktponiine 6i1oxn CM, BT u B3JY paamemalorca s kpefitax craugapra EUROCARD,
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cHabeHHHX KOHTPOANIepoM ylipaBieHUs U npeobpa3opaTelAMHU nocToAaHHoro nanpakerus 300 B, nojapaeMoro
c Bepera, B +5 B, +12 B (» 424 B aaa kpeita B3T'). Bee uudopManuottbie cBAsH BHYTPH JleTekTOpa ocy
L{eCTBIAOTCA KoakcHanpHHMH kKabenamu. M3 B3OJ] undopmanua nepenaerca B 6eperopoit HeHTP 110 JOHEOH
KabenbHo# auHMM. Huke NPUBOAMTCA onUcaHue cUcTeM H3MepHTeabHOH tekTponuku HT-200, npomemuux
MCIIHTAHMA Bo BPEMA FofANUHOM IKCIINyaTallMu NepBof craaun ferektopa - HT-36 [2].

2. MBMCPHT(’.J[EH&JI JECKTDPOIIHKA CBHA3KH

Auoanne uMnyascd napd OM nocTynaloT Ha BXoj cOOTBETCTBYIOHICTO 6I0Ka BHPABOTKH NOKAALIOIO TPHI-
repa. OH COCTOMT M3 JBYX [IBYXYDOBHEBHX AMCKDMMHHATOPOR M CXeMH coBlajieHu#t (puc.l).

Kaxauft aByXypoBHeBHA NMCKPUMHUHATOD BKJaIOUaeT B cebA TMCKpUMHHATOD BpeMenHoit upusasku (JIBIT)
¢ noporoM auckpumunaumu 0,25 al, rme al - cpegnas aMnanTyAa oAHOMOTOINEKTPOHHHX MMOYNLCOB .3,y
M auckpumuHaTopa ynpasaeHud (Jk1Y0) ¢ mporpaMMHO ynpaniseMiM 1oporom auckpuMunanuu 1. Jlaunan
cXeMa [03BONAET peaji30BaTh BHCOKOE BpeMeHHoe paspeluelive ¢otonpuemuura KBA3AP-370 pua onnodo-
TO3/IEKTPOHHKX WMIYJbCoB ( AnA Ayqwnx obpasuos muuTTep trw iy = 2 He). Jlas nogabiclus BepoHTHOCTH
onepexalonero cpabatusanua JIBI1 ot doHoBHX MMNYyNBCOB nepel HUM BBeJIEH CEJICKTOP AJMUTCALHOCTH, 110-
NABNAIONMA BCe OJMHOUYHHE MMIYIbCH (b.3.Yy., He cBAsaHHHe co cpabatwBanuem Qortonpuemnuka. C BHXOnaA
JABII uMnyascH AAMTenbHOCTHIO 15 HC MOCTYMAIOT HAa CXeMY COBIAJCHUM, BHIIONHENHYIO TakuM oBpasoM, YTo
$POHT UMNYJbCa COBIAJIEHHN ONpefieNAeTcA NMOABJIEHHEM NEPBOTO U3 COBNAAAIOUINX MMIIYJILCOB, UTO HO3IBOIACT
NOAABMTE 3alasAHBaoliie BpeMeHHHe oTcyeTH. JluHoaHHe uMnyiscHd Hapw OM nocrynawT Ha anajiorosh
cyMMaTop 6ioka nipeofpasopanuda amnautyan (BITA), Bunmonkennoro Ha ocHope cTpobupyemoro ipeobpasona-
tess sapaa-gavteasHocts 11011141, CyMMapHuit BXOAHOH 3apH/l 1IpeobpasyeTcd B ciyyae NOHBICHUA UMIIYJILCA
COBIafIcHUA, KOTOPHMA clyHHUT cTpobupyiommm curuanoM aas BITA. MaKCHMaﬂbHO(’.’B[)CMﬂ npeobpasonaiius
BITA 70 Mkc, 610k uMeeT Ba pexuMa paboTH - ocHoBHOM ¢ Ko3d dunmenToM lipeopasopanuns 1 ¢.3. na kanan
M JOMONHUTENbHHA 1A KanubpoBounnx usmepcuunt (0,05 ¢.3. na xanan). llpeaycmorpena sosmomnocts o7-
KJoueHud oT cymmaropa oanoro ua napd OM. C suixona BITA curHan crangaptHolt aMiinTyn (noKaabhHH#
TpUrrep), PpOHT KOTOPOro coBHaAaeT ¢ HPOHTOM MMITYILCA COBNAACHMA, a JUIMTEILHOCTH NPOROPIMOHANLHA
BXOAHOMY 3apAay, noaaerca B BOT ans nocnenyiouedt o6paborrn.

3. Baok snexrponuku rupaauaas (BI17)
B coctas BT Bxoaut 6 uaMepUTenbHHX KAHANOB, KOHTPOIIEp Nepelauk JAHIKHX U G0k 3anipoca (1ocie-
JHHMR OTHOCHTCA K MACTEPHON CHCTEME).
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Puc. 2. biok 31eKTPOHUMKMW THPIAHAH
Namepureabuuit xanan (Puc.2) conepwur 11-paspaanun npeobpasosarens spema-koa (I1BK), 10-paspannnn
npeobpasoBaTenr 3apa-Kol U cXeMy 3anucK HoMepa cobutHa. [Ipunimn paboru 11BK ocnosan na npeobpaso-
BAHKHH BPEMEHHOrO MHTEPBAJIA MEMIY CTApTOM (JIOKAJbHHA TPUITEP) M CTOLOM (MACTCPHHR curnan), koshdu-
uMent nipeobpazopanun pasen 70. [lpeobpasopaHunf ppeMenHON MuTepBAN 3atonHACToH YactoTod 15 ML or
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wpaphesoro reneparopa. Jluanason wamepern THHBK - 2 mic ¢ warom 1 e, qaindpdepeniinainbiag HeanneAuocTs,
< 1% Ecav Mannui JoKAabHRE TPUITCP HE BHBHBACT NOABICHHA MACTCPHOIO CHIHAAA B Teueline 2 MKC, hpe-
nHpasoBal e NPeKPAMACTCR, paspikaeTc HAKOUUTeabrHRA kowaencatop TTBK n uepes 3 mkc neGaokupyetcn
axojuoi kKomtapatop. Hpu cpegtem Temie cueta JokanbHux Tprrrepos 200 't 3¢ ek TUBHOCTL perneTpauum
MIMEPHTCIBHOIO Kalaia yMeHbIlacTcd ua-3a MepThoro speMenn [TBIK seero avwn na 0,1%. Nocae okonuaunun
1pcobpasosainy MHPOPMALMA O BPCMCHH M AMINUTY/Le HePENUCHBACTCA BO BHYTPeHHWA 6ydepHuft pernctp
M3MCDHTEALIGPO KAHAJLA, 0CBOBOKAAR CUCTHHKU BRPCMCHHOTO W aMITUTY/IHOIO fpeobpasoBaTceicit an obpa-
HoTku caejlyomero dokannioro 1purrepa. M3 6ypeprux perucTpob MHGOPMAILMA CYHTHBACTCA 110 MATUCTPadln
KPCHTA KOHTPOAACPOM Nepeaun JantiX. JUIA MACTEPHOR CHMCTCMH B WU3MCPUTENNHOM KaHasje hOPMHUPYETCA
CHI'HAT 3aHPOCA JUTMTEALROCTHIO (.5 MKC, HPKBABAHUHNA 110 BPEMCHHM K PPOHTY JIOKAJILHOTO TpUITepa. 3allpockH
€O BCCX MAMCPUTCILIHEX KANAJIOR THPIAIIN CYMMUPYIOTCA AAJIOTOBHM 06pa3oM B BI0Ke 3aNpOCOB H HOCTY HIAIOT
8 B3] B 6acke sanpocon umeetcd 6 paspaaniHi cHeTURK ToMepa coDHTHA, MIMEHAIOUMA CBOe COCTOANINE ¢
HPUXOJOM oucpeanioro Mactepiioro curnana. MudopMaiina ¢ 3toro cuetuumka nepeiincusactea B 6ydeptinii
PETUCTP MAMEPHTEILHOTO KAHAJA, M NCHONR3YCTCH BEPCrOBEM KOMITLIOTCPOM JUIA 0OBEAMIICHNA JAHHEX ¢ pa3-
JAMUTHX UAMCPUTCABLHEX KANANOB B OAHO COBHTHE.

4. bhaox SNCKTPOHUKU NCTCKTOPA. I\*la("r(‘pnan CUCTCMaA

MacTepuas cMcTeMa NCioIL3YeT METOA ATTAJIOIOBOTO CAMKCHNUA UMHIYALCOB CTANNAPTHON AMILIMTYN ¢ HOCHe-
AYIOUICH aMILIMTYANOR cexckiei conttaacnuft [3]. CHrnadk 3apocon MIMCPHTCILHNX KARAA0B BCOX THPIIAIL
JCTCKTOPA OGHLCAMIAIOTCH B ERIKMA 10TOK cyMMaTopoM Bioka Mactepa (BM) # nogatotes na Bxon amckpu-
MUHATOPA € YUPABJIACMEM [OporoM. Jlnanason JMCKpUMUIIAIAKM COOTBCTCTBYCT perucTpalimn | - § gpaThux
copliaficHui curuanon sanpocon. llpun cpabaTHBaiun AMCKpUMUIATOPA POPMUPYCTCH MACTCPHHA CUNIALL, KO-
TopHA nepegacrca o usee BT nerektopa M cyRUT oOHIUM CTON-HMHYJILCOM JUTA MU3MCPUTCILHHEX KAHASIOB,
MIIKPEMEeHTUPYCT CHCTUMKH HoMmepon cobGRTUR B Baokax sanpocos 1 BM u noctynaer s 6Gaok taismepa. llpy
HLORBACHHU MACTCPHOIO CULHAJA COCTOAIIUE CUCTHUKA BPCMCHHU TARMEpPa M cHCTUKA HoMepos coblatui LM ne-
PCHUCHBAIOTCA BO BHYTPEIHUC PCTUCTPH, 3aTCM UIPOPMATIMA CHUTHBACTCH KOHTPOINICPOM 11ICPeNaih TAHHLIX
u nepepaetca 8 Geperopor koMustep. Jlua getextopa HT-200 nepsuuannd notox MHGopMald COCTABARCT
2+ 107 T'n. Mcnonbayemad JiyXyposlicnan TPUHITCPHAA CUCTEMA 0BCCICUMBACT noaasRenue Goltopux cpaba-
Thsanuf jio 0,02 Ui juin MacTepioro yolosua 4, #pu 3TOM TeMIl CUCTA MIOOHHNX COGHTURA coctanader 100
I'n.

5. Kammbporka aerextopa

Hamepehue # KouTposs ycuiicuua HOTONPUEMITMKOD OCYIRCCTRIAACTCH [IPM NOMONIM HIBCCTIION NPONC/Y Pl
KalMBPOBKK, Kcnonb3yloned napaMeTph MHOrogoTo3CKTpolHoro nuka. KpoMe Toro, npu pabote B Tecto-
BoM peuMe BIIA uMceTca BOIMOKHOCTE HKEMOCPEACTREHHOTO M3MCpPenuA ntoporos auckpumunann HBJUT u
11apaMeTpoB OAHOGPOTOSNCKTPOHHOrG PACHPCACAEMA UMNYILCOB GOTONPUCMUMKA, UTO AOTHOIHWTEALHO CY KHT
cnocoboM usMepcina ko3 pgpuitnenta ycuachna tpakta. OAHOBPOMCHHO ¢ AMIINTYAHOR KAAUOPOBKOR HAMepPH-
etcn mupuna kauana [TBK ¢ tounoctuio 0,001 ne. Hpu 3ToM B KAUCCTBE CTOHOBRX HUCIHOABAVIOTCH MMIYALCH
¥Bapuesoro redepatopa ¢ vactoto | MI'm. Onut skcunyatamuu 1'T-36 nokasan, uto mupuua kanaza HHBK
Meiserca 1ic 6onee, uem na 0,002 uc. Jlan onpencacius miMpuayantix (3NEKTPOHHKX M KABCIBIHX ) BPeMeH-
HWX 3aACPKEK UHPOPMAIMONIHX KAHANOB ACTCKTOPA UCHONLIYETCH a30THWA nasep (UIUTEIALIIOCTE CRCTOBOTO
uMiyabea 0.3 nc). CoeTonue UMHYNLCH PA3BOAATCR OT Ja3cpa HPH HOMONM NAACTUKOBHX ONTOBOJOKON PARHOH
Annnu Ko scem napaM OM jnetcktopa. FWHM pacnpeaenciius pasnocTi BpeMeni cpabaTRatiA iy X Kanaion
OT NA3eplBX UMITYJALCOB coTabligeT 2 1ic. 31as YKo UMIYALCOB JIAa3epa M YKCIO UMITYALCOR, 3apCerucTpHpo-
BANNBX KAMABLM KAHANOM MOKIIO BHUUCIUTL 3PPOKTHBIOCTE PETUCTPAINK JLIA BeeX Kananon aetektopa. [l
HT-36 s dextusiocts peructpanmu coctannaet 96-98%.

Jlureparypa
1. LA Belolaptikov, |..B.Bezrukov, B.A Borisovets et.al. Status of the Lake Baikal Neutrino Detector.. The Proocidings of
the 26 International Conference on High Energy Physics, Dallas, 1992.
2. LABelolaptikov, L.B.Bezrukov, B.A Borisovets et.al. The Lake Baikal Telescope NT-36 — A First Deep Underwater
Multistring Arvay. Preprint DESY 94-049, March 1994,
3. JL.B.Beapykon, JI.A Jloucknx, A.M.Knabykos n np. INCKTPOHNAR CUCTEMA HPCABAPUTCALHOTO 0Thopa
coBHTUR ray6okosoanoro nedtpuutoro teaeckotta H'I-200, Mpeapunt UHAU - T39/91
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ENHANCED TIMING CHANNEL FOR SPECTROSCOPY AMPLIFIERS

K. lanakiev, T. Grigorov
Institute for Nuclear Research and Nuclear Energy, Sofia, Bulgaria

INTRODUCTION

Timing or fast channel in spectroscopy amplifiers is intended for recognizing detector
pulses with the lowest noise threshold and resolving time attainable. In amplifiers
with time invariant filtering [1] it has an auxiliary function as timing information for
the pileup rejector is mostly required in mcasurcments at elevated and high counting
rates. State of the art amplifiers with time variant pulse processing [2] however,
entirely rely on the timing channel in overall control of the filtering process.

Optimal pulse filtering is essential in the fast channel, as noise level at the input of
the threshold discriminator depends on the duration and shape of the pulse to be
detected. Resolving time is determined as the pulse duration above the noise level. Its
choice is a trade-off between the acceptable noise level and resolving time.

Purpose of this work is to analyse noise and timing performance of some methods of
filtering in the fast channel and suggest an altcrnative design concept.

DESIGN ASPECTS

Let's consider the typical case of pulse processing from the detector to the output of
thc fast pulse shaper. Typical peaking time of the prcamplifier output pulse is
between 100 ns and 500 ns dependmg on the duration of the detector current pulsc.
For practical reasons, gain stages in the spectroscopy amplificr are common to both
its slow (energy) and fast (timing) channcl. Their bandwidth is selected wide enough
to rctain precamplificr risetime up to the fast channel input. No specific low-pass
filtering is commonly applied. High-pass filters implement either CR or delay line
differentiation with time constant of about 100 ns in most cases, usually passive.
Due to the mismatch of low- and high-pass filtering time constants, resulting pulse is
asymmetrical. Its peaking time is defined by the limited frequency response of the
precamplifier and the amplifier gain stages. It decreascs exponentially to the baseline,
thus degrading resolving time at low noise levels.

Symmetrical triangle represents the optimal pulse shape in the fast channel for the
following reasons:

e it has finite duration at zero noise level;

o with respect to the noise, which is of series type in the fast channel, symmetrical
triangle has the lowest delta noise index for a predefined pulse duration [3].

A filter producing pulse with a similar shape is described in [4]. Bipolar pulse is
formed with two delay lines and then RC integrated. Unfortunately, implementation
of this sophisticated design is difficult.

As an alternative, let us consider a quasi-Gaussian filter similar to that in the energy
channel. Shape of the resulting pulse is symmetrical, but with an exponential decay to
the bascline, hence with poor resolving time. Introducing complex poles, however,
can fix its duration. Thus the quasi-Gaussian filter can provide noise performance
similar to that of the symmetrical triangle at the cost of additional low-pass filter with
time constant equal to the differentiation one. On the other hand, this function could
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be performed within the existing amplifier gain stages. Their frequency band could be
limited to the actual filtering requircments in the fast channel. Complex poles can
casily be introduced by a damped LC loop connected in series to the differentiation
nctwork.

This design concept offers the following advantages:

e no additional IC's are needed for the low-pass filter;

e due to thc limited frequency band after the amplifier input stage, frequency
response requirements for IC's are reduced. This is of particular interest in the
design of low-power spectromecters.

ANALYTICAL RESULTS

Model analysis

Model analysis of noise and timing performance has been accomplished for
quantitative assessment of the filters discussed so far. Circuit diagram of the model is
shown in Fig.1. RC integrators with time constant t; represent the equivalent signal
bandwidth limitation set by the preamplifier and the amplifier gain stages. Time
constant 14 is defined by R, and C,, respectively. Components of the resonance loop
are labelled Lo, Co and Ro, respectively. Since the amplifier input differentiation
does not influence fast channel transfer function, it is not included in the model.
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Fig.1.Circuit diagram of the models analyzed

Four filters were analyzed, the commonly used CR-RC and delay line (DL), both
with mismatched time constants, quasi-Gaussian (G) and quasi-Gaussian with
complex poles (RLC). Analysis was carried out with the PSPICE simulation package.
Step voltage with 1V magnitude was generated at the input (TP1) for transient
analysis. White noise with spectral noise density of 1V/YHz was generated at TP1 for
the noise analysis.

As noise performance depends on both pulse shape and duration, it is suitable to
compare different shapes with equal durations. Resolving time of each shape is
determined as the duration measured at relative threshold 0.5% of its maximum,
which corresponds to the typical noise level of a spectrometer with coaxial Ge
detector in the energy range of 2 MeV.

ouT _ouT
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Shape of the output pulses

As a first step, time constants of cach model were selected to match the real pulsc
shapes. Integration time constant t; was selected for CR-RC and DL to produce a
pulse with peaking time of 200 ns at TP2 as a responsc to an exponentially decaying
pulse at TP1 (t3e=0, Tgecay=5us). Differentiation time constant 14 and delay dt were
100ns, respectively. 1; = 14 = 100 ns for G and RLC. R,=500 ohm, L, =82 uH and
C,=27pF were selected to produce nearly symmetrical pulsc and undershoot with
minimal amplitude.
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Fig.2.Shapes of models analyzed
9 1o ] Resolving time of ecach shape was
-E . calculated and then 1; and 14 scaled to
%o 4 form 500 ns normalised resolving time.
3 %8 Resulting timing values are given in
d% 0.6 — Table 1 and shapes shown in Fig.2A.
e 0.4 — Detailed view of close to zero
5 02 — behaviour of normalised pulses is
“ o }——rrrm—rrrrm——my  Shown in  Fig2B. Pulsc duration
o1 2 " 4 7 5 4 2 5 ., dependence upon relative threshold is
' Relative threshold [ % | based on this data and shown in Flg3
Fig.3
Table 1
Umax Unoise S/ N Tmax Tmax/ Td T4 T;
mV mV - ns - ns | ns

CR-RC | 447 1.37 | 326 | 101 0.198 69 | 23

DL 426 1.04 | 410 | 179 0.358 158 | 36

G 227 0.63 | 360 | 131 0.262 40 | 40

RLC 433 1.01 | 429 | 232 0.464 90 | 90

As seen in Fig.2B, complex poles of quasi-Gaussian filter provide finitc pulsc
duration at zero level, similar to [3].

A possible drawback of the undershoot introduced by complex poles is the
probability of not recognizing small pulses arrived during its period. That probability
is proportional to the product of the interval probability of a second pulse to arrive
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and the probability of its height to be less than the undershoot. It can be estimated
for the following worst-case approximations:

- pulsc heights have uniform distribution, U, being the maximum amplitude in the
rangce;
- cach undershoot is flat, its height corresponding to U, .
The probability is then: Py, (N;) = 1/2*[exp(-N;*T1)-exp( -N,~*T2}*a , where
N; 1s the average counting ratc;

T1 and T2 arc the instants of beginning and end of the undershoot at a
threshold level a*Umax (e=2.5% for the pulsc in Fig.2B).

This probability has been calculated for a set of counting rates and shown in Table 2.

Table 2

N; [cps] | 10k {30k | 100k {300k | 1000k

Pos (%] | 0006 10.017 [0.054 [0.141 | 0.28

Noise performance
Noisc performance is compared as the signal to noisc ratio: S/N = U,,,./U,0ice
where: U, ... 15 the pulse amplitude of cach model, as shown in Fig.2A.
U, »isc 15 the total RMS output noise, calculated as the integral of the
spectral noise distribution function.
Results of noisc and transient performance analysis arc summarized in Table 1.
Comments on the results of the model analysis
1. Signal-to-noisc ratio. RLC shaping ensures the best /N ratio, similar to that of
the DL and up to 30% better than the popular CR-RC.
2. Pulsc duration at low threshold levels. RLC shapc is significantly less dependent
than the others. This is mainly in consequence of the undershoot at its end.

EXPERIMENTAL RESULTS

RLC shaper implementing the model described here was designed and built into a
scmi-Gaussian amplificr along with automatic threshold control and a pulsc-width
discriminator [5]. Its resolving time was 420 ns. Performance of the fast channel was

1E+5 - upper trace: DL shaper
Cs-137 k PP p
pea bottom trace: RLC shaper
1E+4 Cs-137
k
sum pea ICR = 1000k cps
1E+3
1E+2

10 | Tl W

1 ’ 1 ] | I N . 1 | 1 ! 1
0 500 1000 1500 2000 2500

Fig.4. High counting ratc Nal(T1) spectra
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tested versus that of a commercial amplifier TENNELEC TC-244 with 100 ns dclay
line shaper. Both amplifiers were connected to a Nal(Tl) spectrometer and operated
with 0.5 ps shaping time constant. ’Cs source was used in the test which produced
input counting rates up to 700 000 cps as measured at the fast channel output of TC-
244. With its 350 ns resolving time, this number corresponded to about onc million
counts per second actual detector rate. Spectrum shown in Fig.4 illustrates operation
of cach amplifier in these extreme conditions.

Results of similar tests with Ge detector up to 60 000 cps counting rate are reported
clsewhere [5].
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Large Area Silicon Avalanche MRS-Photodiodes for Nuclear Spectrometry

Frmalitski F.A., Vetokhin S.S., Zalesski V.B.
Belorussian State University,
Institute of Electronics of the Belorussian Academy of Sciences
E-mail ermal%hep.belpak. minsk.by@demos.su

In many fields of physics and optoelectronics there is a necessity to replace traditionally
used photomultipliers to compact and cheaper semiconductor photodetectors with large sen-
sitive arca. I'irst of all these are high energy particle physics, nuclear physics, radiation mon-
itoring applications, etc. As a replacement avalanche photodiodes (APD) or pin-photodiodes
can be used but APD’s are more preferable because of reduced pickup due to direct coupling
with readout electronics. But not far ago APD’s had relatively small sensitive area diame-
ter (D=0,1..0,2 mm) and multiplication coefficient (M=10..20). The main obstacle for area
enlarging was technological difficulties for creating very homogenous p — n-junction because
the electric field in it is very big.

In the last 4 years some firms announced creating of APD’s with a large sensitive area
(D=1..5 mm) and a big multiplication-coefficient (M=200..1000). These devices are man-
ufactured by different technologies. EG&G Optoelectronics Division uses so-called "reach
through” geometry [1]. Advanced Photonics bases on beleveled-edge structures [2]. But these
detectors are rather expensive because of their relatively complex technology and using of
high resistivity silicon.

A few years ago Belorussian researchers together with their colleagues from Moscow
suggested a new MRS-construction of avalanche photodiodes. The main idea of this device
consists in an accessibility of very small homogenous p — n-junction created on the base of
relative simple technological basis.

Therefore it was suggested to implement a lot of separate microdiodes (2..5 mkm diam-
eter) which are disposed one near another. At front side these p — n-junctions represent a
mosaic surface with individual elements in form of circles.
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Fig 1. Geometrical structure of Fig. 2. Spectral response of silicon
the Metal-Resistor-Semiconductor APDs

avalanche photodiodes

The deposition of resistance layer over the all mosaic surface give the possibility for sep-
arate electrical power of individual microdiodes. Surface metall layer provides with parallel
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electrical switching on of all elements. The break-down of scparate diodes doesu’t lead in
this construction to common detector breakdown. Such a combination of metall, resistor
and semiconductor layers was called MRS-structure [3,4].

When implementing this idea it was founded that the most preferable material for large
sensitive area avalanche MRS-photodiodes is low resistance silicon. Such a material deter
mined a low bias voltage (30..40 V), high radiation hardness of detectors and low price. As
a resistance layer is usually used SiC and the common material structure is Ni-SiC-Si-Al
Base silicon wafer has p-type with 1 Om.sm resistivity. An avalanche multiplication region
depth is about 250 nm and a full depletion region depth is 2000 nm.

These MRS-APDs represent devices with the self-stabilized avalanche processes because
after photon or particle passage through the p — n-junction a multiplication process occurs
and an electric field decreases due a redistribution. As a result the avalanche process stops
and we have usual negative feedback.

The sensitive area diameter of existed MRS-APDs achives 10 mm and in principle can be
increased to 20 mm; That is to be as real dimensions modern photomultiplier photocatodes.
The multiplication coefficient M of such devices at room temperature exceeds 200, As
cooling M strongly grows and by 233 K increases to 20000 - 100000. In this case APD
can work in the single photon counting mode {5]. MRS-APDs with diameter 5,5 mm dark
current is 0,02..0,2mA at room temperature and with M=1000. Theirs measured output
signals dynamic range is 3000.

Low resistive base silicon defines relatively high MRS-photodiodes capacitance. For 5,5
mm diameter APD capacitance is 300 pF and its risc time is 14 ns and for 1 mm APD are
40pF and 2 ns accordingly.

Heterogenity of base material and high APD capacitance determines rather big transit
time jitter. It achieves 0.4 ns for | mm APD and 0,6 ns for 5 mm APD. These data were
measured at time-correlated spectrometer (it’s analog in high energy physics is time-of-{light
system).

Insensitivity of APD’s to magnetic fields defines their application in special type of hadron
calorimeters in particle physics. In this equipment MRS-APDs can replace traditional pho-
tomultipliers.  'The special design APDs with unmagnetic bag were tested in the prototype
of hadron calorimeter for CMS project al CERN. The real beam test was performed on the
SPS accelerator with w-meson (150 GeV) and electron (150 GeV) beams. For this case a new
detector with WO-resistance layer which is sensitive in blue spectral region was designed (fig
2).

These APD’s were succesfully used by registration of « - and 7 - radiation. By registra-
tion of « - particles their energy resolution achicves 10 %. By measuring of v - radiation
( construction with CsJ(TI) - scintillator ) at temperature 231 K energy resolution was 60
and 80 % accordingly for 7 - quants with energy 59 and 662 keV [6].
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POLE-ZERO ADJUSTMENT OF SPECTROSCOPY AMPLIFIERS USING MCA

K. Ianakiev, T. Grigorov
Institute for Nuclear Rescarch and Nuclear Energy, Sofia, Bulgaria

INTRODUCTION

Gutput signal of most preamplifiers for ionizing radiation detectors is a voltage step
followed by a decaying exponential with a typical value of 50 ps. Spectroscopy
amplifier differentiates the precamplifier pulse introducing additional poles at
rclatively short time constants. The use of high-pass filter with an exponentially
dccaying signal produces an undesirable undcrshoot in the resultant signal. A
tcchnique to climinate the undershoot is used in spectroscopy amplifiers, which is
commonly called pole-zero cancellation |1]. It cnables proper adjustment for a given
combinaticn of precamplificr and shaping time constant in the spectroscopy amplifier.
Adjustment is usu: lly performed manually and monitored with an oscilloscope.

Two methods are known which climinate the need of the oscilloscope and reduce the
skill required in the pole-zcero adjustment. The first of them |2] involves sampling of
the amplifier output bascline a few microseconds after the end of the detector pulse.
A boxcar integrator produces the mean average of the sampled voltage which is the
crror-signal. Two LED's indicate under- and over- compensation, respectively.
Adjustment is manual, until both LED's turn off. The second method [3] goes further
with this idea. It is automatic, push button activated. A multiplying DAC is included
in the feedback of the pole-zero cancelling circuitry and the appropriate control
circuitry perform the adjustment.
Sampling and analog averaging cmployed in mcthods cited have the following
disadvantages:
- crror-signal is derived from the absolute valuc of the output bascline. Thus the
bascline shift and offsets in the measuring circuitry set a limit of scnsitivity and
accuracy of the adjustment.

- output signal of the analog integration is proportional to the arithmetic mean of the
samples distribution. Thus even moderately clevated counting rates impede correct
adjustment.

Objcct of this work is to set forth an alternative approach and the relevant circuit that
provide higher accuracy of pole-zero adjustment.  Additional objects and advantages
will be explained in the description that follows.

DESIGN ASPECTS

Method consists in sampling thc amplifier output at two instants, immediatcly after
thc end of the pulse (check sample) and after a time sufficient for the bascline to
return to its quicscent level. Difference between the mean average of reference and
that of the check samples is a mcasure of the adjustment accuracy. Thus the essence
of the method is the utilization of internal reference.

Most reasonable way to obtain the mcan average of samples and comparc the check
versus reference distribution is the multichannel analyzer (MCA) of the spectroscopy
system. MCA offers digital histogram of distributions with high accuracy as well as
mcans of calculation and comparison of their characteristics. For this purpose, a
pulsc is formed of cach sampling and collected in the MCA.

55



9¢

3% ADC MODE
~1pv PHA
uie
R1 viA
Er>——{_1— S - ur . s
o prm W
+
TLB?2 > — . RUSYs
D1 D2 TLO?2 )
1N4148 | 1N4l4s R2 R4 —REJw o EUEE
a70 |} RS e
12k 2ne ~12V
-12v
EETs>—
¢§V
R1L
4,7
ca
2,2n
c r
¢
A ols
B
-1
CLR
CE—> u28
+5v 74HCT 123
74HCT123
Su2 PZM MODE
R1Y
+5v
a4, 7e
REF
COARSE —o————%
CHK
R14
-y F4HCT74
4,7TH

Fig.1.Circuit diagram of pole-zero monitoring device

INRNE

IzePocument Rumber

Pole—2erc MONITOR




Pulse-height distribution of the reference samples is Gaussian, resembling peaks in
normal spectrum. Location of peak maximum corresponds to the quiescent baseline
at the amplificr output. FWHM of this 'peak' reflects the electronic noise in the
spectrometer. Shape and location of the check samples distribution obviously depend
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Fig.2. Pulse-height distribution, undercomensated pole

on the degree of compensation. At the extremes of under- and over-compensation
that 'peak’ is highly asymmetrical and its maximum is correspondingly far bclow and
above the reference one (Fig.2). After proper adjustment both reference and check
'peaks’ become completely identical in their shape and location as illustrated in Fig.3
for two input counting rates.

1E+S REF PEAK
1E+4 - upper trace: ICR=30k ¢cps
1E+3 - bottm trace: ICR=3k cps
1E+42 .
1E+1 O Y P
A A A A WM
01 : T ' T T | T T
0 100 200 300 400 500

Fig.3. Pulse-height distribution, pole adjusted

Circuit diagram of pole-zero monitoring (PZM) device which implements the
method described is shown in Fig. 1. The amplifier output OUT is clamped, biased
and amplified by Ulb, strobed by the transistor switch Q1,02 and fed to MCA
through the buffer follower Ula. Strobe timing is initiated by CR, the output of
amplifier's fast channel. Retriggerable univibrator U2a produces a pulse with a
duration equal to the real amplifier output. Strobe delay after the end of that pulse is
defined by time of charging C3 up to the input threshold of the univibrator U2b. Q3
controls the charge. When it is off, R9 and R10 are in parallel and U2b generates
strobe pulse for the check sample. When Q3 is on, delay is defined by R10 only, U10
producing strobe of the reference sample. With the values shown in Fig. 1, check
sample is taken after delay of about Sus and reference sample follows after about
S50us. Switch SW2 controls the state of Q3 according to the operating mode as
described below.
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PRACTICAL POLE-ZERO ADJUSTMENT

Coarse adjustment.

Switch SW2 is set to its COARSE position. In this mode, U3a toggles its state after
each strobe, thereby alternating the delay. Reference and check samples are collected
simultaneously and both distributions are superimposed on the MCA display. When
adjusting toward the cancelled pole check sample 'peak' approaches the recference
one and vice versa. Repeatedly clearing and acquiring new 'spectra’ one obtains
overlapped 'peaks’ of the check and reference samples. Precision of the coarse
adjustment is sufficient for most applications.

Fine adjustment.
This is the fine tuning for high counting rate measurements and must be performed
after the coarse adjustment.

a) Switch SW2 is set to its REF position. MCA collects the distribution of reference
samples. Location of its maximum is then determined and recorded. No
adjustment is needed at this step.

b) Switch SW2 is set to its CHK position. MCA collects the distribution of check
samples. Location of its maximum is then determined. If it differs from the
reference, fine adjustment is performed and step b) repeated. Proper adjustment
is attained when the maximum of the 'peak’ coincides with that obtained in a).

CONCLUSION

The advantage of digital storage of sample distributions is more evident at high
counting rates (Fig.3). Even with a tail due to the pileup, location of its maximum
remains unaffected.

FWHM of either the reference or the adjusted check distribution is proportional to
the electronic noise in the spectrometer by a factor of G, where G is gain of Ulb
(refer to Fig.1). Energy equivalent of the noise is readily obtainable in an encrgy-
calibrated spectrometer.

The method implemented in pole-zero monitor allows its use in other applications as
well. These are, for example:

1. Pole-zero adjustment in preamplifiers for ionizing radiation detectors.

2. Precise monitoring of the baseline behaviour, using variable delay after pulses
with equal amplitudes. .
3. Tests of HPGe coaxial detectors for trapping effects. Ballistic deficit extends

duration of pulses and gives rise to a tail on the high-energy side of the
distribution 'peak' at low counting rates.

Pole-zero monitor described in this work is built into upgraded portable MCA for
MAAE Safeguards applications.
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ABSTRACT

g

In physics experiments a wide range of bus standards may be found for housing digitizing
electronics, CAMAC, FERA, FASTBUS, VME and VXI being among the most popular
choices. However, as an environment for high performance real-time processors, VME has
been by far the most successful of these bus systems. This paper will show how modular,
maintainable data acquisition systems can be constructed using the VICbhus
(ISO/IEC 26.11458) as an integrating backbone bus in a scalable architecture. It may be used to
integrate powerful VME processors both with digitizing clectronics for data acquisition and
with popular graphic workstations (SUN-SPARC, Macintosh, PC ..)) for data analysis,
monitoring and display. On the VME processors standard real-time operating systems (OS-
/9000, Lynx-08, VxWorks, pSOS, ...) provide a convenient environment for program
development, drastically reducing the time needed to develop a working system.

INTRODUCTION
CES ofters a set of hardware tools which give the possibility to build up systems for data
acquisition, test and control using existing modules of different standards. These hardware
tools are well supporicd by software.
The most important clements of this architecture are:
* VME bus for local communication
¢ High speed bus for intercrate communication

* Intelligent YO boards
* Data and data analysis processors
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This paper will cover two of these elements as they are the central parts building the backbone
of the concept:

* the VIC bus
* the VME processors

THE VICBUS

The need for a standard bus interconnecting different backplane bus systems has been strongly
felt in the field of complex on-line control systems like those existing in high energy physics
experiments, in aerospace or in industrial control.

This fact led CES to develop an inter-crate cable bus (the VIC bus) to connect existing diverse
bus systems (VME, CAMAC, FASTBUS, VXI, ...) in an efficient way to realise an easy to
use, robust and nevertheless fast interconnection. The key elements are:

* Multidrop multimaster connection
* Speed range up to 10 Mbytes/s

* Interconnects instantly: Fig. 1. Computer and standards

linked with VIC bus
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» Comprehensive software support for all popular test and acquisition software environments:
0S-9, Lynx-0OS, LabVIEW, VxWorks, pSOS, ...
* Robust system approach: automatic re-rooting, hot disconnection, crate by-pass, ...

This concept proved sufficiently general to guide ISO toward a standardisation of the bus in
1992 under the norm ISO/IEC 26.11458.

VICbus as VME to VME Connection

CES provides two major one-6U-slot interfaces to interconnect several VME Crates through
the VICbus. Their common features are:
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* All VME cycles support including 32-bit address / data block transfers

* Transparent connection of the VME crates

¢ MMU routing allowing multi-tasking and multi-processing

« Broadcast and Broadcall over all the VME crates ‘

* Interrupt Structure between the VME crates (including Mailboxes mechanism)
* VME Master/ Slave Interface

* Complete VME crate monitoring, including RESET, ACFAIL, SYSFAIL
* Connection on distances up to 100 meters

* VSB Slave Intertace

* VME Slot 1

* Crate By-Pass capacity

While the VIC 8251 has been designed according to the ISO/IEC 26.11458 specification, the
VIC 8250 supports a subset of the VIC bus protocol termed VMYV bus. VIC bus provides
“rotating arbitration” and "non-compelled” transfers that are not supported by VMV bus.
However, the simplicity of the VMYV architecture makes it still a good choice for small scale
applications.

VIC 8250

This board can be considered as the basic VMV Master / Slave to VME interface and
conciliates high performance, moderate price and complete functionality, such as:

* High-Speed transactions (8 Mbytes/s)
* Up to 512 Kbytes of triple port (VME, VSB, VMYV) buffer memory

VIC 8251F

The VIC 8251 is equipped with a global reflective memory and interfaces the VICbus. It
teatures:

* High-Speed transactions (10 Mbytes/s)

* Up to 16 Mbytes of triple port (VME, VSB, VIC) mirrored memory
* Write Posting capability

* Rotating Arbitration on the VICbus

The notion of reflective memory is used in a multiprocessor environment where a global data
area must be shared between different VME crates. Every time a memory location is written
from a local interface, the same location is updated on each Mirrored Memory present on the
VICbus in a single broadcast cycle. To increase the write bandwidth to 10 Mbytes/s over
100 meter and the read-bandwidth to 20 Mbytes/s, the reflective memory is coupled to a
synchronous transfer mode.
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The write posting is a feature that allows the VIC 8251 to store locally the data and the address
of the destination device. The cycle is acknowledged before it is written in the final destination.
The interface logic will then complete the cycle, eventually getting the bus mastership to the
final destination (local or remote RAM, VME...). This implementation of write posting cycles
on VICbus offers the following advantages:

* It hides the overhead needed to get the VICbus mastership when used in single cycle
» It enhances the bandwidth of the system in block transfer mode.

VIC Interface VIC Interface VIC Intesface
— ~ M
k] ‘a a
N » M
o § § MM
© local Read E
@® global Write local bus Interface local bus Interface loca bus Interface

MM: Mirrared Memory

(>
local VME busses

focal VSB busses

Fig. 2. VIC 8251F Block diagram

VIC system Support

CES supplies VIC libraries for turn-key systems using MC 68040 and R3000 under OS-9,
Lynx-OS and VxWorks.

VIC to CAMAC connection

VCC 2117

The VCC 2117 extends the VICbus family directly to CAMAC and makes it accessible to
VME front-end processors and to workstations. CAMAC resources are simply memory
mapped in the VICbus addressing area. The transfer speed reaches 5 Mbytes/s over the
VICbus with CAMAC DMA and Block modes. The VCC 2117 acts as CCA2 or ACC in the
CAMAC Crate and can be provided in four versions depending on the customer's application:

* VCC2117A VIC t0 CCA2 / ACC interface

* VCC2117C Intelligent VIC to CCA2 / ACC I/F

* VCC2117D Intelligent Ethemnet to CCA2/ ACCVF

* VCC2117E Intelligent Ethernet / VIC to CCA2 / ACC VF
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The three intelligent versions are built around a MC 68030 CPU kernel running at 25 MHz and
can he equipped with 4 up to 32 Mbytes ol Dual Port SRAM.

LAM interrupts are handled from the VICbus.
VCC system Support

The VCC 2117 can be controlled from any CES turn-key system under OS-9 and Lynx. It is
also able to run embedded OS-9 or Lynx in a stand-alone environment with VIC or Ethernet
connection to other systems.

The VCC 2117 is equipped with MIOMON, an on-board allowing access to CAMAC:

* in a List Processor mode. The purpose of this program is to execute CAMAC cycles or
transactions according to the ESONE library and to store the result of those calls in the dual
port SRAM. The use of the List Processor reduces in a significant manner the time needed
to access CAMAC from a remote resource and frees its associated backplane for other
activity.

* in a CAMAC Manitor mode. This monitor provides access to the CAMAC dataway in a
very casy way, allowing the user to directly enter commands such as NIOF16A1.

VIC to FASTBUS Connection
VFI 9214 and FVSBI 9210

FASTBUS crate from a VIC master device through the VSB slave D32 interface of the CES
FVSBI 9210 (FASTBUS / VSB Interface). It features:

. Dip switch for VIC Crate n° selection

. Full VIC/VMV slave compatibility

. VIC/VMYV slave access in single D32 and in Block BLT-D32

. VIC slave BLT-D32 read Data pre-fetch

. VSB-like master logic for D32 and BLT-D32 in all VSB Spaces
. VSB-like IHP interrupt handler

FASTBUS Support

The VFI 9214 / FVSBI 9210 are supported by a FASTBUS library running on CES OS-9
turn-key systems 6804() based.
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Other VIC Connections

VIC gives also the possibility to connect workstations and personal computers to the bus
system. Following other modules are available:

e SVIC 7213  VIC to SBus (SUN) connection

e MAC 7212 VIC to NuBus (Macintosh) connecuon

« VBAT 8212 VIC to ATBus (PC) connection

e TVIC 7214 VIC to TurboChannel (DEC) connection

VIC System under LabVIEW

A complete set of Vls is available from CES to control a VME, CAMAC or FASTBUS crate
from a Macintosh running LabVIEW for slow control. LabVIEW can also be used as
graphical interface in a fast data acquisition system based on CES CISC or RISG workstations.

VME Access

This library of Vls includes VIC interface initialization, Page Descriptor generation, VDREG,
VME Read, VME Write, Block transfers, VME Test, File to VME, VME to File, VME
Dump, File Dump, ...

Fig. 3. VME / VSB Monitor

VMDIS 8004 as seen under
LabVIEW

1ML E SRR ST s | I

e

CAMAC Access

This library of Vls includes VCC-Init, CDREG, 16- or 24-bit CSSA commands, QRepeat,
AutoScan, LAMsync, ...

FASTBUS Access

This library consists of a set of VIs implementing standard FASTBUS routines in a LabVIEW
style (FBOPEN, FRC, FRDB, ...).
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VME PROCESSORS
The VME processors are divided in two groups:

e CISC based boards (used for data recording)
e RISC based boards (used for data recording and as number crunching processors)

Processor Board Architecture

Both families of processor boards share a common architecture which has been designed
to facilitate their use in scalable parallel multiprocessor systems.

¢ ahighly efficient VME Master / Slave interface optimized for block transfers
¢ FIFQO, mailbox and VME interrupt support for interprocessor communication
¢ /O coprocessors that releave the main CPU from the task of moving data

* in addition to VME, the processor has access to a "private bus" (VSB or PCI)

This "private bus” allows several processors in one VME crate to access their "front end"”
hardware (ADCs,TDCs,...) at full speed without blocking the common VME bus which
remains free for interprocessor communication or may be used to transfer pre-processed data
to the next level of the data acquisition system. Figure 4 shows how multilevel Read-Out
systems can be constructing based on this "dual bus architecture”.

"Front End Dall“l

1st level

2nd level

to higher levels

Fig. 4 Dual bus architecture
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The CISCs based FIC Boards (FIC 8234 / FIC 8243)

Built around two MC 68040s running in parallel at 25 MHz (33 MHz), this module provides
very high performance for both processing (20 MIPS (26 MIPS) for the integer unit and
3.5 Mflops (4 Mflops) for the floating point unit per processor) and data transfers (80 Mbytes/s
transfer rate in VME D64 BLT).

This architecture allows each CPU to be dedicated to a specific task, increasing the global
performance of the board. It is thus possible to use one CPU for controlling the /O data flow
on the VME / VSB busses while using the other for mathematical data processing and as the
server for local data storage via SCSI or Ethernet. The two 68040s arc implemented on the
same bus to ensure cache coherency between the two internal caches and the system memory.

The FIC is both Master and Slave on the VME bus (supports D64 BLT, VME retry) and on
the VSB bus (VSB Arbiter, requester, VSB BLT).

The board is well suited for distributed control systems and in general for high-speed data
acquisition systems.

The RISC based RAID Boards (RAID 8235/ RAID 8239)

This boards are equipped with similar facilities (VME / VSB interfaces e.g.) as the FIC boards,
but uses RISC based architecture and large global memonies in order to deliver exceptional
number crunching power, especially for floating point format when running mathematical
programs. The RAID 8235 / 8239 is based on the MIPS R3000 / R3010 chipset clocked at
24 MHz (400 MHz).

The board is ideally suited for both real-time and UNIX-based applications like servers,
workstations, graphics systems, high-energy physics experiiments and process controllers and
non real-time applications requiring high CPU performance and good I/0 bandwidih.

The RAID 8240 and RTPC 8067 Boards

These two modules are creating a new milestone in VME real-time processor boards. They are
\combining four unique features which cannot be found on any other single hoard processor:

e full VME D64 BL'T Master / Slave interface

e full VSB Master/ Slave interface

¢ PCI extension slot (for FDDI, ATM, Fust Link, ...)

¢ independent VME / VSB / PCI List Processor (/0 server)

The RAID 8240) is bascd on the MIPS R46(00) ORION chip clocked internally at 133 MHz and
is designed to provide super-minicomputer performance in a single-slot VMEbus 6U form
factor.
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The RTPC 8067 is tased on the IBM Power-PC 603 chip clocked at 66 MHz and can also be
equipped with the IBM Power-PC 604 chip clocked at 99 MHz delivering state of the art
performance and guaranteed power escalation path in a single-slot VMEbus 6U form factor.

A complete set of /O functions, including VME, VSB, Ethernet and SCSI, are also provided,
making the RAID 8240 and RTPC 8067 truly single-board computers. These two boards use
the industry standard PCI as a backbone bus. They also provides a PCI mezzanine for add-on
off-the-shelf PCI interfaces. The RAID 8240 and the RTPC 8067 are consisting of several
subsystems, each of which provides a specific function. These subsystems are interconnected
on one PCI bus.

PCI

¥ 128 Mbytes/s §

Fig. 5. RAID 8240/ RTPC 8067 Busses Data Bandwidths

CONCLUSION

Building quickly and at reduced cost "reusable” systems where software and hardware
elements can be integrated "as is" in extensions with a minimum integration risk is a key
element to quick certification of systems. VIC bus and VME processor boards running real-
time operating systems have proved to be fundamental elements of this concept and have been
used with success as the backbone for many real-time systems.
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Opranusanusa cucTer ¢bopa TaHHHX Ha 0CHOBC ANIADATVPHL.
BHITOJHCHHOU B PA3HHX CTaHAAPTaX

B.A.Cyupuon
Obsedunernnwii uncmumym sdcpunz wccaedosannii, Hybua

1. Beenenue

B Hactosutee BpeMst 3CKTpoONHA anlapaTypa cucreM cbopa JANINX, UCHOALIYCMan B IKC-
NCPUMCHTAILUBIX YCTallonkax JlabopaTopun BHMCOKHX 9HCPUHH, BRIIOJIICHA B HOCKOJALKUX pai-
audnnx crapaaprax: KAMAR, VME »w FASTBUS. B 6oasmmuctie ciyuaaes sra annaparypa
Pa3MEHIACTCA B HCCKOJABKUX KPeHTaX, U HCOBXOANMO OOBCAUIATL FTH KPCRTL B paMEaX ¢JIMHO#M
cuctemy cbopa sannpx. [Kpome Toro TpasnMoniNi ClOCOD aPXUTCKTY PIOFO HOCTPOCHHH CU-
creMst cbopa fanHMX, ocHoBaHHK# Ha KCHOL30BalMK HeuTpasibioi YBM, kak npanuno ne yno-
BJETHOPACT TPeOOBAHUAM COBpeMeHIioro sxcnepuMcenta. Bo-nepnwx, 1o GucrpojciicTnio, rax
KaK BHOCHUT DOJLUWON BKAa/l B MEPTBOC BPEMA YCTAIIOBKU NPU CUUTLIBAIIMM JIALKBIX O COBWTUY.
Bo-pTophix, 10 OTCYTCTRHIO BOIMOMHOCTH OPraHM3alMd B PCablioM MacumiTabe BpeMenu ta-
paiIeiIbIoro aHaju3a JanliNX OT OTJCALHBIX JICTEKTOPOB YCTAIIOBKH, 4TO JICJIACT HPAKTHUCCKNA
HCBOIMOKINM [IPOBCACHUE BLICTPOrO ananusa NpuHaTod undopMaiuu u BHUpaboTKy penicHun
0 CMIllale 3anycka 2-ro ypoBsHA.

1 0BCTOATEABCTBA NIPEABABIAIOT HOBHE TPEHOBANNA K opraHU3anuy cucteMm cbopa nan-
neix. 3o Muorux cayuyanax nocrpoenne COBpeMEHHBX CUCTEM ¢HOpa JatiibiX OCHOBWMBACTCH Ha
MCIIOAb30BAlMK LenTpasisiioro Kpetita VMIS, Maructpans kotoporo npejnasnadena s ob6me-
JMHCHHA 1ICCKOALKUX Tipolieccoplinix yerpohers. Tak kak crampapr VME onpenenser npuu-
HUIIK [IOCTPOCHUA MHOFOIIPOUCCCOPHON MaruCTpasiblilo - MOJYNbIOH CUCTCMH, TO CTAIIOBUTCA
BO3MO/KHEIM OjtiloBpeMeninii cbop uipopMalluu ¢ HeCKkoAbKUX JietekTopos yeranosiu. OQuiomy
M3 IIPOILECCOPOB CHCTEMB OTBOAMTCA podb lentpasvioro. Ou cuixpouusupyer pabory ncex
RICMCHTOB cHcTeMbl Ho ¢Bopy JIaHUbX O COOLTHM ¥ COCTaBJIACT 0DPa3 1ONHOrO COBHTHA Ha
OCHOBC MH(OPMALUH U3 OTACABIHX NOJACKCTCM. B CHCTEMY MOYT BXOAMTL NPONECCOPH KaK jUif
HPOBEJICHUA IKCIPECC - aHaJid3a JANHBIX [CHOCPEJICTRENIO B XO/€ KCNCPUMEHTA, TaKk M A8
I'PapUUCCKOro NpeJICTapiICHUA IIPUHATON MHGOPMAUMH, 4TO 0BECHCUHBACT OlIEPATHBHLIA KOII-
1p0:ib 32 X0/loM skciepuMenta. Kpome toro muna VME ssancres ocniosoit jna obsesuncina
LICKTPOIIIBIX MO/LYACH, BHIIOAHCHHNX B PasAUMILIX CTallJlapTax.

CyuiecTy ot pasimyiibie cliocobl opranusaiuu cucTeM chopa JIaliieX Ha oClHOBE IEeHTpalb-
floro kpeita VME H obnesuciina pasnuinnx cranjapros.

2. Wcnoassoparne MexkpeirsHoit Maructpamu VME - VICbus

eobxopumocth B BLpaboTKE CTAJIAPTHONO HOAXOAA K OPIrallU3alliK B3ANMONCHCTBUA MEK/LY
MOJIYJAAMHY, NPUHAJUICHKAIIMMHY K PANIMUIIHM MAFUCTPANSLINM CUCTCMAM, B 0cobol cTenenu Jpo-
ARSCTCA [IPA FIOCTPOCITAM CHOKITKX CHCTEM cBopa AANINX JUIH IKCHCPUMCIITOB, TTPOBOAKMEIX
B (pusmie Buicokux smeprui. Paboru B 310l obsactu npuBean k paspaborke cranjgapra Mex-
KpeiTioi nasecuoik (kabennnoit) marucrpanu, nonyuusimcit nassaune VIiCbus. Marucrpann
VIChus arincrca BCOKONPOUZBOAHTCILHMM ¥ OMCTPORCACTBY IOMM CPEJCTBOM 1O OpraHHaa-
UM MCKKPCHTHON CBH3K SJCKTPOIMKM B pasiMunbx cranjaprax, takux kak KAMAK, VME,
FASTBUS n np. [4].

VIChus spancrcs MyabTHIUICKCHOR MarucTpaibio, kotopas obuejmuner neckonsko (o 31)
YUPABIAIONIAX M yupanuieMux Mojyieh. BaauMoacicTue MOKLY MOAyIfiMH OCYIICCTBAAETCH
6o HpYW HOMONM Hepeaun Tpausakiiih Jainnx, aubo Guokos pamimx (10 Méakrt/c) na pac-
cronius Jio 100 M. Tpansakims SBAACTCA HPOICCCOM, KOTOPBA PCINIONATaeT COBMeNleHne
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IPOUCAYPE BHACJICHUA pecypca MardeTpanu. M nepeaauu aaguux. Cursanu VICbus pacnpo-
CTPAUAIOTCH N0 JIByM KabenaM, Kam /sl U3 KOTOPHX COCTOMT U3 32 cKpyudenHhX nmap. Bo3momua
paboTa B peuMax obUiel nepenaun JaHHKX K oBLIEro BH3OBA.

Bonbwuncreo Monysnet ana VICbus paspabarusaerca dpupmoti Creative Electronic Systems
(CES) ua [Hse#uapun. PupMolt cosnan Takike Habop CNENHATAINPOBANHMX MOLyJeH, CBA3KBA-
IOWKMX BePTUKaNbHy 0 MewKpedTHyio VME marucTpans ¢ ApyruMu CTaHAapTHHMH MHOTOMIPO-
LeCCOPHHMM MarkCTPAJAMH U C PAJZIOM WIMPOKO HCHONb3yeMHX A cbopa gamnmx IBM [1].
®upma CES nponspoant Habop ycTpo#cTs, obecneunBatouuii BACOKOCKOPOCTHOE COEXMHCHHE
maructpany VME ¢ marucrpanamu kpeira KAMAK, crannaptho#t sersm KAMAK, FAST-
BUS, sepruransnoit sersn VME VICbus, npyrux kpetitos VME u ¢ noxansHo#t MaracTpasisio
VSB. '

Mna opranmsaunu marucrpanu VIC ucnonssyerca monyns VME, tun VIC 8251, xoropmit
cAzpiBaeT Menway cobot muan VME, VSB u VIC. Tlepenaun nannmx mMemay sTuMn muHaMu
OCYWECTRJAIOTCA B [ABYX PEXMMAX: ACHMHXPOHHOM (C IOATBEPKACHHEM) M CHHXPOHHOM (6e3
NONTBEPIKACHUA 1A obeclieyenus BHCOKO# CKOPOCTH NepejaBaeMhX NaHHHX M [UiA paboTu
c orobpawaromumn 3Y). Cneunannsupoannoe otobpawatomee 3Y (mirrored memory) as-
nAeTcA TpexnopToBhM 3Y, obseaunsiomum Maructpams VME, VSB u VIC, u obecnegmpaer
COBMECTHOE MCIOJb30BaHMe JJAHHNX HecKoIbKAMH Kpe#itamu VME.,

[lna opranusaumuu ceaAsu co crangapTrolt Betsrio KAMAK npennasnaucnn Momynn B craH-
napre VME: CBD 8110 n CBD 8210. Ilepsu#t Moxyns (cM. puc. 1) ynmpasnaerca Tolbko
no VSB marucTpann ¥ nomiepiuBaer neperady J32-paspAAHHX IaHHHX, a BTOpO# (CM. pHC.
2) tonsko no VME u nomnepsusaer nepesauy kak 16-, Tak m 24-paspaaHux gaHHuX. CKo-
pOCTh Nepejaiu onpenenaTca 6HcTpogefCcTBEEM KOHTpoOslepa KpeliTa THna A M He npeBHIaeT
Benu4uHN 3 M6atit/c.

ApasBep meTBM MAarHCTPaANs BETEBH

USH KAnAX KANAK CCa Hoayan XAMAK
[ S CBD 8118
6U

CCn Hoaynu KANAK

flpaneep merbu| wmarucTpans sermu

UnE XAnAx xAnax cca | Mogyan XxanAxk
(=1  CBD 8218
6U ™~

CCh Hoayau KAMAK

Puc. 1,2. Cxema opranusaunu crannaprao#t sersu KAMAK c ynpasiennem no mane VSB
M c ynpasienuem no mune VME.

Jlna oprauusauun ceasu ¢ marucrpansio FASTBUS mncnoassyerca mMoxynn, BRIOTHeHHHH
B craugapre FASTBUS, tun FVSBI 9210, u umeromun#t Buxon Ha MoZepHH3IHPOBAHHYIO IJIA
paboru Ha paccrognms o 30 M noramsHyr Maructpans VSB (cm. puc. 3). Monyns He
MMeeT BHYTPEHHeIo Npolieccopa M MOMET ocylecTBAATh Jubo npsamue, nubo 6ydepusonanue
nepejauy AaHHnXx Meway Marucrpansio FASTBUS u VSB. Cropocts nepejaum naHHmx no
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VSB cocrasaser no 6 M6aiit/c, a no maructpasu FASTBUS - o 20 Méanr/c. B FVSBI 9210
Mo¥eT ORTL ycTaHoBjela bydepiiada naMaTh eMkocTbio B (1,5, 1 uwum 4 Mbaira. Yupasicuue no
VSB momer Bunonuath nwoboii oatonnatHsiii npoueccop B crangapre VME, naupumep o
u3 Mmoxnyneit cepun FIC 823x. Vceuauresn n upuemuuru curunasnos VSB, neobxoaumuc juin
yanunaenna VSB mvnn, maxonarca B moayie FADAP 9211,

UME FIC 823x +» USB long FUSBI Moaynnu FASTBUS
e FADAP 9211 T —492180

Puc. 3. Toaknwuenne kpeiirop FASTBUS k wune VSB3

UME
< VIC-UME
HHTEP®EAC marucrpans VIC vcc Moayan KaAMAK
UsH VIC B8251F 2117
< B6U

vuccec Moayns XaAMAX
2117

Y-mo cornacomaHmn
anHHA ViCbhus
TER 6261

Puc. 4. Toaxmouenue kpetirop CAMAC i muue VIC

[Monxnw4denune omncabunx kpeifroB KAMAK ocywecrsanercs npn nomomwn kourposanepa
kpeitta KAMAK 1un VOC 2117, koTophlil siBJIAETCH HACCUBHBIM yCTPOKCTBOM 11a MarucTpasiu
VICbus (cm. puc. 4). Ou Bunyckaerca ¢pupMoit B ABYX Momadumkamusax bes nponeccopa
u ¢ npoieccopom MC68030. lonosmurensto k nponeccopy B Mojyns scrpausacres [TT13Y
eMKocTbio 10 1 Mbaitra, 6ucrpoe O3Y - 0,5 Mbair u jsyxnopropoc Q3Y - g0 2 Mbaiir.
[{poMe Toro momomuuTensHo Moker 6HTL ycTaHOBJACHA cetebas iata Fthernet.

Qupma CES Bunyckaer ramke ycrpoiictso conpmikenun VIChus ¢ SUN SPARC Shus, tun
SVIC 7213. YcrpoHcTBO BHIOAHEHO B BUC ABYX ILIAT U 06CCHCUUBACT CKOPOCTH NIEPCAadn Jio
12 MGai#ir/c.

Crasp ¢ [I9BM tuua IBM PC sunonnena tonsio g VMV passoBuanoCTH MCKKpeRTHOM
Marucrpaju Ha ocuone moayns B cransapre [BM PC tun VBAT 8218, koropuit asiserca Mojy-
aem ynpasiacuua jian VMVbus. Jlag noakmouennsn 1I9BM k VICbus neobxonumo obecneuurs
nepexon ¢ VM Vbus wa VMEbus npu nmomown monyns VIC 8250 ¢ nocnepyiomum nepexoiom
¢ VMEbus sa VICbus (cm. puc. 5).

UIC/UNE
nutTEpPehc warnctpanes VIC
UIC 8251F >

6U

UNE

UMV UNE
HutTepdehc marncrpans UMY UBAT 1BM PC-AT
UIC 8250 8218

6U

Puc. 5. Cxema nomxmouenun PC k mune VIChus
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Ha puc. 6 nokasan npumep opranusaniu CUCTEMB, ocHoBalliol na ucnoasszosannn VIChus,
B KOTOpYI0 BXOAAT annapatrypa cbopa /laliHkX B pa3jMuylBX CTaHJaprax 3JICKTPQUUKA M pa3-
smuuble pabouue cranituu.

Ucnonssopanue MonudunapoBaHHoi Maructpam VSB

Dror cnocob bui npesowen u paspaboran 8 GSI ([lapmuwranr, I'epmanna) wa ocuose
cranjapra VSB, asasionierocn jonoancuem u pacuupenuem cranjgapra VME. sa cuer opra-
nuszaluyu nepeaaun curnanon VSB no auddepenunanpuniv unnam caasn [2].

Anuaparypa no3sojact oObCAMNATE B pAMKaX O/JHOH CUCTCMNW yCTPOHCTBA, BRIIOJHEHHKE B
cranaaprax VME, FASTBUS u KAMAK. B kauectse MarucTpain o6seAMHCHHA HCTIOAB3YVETCH
MoauduiiMposatian Juia paborm na paccroaund Jjio 50 M cranpapraas Marucrpats VSB. Mo-
AMPUKAIMA He 0BCCTCIUBACT THONNOK (DYHERIIMOHANLHOK COBMCCTUMOCTH €O cTanjaprom VS,
TAK KaK 3AIPCIACT OICPAIUU € HCCKOJILEUMU MOJLYIHMU VIIPABICHUA M OCYULCCTHIACT Hepe-
Jady Tonkko jurinoro ciosa. (‘nenvasiuanposanuniii ajanrep Marucrpaan VSB npoussonures
B nacroswee spems pupmodt Dr. Struck B Bujie naatn, yeranagiMBacMoif co cCTOpoHH pazheMon
VSB marucrpann VME, u umeer nanmcnonanune STR 723 [3]. Ananrep obecncunsaer nepe-
nauy curnanos VSB s Buje jmddepenunansnnx curuanos. Moauduunponannan marucrpacs
VSB nonyuuna nazsanue VDI3 marucrpann. Qua obecneuusact nepeiady 32-paspanx Jgau-
HBX €O ckopocThio 2 M6adrta/c Ha paccrosuust 10 5 M u co cropocthio 1.2 Mbantra/c na
paccroanusn 50 M.

@ “ﬂqﬁ,“:?j’:f;’ - DMEL 000 et o 1
RIXIC VIC N _:’;;3::“"‘ CBVY1L00G 1 v VSCFIC8°30}
Cluster] 8 Fdle :1‘79"-;33‘2‘}] 2 M o
R - - - vsoFrraesn
- T T gaer VSoFiceas
i CR. B FIUBUGD
ENATR S 1R | ome] Dumry GG ELTEC E5
L ey = == ~—me=su[ CVILODOU TE ST
Crote [8 N T MYE 8217
> <&y ; S
- Ex T aonen Tyt oger
AR A 5 S | fonaas
enaol 5 <=1 = [T ey P
‘@'}‘% 5(") SR R EE T
B The VIO ver tical FasSTRUS
ol B Ao N bus with DAQ ond roineerinn] pRutht
pAr o on OF F-tine sys tems 1T i9ger
u 3] OINISY-¥MNE . Hardwore (Sonponen ts,

Puc. 6. Oprdnunanusn cucremu
na ocrione VICbus

Puc. 7. Cucrema cbopa jlannhx Ha
ocnose VDB marucrpanu

Ha puc. 7 nokasan npuMep opranmsanuu cuctems cbopa jannux na ocnose VDI maru-
crpamu. B kauecrse ynpasasiomero Mmoayin Marucrpani VDB mower 6y subpan omonsiar-
nw# npoueccop B cranaapre VME, uMmciomunt Buxoa na VSBbus. B janiom npusepe raknm
Mogynem asafctea F1C8230 (C1S). K oanoit smuun VDB mower 6urh nopwiioneno 1o 15 kpeit-
TOB.

Has nogxmovenns wpetita KAMAI k VDB ncnoabayores jisa tnia xourpossiepos kpeita
KAMAK, nponasoaumsic dupmort Dr. Struck. Kamwamtt ua nux BRIOINCH B BUAC 0 MHAPIIOTO
monyia KAMAK u ycranasansacrca B 24-yw nosuinio kpetra HKAMAIC Heobxopuman canan
c 25-oit no3uiued kpeiira ocyuecThiagercs depes motyin tuna STRG1T/DMS, snanonutien
unaukatopom marucrpain KAMAIL Hepsuit tvn KIC - Mmoayns STR610/CBV - ue conepwnr
BHYTpH ceba npoueccopa n obecticunnaet ceass ¢ VDB, KKK STR610/CBV ne nouepwunacr
peMUMOB BiounnXx nepesad. 13 woucrpykumio sroporo tuna KIU - mopyan STR612/CVE -
sraodenn npoteccop MCG8030, paboraomut na rakrosoit vacrore 20 Men, HI3Y emrocthio
128 Koant u O3V, pacumpsemoe no emkocrn | Mbatita. Jror I obecneunnact smnoanenne
600 ne nuwara KAMAK u nouepimsacr 6aounue nepegaun. 1o Baminoe obeTonTeancTso, Tak
Kak ckopocth obmena no anuuu VME - HAMAK 8 octiosuoM peryiMpyercs adreanioctnio
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mkiaa KAMAK.  Januse sanomunaoren 8 3V xoutposiepa. Mower 6w oprannsonano
nomasjIenue HyicBoilt HHGOpPMalluKM 1 BupaboTKa cUrHala sanycka 2-ro vposuns.

s noaksuovenns x VDB kpeiros FASTBUS ucnonsiyercs npoueccopusii mogyas STR330/CPU
(Dr. Struck), koropuit apagerca mopyaem FASTBUS, paspaboranunar s HIEPHe u uasectinm
nos xHassanuem CERN Host Interface and Processor System (CHIPS). Jlononnurennuan juim
wero n;iata STR330/VSB obecneunbaer nenocpeacrsenuylo cuash ¢ Marucrpaanio VDB, /o
8 takux moay:iac# FASTRBUS mower 6uth Ha ojtnoit sunnn VDL

Caeayer otmeTuTsb, uto B kpeiite FASTBUS neobxoiumo usmers upoueccopnuit Moayin, ko-
TOpPHI# 1103BOJIMT PeaTU3ORATL TPCUMYIIECCTBO BUCOKOH! CKOPOCTH 0bMeta na Marucrpanu FFAST-
BUS npyu dopmuposanuu curnana sanycka 2-ro yposus. Moay:an FVSBI9210 (CES) ne umeer
npolneccopa.
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BOH CHCTEMBI, HO He fICHA NEPCNeKTHRa cro byaymero passutua. Bapuant CES asaserca bonece
IePCHEKTHBHBIM, TaK Kak, BO-EPRLIX, OCHOBAH Ha UcioabsoBalud Marucrpaau VIC, npuiaroi
B KaYeCTBe ME/AYHapo[Horo CTaH/japTa, BO-BTOPHX, B pUpPMe fIpeycMarTpipactca paspaboria
HOBBIX Mojy:el, pabotaloniux ¢ Marucrpainio VIC.
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HEKOTOPbIE KOHLUENLUWIK PA3BUTNA MHOFOMEPHbDIX
N3MEPUTENbHbBIX CUCTEM HA ®U3NHECKNX YCTAHOBKAX
JTH® OUAN '

B.I . TywiuH
O6begNHEeHHbIN UHCTUTYT aaepHbiX nccnenosavui, [lybHa

Oco6eHHOCTU pa3BUTUA COBPEMEHHBLIX 3XCNEePUMEHTaNbHbLIX YCTaHOBOK
ana uccnepnosaHun B oobnactn Guankn aapa N GU3UKN KOHAEHCUPOBAHHbBIX
cpen B 3Ha4YUTeNbHOW Mepe onpeaensioT NepcneKkTUBHble HanpasBNeHWUA
pa3BuUTUA CUCTEM aBTOMaTU3auUUWN N XapakTep 3ajad, KOTopblie Npu 3TOM
npuxoanTcAa pewaTts pa3pabortynkaM aTux cuctem. OTMeTUM ABa Hanbonee
BaXHbIX Ha COBpPEeMEHHOM 3Tane pas3BUTUS CUCTEeM aBTOMaTU3auuun
CNEeKTPOMETPUYECKUX 3KCNEePUMEHTOB HanNpaBNeHUs U , COOTBETCBEHHO,
Knacca 3afauv.

MepBoe HanpaBneHue wn COOTBETCTBYIOLIMA KNacC 3afa4y CBA3aHbLI C
NPUMEHEHNEM COBPEMEHHbIX [EeTEeKTOPHLIX CUCTeM , KOTOpble MNO3BONKIT
yBeNnU4NTbL YUCNO OAHOBPEMEHHO PperncTpupyembix B 3KCnepumeHTe
dunsnyecknx napameTposB. Takaa OCOOBEHHOCTb [AETEeKTOPHbLIX CUCTEM
ysenuyneaetr obwmihi  NOTOK  PerncTpupyembix u COXpaHAeMbIX
9KCNepUMEHTasIbHbIX NaHHbIX, Tpebyer ynydweHuns BPE@MEHHbIX
XapakTepucTuK perncTpupyiowien annapatypsl, CTaBUT B paf aKTyabHbIX
npobnemy pas3paboTKkM HOBbLIX METOAO0B perucrpauuuv, nO3BONKIOLLUX
cokpatuTe obvem wuHdopmauuun, 3anucbiBaeMo ANA AONFOBPEMEHHOro
XpaHeHus.

Bropoe HanpaBneHue n apyroi knacc 3aaay CBfA3aHbl ¢ TpeboBaHueMm
yBenuyeHus obwein npousBoanTeNnbHOCTU 3KCNEePUMEHTaNbHON YCTAaHOBKU
3a CYeT CyLEeCTBEeHHOro NOBLILLEHWA YPOBHA aBTOMaTU3auwuu ynpaBneHus
9KCNepPUMEHTOM, KOHTPOAA Hakaniueaemon uHdopmauuu, obpabotkn u
WHTepnpeTtaunuyu nonyyaembix [AaHHbLIX, TO €CTb B LENOM COKpalleHus
BPEMEGHW OT MOMEHTa NONAy4eHUs NEepBUHHON 3IAKCNEepUMEeHTaNbHOW
unHbopmMmaummn ao nonyyeHus COOCTBEHHO GUINYECKUX Ppe3ynbLTaToB
N3MEepPeHun.

C yyeTOM nepcnekTuB pasBUTUS CNEKTPOMETPUYECKUX CUCTEM B
Na6opaTtopun HentTpoHHon dusunku /NIHD/ OUNAN nposogaTca pa3paboTku
annapaTtypbl W nporpaMm ANna  aBToMaTu3auuu  [AepHO-OU3NYECKUX
akcnepumeHToB. PeaynbraTtoM patoTt, nposoaumMbix B JIHD B TeyeHue pspa
net B 3TOM HanpaBNeHWuW, ABNAIOTCA TEeXHUYECKUe peLUeHUs, KOTOPbie B
HacTosilee BpeMA MCNONL3YIOTCA BO BHOBL pa3pabaTrbiBaeMbix CUCTEMaXx
Kak ctaHaapTtHbie. K yucny Hanbonee BaxHbiXx MOXHO OTHECTU cneaylowme
TEXHUYECKNE PELUeHUN.

1.Hakonnexwne cnexTpomeTpuyeckon nHopmaumum B UHTErpupoOBaHHOM
BWAE B aBTOHOMHLIX 3anOMWHaOWMX ycTponcTBax /3Y/, BLINONHEHHLIX B
Buge 6nokos KAMAK, umeiouwmx obpalueHue Kak MO KkaHany nNpsMoro
poctyna /KMA/ 4epes pa3beMbl Ha nepegHen naHenu, Tak W 4epes
maructpans KAMAK/1/. CoBpemeHHoe COCTOsiHWe 3nemMeHTHon 6a3bl
UHTErpasibHbIX CXeM 1 onbiT co3paHnsa B JIHD aBTOHOMHbIX 3Y nNoka3biBaloT,
4YTO yXe celyac CyLeCTBYIOT BO3MOXHOCTU CO3aHNA Takux 3Y o6LemMoM B
1M 24-pa3pagHbix cnoB n 6onee.

2.Undposas dunbTpaums nocrtynaoilen OT KOAUPYIOLWUX YCTPOUCTB
CNeKTpoMeTpu4eckon UHPopMaumMn C NOMOLULID NpPOrpaMMUpyemsbix
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ycTponcTe uundpoBoro otbopa/2/, vMelowmx kaHanol BBOAA U BbiBOAA
UHPOpPMaUUK Yepes .BHellHWe pa3beMsbl, ynpaBieHue yepes3 Marucrpanb
KAMAK wu ocywecTtenawowmx undposyio buneTpauuio No  HECKONbKUM
napameTpam, ee cxaTue n nepepadvyy uvHpopmauuun B 3Y C y4eToM ero
aApecHOro NpocTpaHcTBa. ,

3. cnonb3oBaHMe aBTOHOMHOro cneukoHTponnepa kpenta KAMAK/3/,
BbiNOAHAKOWEro ¢yHKUMM nocnenoBaTenbHOro cbhema wuHbopmaumm ¢
HECKONbKUX KOAUPYIOLMX YCTPOMNCTB C NPOCTLIM anroputMomM obpatueHma K

ynpasnsieMeiMm M 6GnokamM, a UMEHHO: TONbKO PEXUM CHUTbIBAHUA KOAOB

 3aperucTpupoOBaHHbLIX WUMNYNLCOB OT CNEKTPOMEeTPUYECKUX YCTPOUCTB W
nepepayy 3TUX KOAOB C AOONOAHUTENbHLIMU  NPU3HakaMun  HOMepa
Koaupytlowero ycrponcrtesa nm6o HenocpeactseHHo 8 3Y no KA, nub6o B
3Y uepe3 yctpoinctso uudpposoro otbopa, Takke no KMA, nnmbo uepes
nnaty nHtepdeinca B nepcoHanbHOM KoMnbloTepe B namnaThb (K.

B kawecTtBe nNpuUMepoB peanu3alunit OTMEYEHHbLIX Bbille TeXHUYEeCKUX
pPeLweHnin naeTcs onucaHue psaa NaMepuTenbHbIX CUCTEM, NOCTPOEHHbLIX Ha
6aze annapatypbi B CcTtaHaapte KAMAK ana  MHOronapamMeTpoBbix
U3MepeHun C annapaTtHON COPTUPOBKON NAHHbLIX.

. UamepurtenbHaa cucteMa ANna KOppensunoHHbIX N3MepeHuin.

CoapaHHas cucrema ncnonsayertca B UAD YCAH B akcnepuMeHTax no
M3Y4EeHUI0 MexaHU3Ma SAepHbIX peakunun C nepenavein  HeCKONbKUX
HYKIOHOB U A1 UCCcnenoBaHUs pa3Hbix ‘KaHaNoOB pacnana ux NPOAYKTOB.
[Ty4OK YCKOpEHHbIX 3apsiXEeHHbIX YacTul U3 UMKNOTpoHa Y-120-M nonapaer
Ha MWLWIeHb, W NPOAYKTbl peakuMn HeobxoAUMO aHanu3anpoBaTb NO UX
3apsay M Macce, a TaKkkKe W3MepATb 3JHepretuyeckme W  yrnosbie
pacnpepeneHnss 3tux 4Yactuu. [na waeHTudwnkaumm dactmy OObIYHO
MCNONb3yeTCA XOPOLUO W3BECTHbIN MEeTOA WU3MEPEHUA WOHU3AUWNOHHbIX
noteps (dE) n nonHon aHeprum (E). B kOppensiunoHHbIX U3MepeHusx,korna
n3y4aeTcs, HanpuMep, pacnaa OAHOro U3 NPOAYKTOB peakuuin, BO3HuUKaeT
Heo6xoaAnMOoCTb ngeHTnduumposaTb YacTuubl, nonagalouue
OAHOBPEeMeHHO B ABa Teneckona. B akcnepuMeHTax Takoro poaa CurHanbl
ot dE- u E-petextopoB NOCTynalT yepe3d CNekTpoMeTpudeckue uenn v
MHOronapamMeTpoBYIO U3MEPUTENLHYIO cuctemy B SBM.

B onucbiBaeMoin Huxe cucreme/4/ nCNONb3yIOTCA YCTPOMNCTBA, KOTOpbLbIE
OCyuwiecTBNAIOT annapaTthylo undposyio GuUnbTpauuio Ha BxOLe pPerncipu-
PYIOWKUX W HaKaNAUMBAOWMX YCTPOWUCTB, HTO MNO3BOASIET CYUECTBEHHO
YME@HLLLNTH KOMNYECTBO HEHYXHOW MHpOpMaunn, 3anncsiBaeMon Ha marHm-
THYIO NeHTY B HECOPTUPOBAHHOM BUAE, a TaKKe peanun3ioBaTtb BO3MOXHOCTU
3BM no ¢dopmunposaHuio 0OQHO- U ABYXMEPHbLIX CNEKTPOB AN KOHTPONSA 3a
XO0OM 3KcnepumMeHTta. MameputensHaa annapatypa co3flaHa Ha OCHOBeE
Moaynen B craHaapte KAMAK, coctout ua tpex kpeintos KAMAK. Ee npor-
paMMmHoe obecneyeHne npeaHasHaveHo ana 3BM Ttuna CM-3.

Uameputenshaa cuctema pabotaer cneayiowuM obpasom. AHanorosas
nHdopmaumna, Nony4yeHHas M3 CNeKTPoOMeTPUYeCcKUx Lenen 3KCcnepumeH-
TanbHOW YCTaHOBKW, NOCTynNaeT Ha BOCEMb aMNAUTYAHbIX KOAUPOBULNKOB
AL, paamelleHHbix 8 nepBoM kpente KAMAK, He cBfzaHHom c¢ 3BM
(pnc.1).9Tm  kpenToM ynpasnaer cneukoHtponnep KOMA koTopbin
CBfi3aH MO KaHany NpsAMOro AoCTyna ¢ 3anOMUHAWNUMK ycTpoucteammn 3Y
¥ OpraHu3yeT PexunM HakoNNEeHU MHOIOMEPHbLIX CNEeKTPOB aBTOHOMHO, 6e3
yyactua 3BM. BbixoaHble Koabl, C Tpex BHELWHUX pa3beMOB KOHTponnepa
Ha 3Y, cOCTOoAT U3 KOAOB agpeca Koanposwmkos, ¢ 1 no 12(13) paspsanbl,u
KOAOB HOMepa Mo3nuuvu, 3aHUMMaeMon KoaAUpYyIWWUMKU YCTPONWCTBaMW B
kpewnte (cnyxebHble koabl), ¢ 13(14) no 15(16) paspaasbl.
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Puc.1. bnok-cxema nameputenbHoOn CUCTEeMbI.

16-pa3panHbie cCNoBa, COOTBETCTBYIOWMNE BbiOpaHHBIM KOAUPOBLLUNKAM,
NOCTYNaloT U3 KOHTpPoNNepa No BHellHen LwuHe B ABa 6ydepHbiXx HakonuTe-
na 51,62, nomeuleHHbIx BO BTOpoM kpente KAMAK, KOTOpbiM ynpasnser
KOHTpONnep, noacoefiMHeHHbin k IBM. BbydepHble Hakonutenu, kKaxnbin
emkocTbio 4K 16-paspsaHbix cnos, pabotaior B pexume flip-flop, yto
3aMeTHO coKpallaeT MepTeoe Bpemsa npu Habope AaHHbLIX.

Hakannusaemble koAbl NporpamMma nNposepsieT N0 CNyXe6HbIM 6maM
KOAUPOBLLIMKOB W NO YUCNY NapaMeTpPoB U copTupyeT B Niobble AByXMEpHbLIe
UNN OAHOMEPHbLIe CNeKTPbl, KOTOPbLIe BLICBEYUBAIDTCA Ha AOBYX UBETHbLIX
ancnneax(LUM). OpHoOBpeMEHHO BCe KOAbI 3anNUCLIBAIOTCA Ha MarHUTHbLIA
AVUCK UNKn NEeHTY Ana nocneposatensHoi o6pabotku B pexume off-line.

Ina cokpauleHUss BPEeMEeHWU COpTUROBKM koaoB B 3BM cyuwectsyert
BO3MOXHOCTb NepenosBats u3 KoHTponnepa KOMA no BHeWHe’ wunHe KoAawb!,
COOTBETCTBYIOWME onpeaeneHHbiM ALLM, Ttakke npamo B ABa aHanu3aTop-
HbiX Hakonutena A1 u A2. Takum o6pa3om, B kaxaom 3Y emkocTuio 16K Ha-
KannuBalTCA YeTbipe OAHOMEPHbLIX cnexTpa no 4K OT 4eTwipex KoaupoBLLv-
KOB. DT CNEKTPbl NPOrpamMMa Takke NO3BONAET BbLICBEYMUBATL Ha LBETHOM
ancnnee.

Ucnonb3ayemMble B cucrteme yctpounctsa umudposoro orbopa BbiNONHRAIOT
dyHkuMM npepsapuTensHoro otbopa nonesHon UHPOPMaUUKU, KOTOPbLIN
yMeHbLaeT NOTOK AaHHbIX B IBM, a Takke npoBoAAsT npeaBaputTenbHoe
paspeneHne sHepPreTUYecKux CnekTpoB U3MEepPSeMbIX HacTul, Nonanawomx
B 3aBMCMMOCTWU OT Maccobl B mMaTpuue E x dE B pa3Hbie NOKYyCbl, N Taknm
obpasom npu Habope copTupoBaTb AaHHbie napameTpa E1 no nokycam B
Matpuue napametpos EI1xdE1. 3Jta 3anaya pewaetcss C NOMOLWWbLIO Tpex
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moaynen umdposbix duneTpos: 1) Bnoka ynpasnenus (YLID), koTopuint noa-
coeavHeH kK aByMm napam ALMN (E v dE) v dopmupyer asa 14-pa3paaHbix
cnoBa (E1+dE1) n (E2+dE2). 3Tn cnosa noOCTynalwT B MaTpPU4YHYIO NaMaTb
U® vinn npsmo B 3Y. bnok ogHOBpEMEHHO 3anOMWHAeT NofHbie Koabl E1 u
E2. 2) Bnoka matpuyHon namatu Ud (MMOLD), B KOTOpbIK MOXHO 3anucaTtb
pa3Hble NOKYCbl ANA pa3HbiXx Macc obeux yacTtuu. Mamar, pasbuBaeTca B
MaTpuuly 128x128x1 6anT, rne B HWXHMe OGUTLI 3anNUCLIBAOTCA NOKYCbl OT
nepBon CUCTeMbl [OEeTeKTOpOB, B BepxHMEe - OT BTOPON CUCTEMbI
netexktopos. Bbnok BuipabatbiBaeT CTaTyCHOe CNOBO NOKYCOB, KOTopoe
conepxuT nHpopmaumio, B Kakue NoKyCbl 4acTuubl nonany. 3) 3anomMuHaio-
wero ycrtponcrtea (3Y), B KOTOpOe MOXHO 3anucaTtb BOCEMb OAHOMEpPHbIX
cnekTpoB 4K vnu ase asyxmepHbie mMaTpuubl 128x128. B kavecTtBe 6noka
MMNUD ncnoneayetca ctaHpnaptTHoe 3Y 16K.

UameputenbHaas cucremMa, aHanormyHaa onUCbLIBAEMON Bbilie, co3naHa
B8 THO OUAN nna pabotel C NNOCKON ABYXCEKUMOHHOW WOHW3ALWOHHOW
kaMepon Ha peaktope WBP-30 npu uccneposaHwn peakuuun (n,p) Ansa
naeHTudUuKaumm npotoHos Ha ¢oHe anbda-4acTuy AN pPaanoaKTUBHbLIX
anep-muwieHein/S/. CyuleCTBEHHbIM  OTAMYMEM OT OnNUCaHHOW  BbllWe
CUCTEeMbl fABNRETCA ucnonb3osaHne smecto 3BM CM-3 nepcoHanbHOro
komnbiotepa IBM PC-AT 286. [lns paboTtbl C Nne@pCoHanbHbIM KOMMNbIOTEPOM
pa3paboTtaHo cooTseTcTBYylOUlee NporpaMmHoe obecneyeHne, KoTopoe Noa-
BONAeT BbLINONHATL Bce ¢&yHkuMM npu pabote c 6Gnokamn cuctTemel,
NPOU3BOAUT BU3yanu3auuio OaHO- U ABYXMEPHbIX CNEKTPOB C NOKyCaMn Ha
akpaHe [1K. HakonneHne n 3anoMmHaHue cCnekTpoMeTpunyeckom MHPopma-
UMM NPON3BOAUTCA HA TBEPAOM AUCKE, MOXeT cbpachiBaThbCa Ha CTpUMMEp.
Mporpamma TakKxe no3sonseTt NposoauTb 06paboTky HakonneHHon uHdop-
Mauuun B pexunme off-line.

Il. UamepuTenbHas cucrtemMa 48 3KCNepuMEHToB B sinepHon dunauke.

danbHenwum passuTeM KOHUEeNuMW No CO3AaHUI0 U3MepUTEeNbHbIX
CUCTEM MHOrornapamMeTpuyeckoro aaHannsa Ha ¢uU3nYeckux yCTaHOBKax
NH® asnawTca pa3pabotka U BHeAPEHWE WU3MepUTENbHOW CUCTeMbl Ha
ocHoBe PC-AT, kpennta KAMAK co cneukoHTponnepom KOMA | paameuwleH-
HbIX B KPENTEe KOANPYIOWNX YCTPONCTB, NHTEpGhENCHON NnaTel CBA3KN Kpenta
C NepcoHanbHbLIM KOMNLIOTEPOM U COOTBETCTBYIOLLEro NporpammHoro obec-
neveHnsa/6/. MakcuManbHOe YNCNO PerncTpupyemsix napameTpos - 8. Pas-
MEpPHOCTbL OAHOro napamertpa Ao 13 6ut.CucrtemMa Nno3BoNaeT OCYUECTBNATL
HakonneHne NaHHbIX B MHOMOMEpPHOM, OAHOMEPHOM U CMEeWwaHHOM
pexumax. BxoaHbie JAaHHbie OT KOAWPYIOWMX YCTPOWCTB NOOYepPeHOo
3anonHsioT asa Gydepa 8 namatu MK 8 pexume DMA. MNMocne 3anonHeHun
oaHoro nu3 6ydepos nponcxoauT NpepbiBaHWe, annapaTHO BKIIOHAETCHA BTO-
poir kaHan DMA wn npoponxaerca HakonneHme 80 BTopon OGydep.
UHdopmaumna 8 nepsBoMm Oydepe coptupyetrca no Homepy ALMN w
NPOUCX0ANT HaKOMNEHNEe MHTErpantHLIX CNEKTPOB NO KaxXAoMy napameTpy.
Mocne 3anonHeHua BbixoaHoro Gydepa MHOromepHas nHdopmauua 3anu-
CbiBAeTCHA Ha AUCK, CTPMMMEPHYIO NEHTY UNn nepenaeTca B NOKaNbLHyIO CeTh
nona pansHenwen obpabortku.

lll. CnexTpomMmeTpunyeckan cucrema Ana MHOronapamMeTpoBbtX

n3MepeHunii Ha yctaHoske "Pomaluka™.

OaHUM N3 HanpasneHuin paboTt B akCnepumeHTanbLHOW aaepHon dusnke
ABNACTCA CNEeKTPOMETPUA MHOXECTBEHHOCTU N3NyYeHMN, NO3BONAIOLIAA UC-
cnenosBate NPOLECCbl MHOXECTBEHHOCTU POXAEHUA 4YacTul unu ramMma-
KBAHTOB Ha OOWH aKkT aaepHoro s3auivopenctensa. B JIHO OUAU ans
nposepennna ¢uanyecknx UCCNeaoBaHM nNO  AAHHOMY  HaMpas/ICHUIO
co3faHa ¢uanyeckana ycTaHoska, BkNHawowas B cebs 16-CeKuMOHHbIN
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DeTeKTop ramma-nyyen tuna "Pomailka® N N3MEepUTenbHylo cUctemy Aans
perucrTpaunn n HakonneHna dusndeckor nHdopmauun/7/. Kondurypauma
YCTaHOBKWU fipeacTaBneHa Ha puUcyHke - puc.2. CurHanst ¢ 8bixogos OIY
Yyepes aIMUTTEPHbIE NOBTOPUTENU NOCTYNAIOT Ha WHTErpanbHbie AUCKPUMU-
HaTtopbl B} n Ha cymmatop. BbixogHOW CUrHan ¢ cymmartopa AUCKPUMWUHU-
pyetcs AsyMa guckpumuHatopamu [l M noctynaet kak crtpobupylouiuii
CUrHan Ha KOAWPOBLUMK KpaTHOCTKU coBnapeHun KKC, Ha cOoOTBETCTBYIOLLUE
BXO/lbi KOTOPOr0 OAHOBPEMEHHO NOCTYNAIOT CUrHalNbli OT UHTErpanbHbIX AUC-
kpumuHatopoB. KKC BbipabartbiBaeT NATAPA3pROHbIA KOA KPaTHOCTU W
curHan ans GopmMUpPOBaAHUA BPEMEHHOIO Kofla Ha BPEeMEeHHOM KOAWPOBLLU-
ke BK. Koa kpaTtHOCTM HeceT MH$OpMaLUIO O KPaTHOCTU U3Ny4eHWi 3ape-
rMCTPUPOBAHHOIO CoBbLITUA, a B CNy4ae OgHOKpaTHbIX coBnNaaeHui - nHoop-
Mauunio 0 HOMepe Cekuun geTteKTopa, B KOTOpPOii npou3ouina perucrpaums.
MN3meputenbHasa 4acTb cuctembl coctout M3 6nokos KAMAK, pasMeuweHHbix
B ABYX KpenTax, KOTOpbLI® ynpaBnsitOTCA: NEePBbIA - OT CTaHAAPTHOIO KPenT-
koHtponnepa KK; sropon - ot cneukoHTponnepa CK, ocyuiecrsnsiowiero
cbeM nHdopmaunun oT Koaupylowmx yctponcts:BK,exogHoro perucrpa BP,
NPUHUMAIOLLIEro HOMep AeTeKTopa, KpaTHOCTb COBNaAeHMWU U AONONHUTe-
NbHbIe npu3Hakn: AL ana aMnaUTyaHOro KOAUPOBaHUA aHaNOroBOro CUr-
Hana cymMmbl OT BCcex 16 ®IY . Obuwiaa paspagHOCTb MHOronapaMeTpoBoro
cobbitun (A+B+K) coctasnsaer 27 6utr (10+12+5). Umetb 6ydepHoe 3Y
Takoi eMKOCTU NpakTU4yeckn HepeanbHO. B faHHOM 3KCnNepuMeHTe C Uenblo
yCTPaHeHU1 U36bLITOYHOCTU HakannueaeMon UWHdbOpPMauUMnN UCMNONbL3YeTCs
annapatHaa uudposas dunbTpauua perucTtpupyemMon nHdopmauum nepep,
3anucoio ee B8 3Y. CneukoHTponnep opraHuayeT NocnenoBaTeNbHOe CUUTHI-
gaHue MHbOpMaUUKU OT KOAUPYIOLLUX YCTPOUCTB Yepe3 Maructpans KAMAK.
B 6noke untepderica 6 oHn npeobpasyioTcs B napannenbHbi Kog, cocTo-
WU M3 Tpex napameTpos, u nopatca ana undposoro orbopa Ha BLO.
Mocne ¢ountTpaumn MHoronapaMeTpoBbie COOLITUA HAaKanNnNUBAKTCA B BUAE
cnektpoB B GydepHom 3Y 64K.O6uwee ynpasneHue annaparypoi KAMAK
OCyULEeCTBNAGTCA NEPCOHaNbHLIM KOMNbIOTEpOM “lpaseu-16" yepes kKpenT-
KOHTpoONnep u nnaty uHrepdenca, pasMmeweHHylo B CaMOM KOMNbIOTepe.

Mpwu pancbHewem pas3BuTUKM cnexTpoMmeTpa “"Pomauwka™ BO3HUKNA
Heo6X0ANMOCTL HakanNNUBaTb HEe TONLKO KPAaTHOCTU B aMMAUTYAHbLIX OKHaX,
HO U 64WHUYHLIe KPAaTHOCTU ANA HeNPepbIBHOrO KOHTPONA 33 WMAEHTUY-
HOCTbIO, 3)DEKTUBHOCTLIO U HAI@XHOCTLIO paboThl A8TEKTOPOB C 3aNUCHIO
pe3ynLTaTtoB KOHTPONA BMecTe C uamepsemon dpusnyeckomn uHdpopmaumnein.
Ana atoro emkocTb bydepHoro 3Y 6bina ysenuyeHa no 256K u paspaboraH
HOBbIA 6nok unudposbix okoH BLIO-24. Mo cpaBHeHUIO C NEpPBOHAYaANbHbLIM
BapuaHTOM cuctembl yHKUUKU cneukoHTponnepa nepegaitca 6L O-24. B
DNaHHOM BapuaHTe MHOronapamMeTpoBbil kog A+B+K nocrynaet Ha cooTseT-
cTeyiowme Bxoasl 6nokos bLIO-24, rne n3 Hux dpopmupyetca 18-paspan-
HbIA aapec, no kotopomy aobasnsetTca 1 B COOTBOTCTBYIOLLMIA CNEKTP KpaT-
HOCTU. 3TO NO3BONSAET HakanNNUBaTb Kak BPEMEHHbLI@ CNeKTPbLl B aMNNAUTYA-
HbIX OKHaX, TaKk U aMnNUTYAHbIe@ CNeKTPbl BO BPEMEHHbLIX OkKHax 663 nameHe-
HMUA KOMMYTauUUn BXOAHBLIX CUTHAMIOB, YTO CyLEeCTBEHHO NoBbilLaeT rubkocTb
CUCTEMbI M BO3MOXHOCTU KOHTPONA CUCTEMbLI BO BpemMs MNPOBEASGHUNA
3KCrnepHMeHTa. . '

[aHHyl0 cucTteMy MOXHO paccMaTpuBaTb Kak OOUH U3 pe3ynbTaTOB Ha
nyTu pa3paboTok yHUPUUMPOBAHHLIX annapaTHO-NPOrpaMMHbLIX PeLIeHUA B
pamMkax paspaboTaHHbix B JIH® xoHuenuuit nNo co3naHuio U3MEepPUTeNbHbIX
CUCTeM MHOronapameTpoBOro aHanuaa.
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Puc.2. UameputensHas cncrema ycraHosku "Pomatuka™.
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PomeHH® CJIOXHNX E3MEDETENHHBX HPOBIIQN OpE aBTOMATH3ALEAH
HAYYHOI'O JIKCHOepHMOHTaA E TeXHOJIOTHYeCKHX nponeccoB

A.A I'pubop, B.A. XyxkoB, C.H. Cpobuos, I'.B. fAxoBjseB

Poccutickuti nayunwi yenmp "Kypuamoeckui uncmumym”, Mockea

B OCHOBHOM, H3JIOXeHHHI HHMXe MaTepHan HMeeT OTHolieHHe K npobne-
MaM aBTOMATH3AIHH "peaKTOpPHHX" H3MepedHH, T.e. H3MepeHHHR (B onpene-
neHHoHl cTeneHH cunenHdPHYeCKHX), CBSA3aHHHX C HCCl/lelOBaHHeM, onpepene-
HHeM H KOHTpoNeM NapaMeTpoOB peaKTOPHHX YCTaHOBOK (PY) u xpurcbopox;
TeM He MeHee B ero paMKax pacCMATpHBamTCS BOOPOCH NjocTaTodHo obmero
XapakTepa, Kacapmpecsa aTOMATH3alHH KaK Hay4YHOro 3KCHepHMeHTa, TaK H
Te@XHOJNIO'HYecKHX MpoLeccoB.

B KadYecTBe NpHMepa, [OACHSAKNWEero MNOAXOHH K pemeHHD 3apad ykKkasa-
HOH HanpaBJIEHHOCTH, oONHWeM KOHKPEeTHYK® aBTOMATH3HPOBAHBHYI CHCTeMYy,
npefHa3Had4eHHY AN NpoBefeHHs HeATPOHHO-HU3NYECKHX DKCHNEepHMEeHTOB,
coOopsAXeHHNX, B TOM YHCrle, C H3MEpPEHHAMH MNOCTOAHHNX/MeRNeHHOMeHAL-
mMHUXCA TOKOB HOHH3aNHOHHHX XKaMep B NIMpPOKOM MHHaMHYeCKOM QHanasoHe,
npeBHmapmeM 8 NOpANKOB - C YCNOBHHMH "TeKYWHMH" WKaJNlaMH (nopenernams
A3MepeHHHB) oT 1E-10 A mo 1E-3 A - OpH ROCTATOYHO BHCOKOH YYBCTBH-
TenbHOocTH ( 1E-12 A) B xopome# TOYHOCTH (MNOIrpPeUWlHOCTH - [OEeCATHEe [OJH
nponenTa anss TokoB 6onee 1E-10 A). HDon YYBCTBHTENBHOCTHN [OHHMaeTCH
MHHHEManNbHNA YpoBeHb 3HaYeHHH BXOQHHX TOKOB, [IpPH KOTOPOM pe3YNlbTATH
H3MepeHHH oCTawTCcA NpefcTaBHTeNbHEHMH ONA oNOpenerieHHs [OHHaAMHYEeCKHX
XapakKTepHcTHK PY. CHcTema pacCYHTaHa AN OpPHMEHEeHHS B YCJIOBHSIX Ha-
NU4Hs 3HAYUTENIbHHX OOMeX, XapakKTepHHX Ons “HeproBacHlleHHNX ob6Bexk-
TOB, OpH OPOTAXEHBHX ([0 CTa CTa C JIHNHHM MeTpoB) BXOOHHX KabenpHHX
NIHHHAX . .

H3MepeHHHe W OpenBapHTenbHo obpaboTanENe paHHHe NepecHNawTCcA
no NHHHH NocrnefoBaTenbHod nepepgays B 3BM THna IBM PC, ¢ noMomesnw Xo-
TOpo# OCYmeCTBNANTCA HaKonnemuWe, HanbHe#mas obpaborxa M npencrasne-
HHe HHbopManuu. [Jins Kaxpgoro xasBana BpemMa oOHoOBNeHHA HHGoOpMauuu,
nocrynaomet B 3BM, - 20 MC (CHHXPOHH3ANOHA C CEeTEeBHM HAIpAXEHHEM).
pu meobxopnHMocTH HHPopMmanusg MoxeT GHTH nepenana B 3BM Gonee BHCO-
KOro ypoBHSI, T.e. B oblleM cnydae CHCTeMy cnenyeT pacCMaAaTpPHBaTh Kak
3NeMeHT CTPYKTYPH HEeKOTOpPOTO KOMMONexca aBTOMATH3alHH, OTHOCAMHHACA K
caMOMy HHXHEMY YPOBHO. 3TOoT ypoBeHb obecmneynBaeT BHMOONHeHHe QyHKUHHA
u3Mepenuss, c6opa u OpenBapuTenbHON (CpaBHHTenbHO MpocToM) ob6paGoTku
BXogHON HRpOpMALHH, a TaKxe ¢YHKUOHEH B3aHMoneHCcTBHS C 3IBM.

CHcTeMa CTPOHTCA OO MATHCTpaNnbHO-MOAYNBHOMY NPHHIOHOY C NOpHMe-
HeHHeM cChelHaNH3HPOBAHHON MAarHCTpanH, OTHYapmelACcs NPOCTOTOHA H Ha-
NexHCTHEY B OpPHeHTHpPOBaHHOW Ha To, 4YToON He co3pgaBaTh BHYTPEeHHHX no-
Mex, Bo3feHCTBYOmMHEX HexenaTenbHENM o6pa30oM Ha NpelH3HOHHHE H 4YYBC-
TBHTENbHHEe H3IMEepHTeNnbHHE XaHalH, H OpH 3ToM obecnedyHBATh NpPHEMJIENYD
ansa nopoBeneHud (u3HdecKkHX H3MepeHHH Ha PY ckopocTs uHPOpMALHOHHOTIO
obMeRa. 3Ta MarHcTpans npefHa3HadeHa AN GOpPMHpPOBARHS HMEHHO MNpelH-
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3HOHHNX, YYBCTBHTeJIBHHX CHCTEeM HMEHHO HHXHero ypoBHA. Heckonebxko o6-
obuyapomUx 3aMedyaHH@l IO NoBoAy NOANODBHHX MarHcTpanefl coenaHo HHXe.

OfMHE U3 BapHAaHTOB CHCTeMH, paccYHTaHHHWH Ha paboTy c TpeMmsa To-
KOBHMH H3MepHTeJNbHHMH TpaKTaMH, OHJ CKOMIOHOBaH no 3aka3y A3C "Kos-
nogy#" (Bonrapusi) H [OCTaBfleH Ha 3Ty CTaHOHUP B Havane 1994 r. Cuc-
TeMa HCHOoNb3yeTcs NepCOoHAaNIOM CTAaHUHH, BHIOONHALWHM dU3HYEeCKHe uccne-
nosauusg. B 6nuxafiwmee BpeMa byner nocTaBneH Ha 3Ty ABC elle OfHH 3K-
3eMIngp cHcTeMb. CobCcTBEHHO CHCTeMa pa3MemjaeTcss B OOHOM kpeHTe (EB-
POKOHCTPYKTHB) .

BaxHOH O0COOEHHOCTBY TOKOBHX KaHanop SABNSIeTcH TO, YTO OHH HMEKT
Trnagkyo (HenpepeHBHYKO) H3MepHUTEeNnbHYW XapakKTepHCTHKY, oTobpaxawuwyp
3aBHCHMOCTH MeXAy BXONHOH BENIHYHHOH H pe3ynbTaTaMH H3MepeHHH (B BH-
oe 4YHCen-komoB) BO BCeM NHala3O0He H3MeHeHHS BXOOHHWX CHI'HAJIOB (OT
IHCKPEeTHOCTH OLHJpPOBKH OTBJ/IeKaeMcsa). 3ITO KayeCTBO HMeeT CYylleCTBEeH-
Hoe 3HaYeHHe [IpH NpoBeNeHHH HCCNeNoOBaHHH no nOuHaMHKe PY, oHo oco-
6eaHo HeofGxopuMo B cnydae onpefenedHuss TAaKOro napaMerpa, KaK pear-
THBHOCTE. [IpegycMoTpeH psald chelHaNnbHENX TeXHHYEeCKHX pemeHUHH, obecne-
YUBALWHX YKa3aHHY® HeNpephWBHOCThE. OCHOBHAas HX CYTh 3aKknwdaeTcs B
TOM, 4YTO B HHTEepBAaJIl BpeMeHH, B TedYeHHWe KOTOpPHX HenocpelgcTBEHHO
OpPOHCXOOHT CobBCTBEHHO H3MepeHHe (onHppoBKa) BXOAHHX CHHAJIOB, IION-
HOCTBI OTCYTCTBYWOT KakKHe-7TH6o KOMMYTAaIllHH aHaAJIOTOBHX H3MEepHTEeNnbHHX
Nenefl M COOTBEeTCTBEHHO He CKa3WBaeTCs BJIHAHHe NepexXONHHX NpOoIeccoB,
CBSI3aHHHX C KOMMyTaluuaAMH. I[Ipy 3TOM Hago HUMeTh B BHAOY, YTO peanusa-
IHs1 TpaKTOB C OeHCTBHTENIBHO WHPOKHM [HHaMHYeCKHM JOHala3OHOM HMEeHHO
HeBO3MOXHa 6e3 HCNoONeE30BaHHA nponenyp nepekKnowdeHHUs.

BXxoOHHe TOKH TpaHCPOpMHpY®OTCA B HOpPMAJIN3OBaHHHe CHI'HAJIH Hanps-
XeHHd. 3TOo oCyMieCTBNAETCS B KaXIOOM TpaxTe C OOMOWMBO AOABYX YCHJIHTEnNb-
HHX KackapgoB. I[lepBHH H3 HHX nOpenacrtasnseT cobod npeobpa3oBaTens
TOK-HanpsixeHHe, BHINOJNIHEHHHH Ha 6a3e cnenuansHoro (paszpaborka "Kyp-
YaTOBCKOTLO HHCTHTYTA") Manoumymsilero crabunbHoOro ycHnarens c MAM-y3-
NIOM, copepxawyM BapHKAaNHHH f[apaMeTpHYecKHH MoaynaTop. IlapaMeTpn

3TOTO YCHIHTens, B OCHOBHOM, oONpefensAwT KadyeCTBO TOKOBOTO KaHala B
nenoM. Jna obecnedeHHUs HMHPOKOTO AHAalla30HA H3MeHEHHS BXOJHHX CHIHA-
OB B NepBOM Kackaje peanu3oBaHa HeNnHHe#lHass OoTpHNaTenbHas obpaTHasd
CBA3b - C MOONy4eHHEM "KYCOYHO-JIOMAHOH" aMONUTYOHOH XapaKTepHCTHKH,

cocrodumed H3 Tpex ydacTKoB, bnaropapsa Hanu+4up B Kackaje Tpex mnapan-
NenbpHHX HeNnodYek oOTpHOATeNbHOH obpaTHOH CBSI3H, OABe H3 KOTOPHX colep-
XaT JOHOAQH CO CMelleHHHMH XapakKTepHCTHKaMH (NoNaHH 3anupapmHe HaNps-
xeHnda). C poMompw AHONHHX LeNodYeKk OPraHH3O0BaHH AOBa [MNOINONHUTENBHHX
(N0 OTHOWEeHHIw K OGHYHOMY - "OCHOBHOMY'") BHXOHNAa NepPBOTO YCHJIHTEeNnbHO-
To Kackapja.

Bropofl xackap - 3TO NPeNH3HOHHH# YCHNUTeNnb-HOpManu3aTOp Hanps-
KEeHHS, HMebUH# CTPYKTYpPY, peanusypuyw nonepeMeHHOe aBToMaTHYecCcKoe
3afeiCTBOBaAHHEe OBYX BeTBeH Cc KoO3(pPHUHeHTaMH NepenadH, OTNHYaABUHUMHCSH
B pecsaATh pa3. DBTH KoodpnnHeHTH Oepefladyd onpefensoT TeKyWHH npenen
H3MepeHHS TOKOBOTO TpaKTa; KoadPHNHeHTH Nepepayu BHOHpaoTCa H 3apna-
OTCA aBTOMATHYECKH MHKDPONpPOUEeCCOPHEM YCTPOHCTBOM CHCTeMH. B onpepe-
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NeHHOM QHala30He H3MeHeHHS BXOOHoTo cHTHana pabtorawT obe BeTBH. BH-
XOJlHOe HaNpsSIXeHHe Kaxno#d BeTBH nojaBepraeTcsa OOHPpPOBKe, HO HCHOOJIB3Y-
ercssi B KadecTBe pabouell mabpopmamns, CoOOTBeTCTBybmas TONBKO ONHOMH
BeTBH.

Insa nocTHxeHHS BHCOKHX METpPONOTHYeCKHX NapaMeTpoB TOKOBEX
TPAaKTOB B HHX H B CHCTEeME B [eJIOM HCOONb3yeTCs PAN YxXxHmpeHHA (Haszu-
PYOUHXCSE Ha NOCTATOYHO MNPOCTHX TeXHHYECKHX pemeHHSIX), O KOTOPHX B
paMkax naHHOTO coobmeHHSI HeT BO3MOXHOCTH cKas3aThb. OTMETHM TONBKO, B
9aCTHOCTH, YTO HCOOJIB30BaHHEe AaHAJIOTOBOTO Pe3HCTOPHOTO CcyMMaTopa,
BKJIO9YEHHOTO MexXIy 0epBHNM H BTODHM YCHJIHTENbHHMH XacxXafjaMH, OO3BONI-
eT ycunuaTenpo B OenoMm obnagaTk rnapkoii, O6nn3xofi x HOgeanbHoM (C TOY-
HOCTBD IO COOTHOMmMEHHS NOpPEelH3HOHHHX HDaCCHBHNX 3JIeMeHTOB-pPEe3HCTOPOB H
C nompaBKo#l Ea [AeTepMHHHpOBaHHOe H3MeHeHHe KosbdHnHeHTa mepenadvn
BTOpOT'O KackKaja), aMOnHTynHo#i XapaKTepHCTHKOH (Ha BXOAN CYyMMaTopa
OOQAaNTCS CHTHANH C OCHOBHOTO H [ABYX JNONONHHTENBHHX BHXONOB OepBOTO
xackaga) .

XopomHe MeTpOJNIOTHYECKHe CBOHCTBA CHCTeMH B YCNOBHAX HEOpPOCTOH
noMexoBoll o6CTaHOBKH MOTYT OHTEH pearIH30BAHH TOJIEXO NpPH OOJNHOH He3a-
BHCHMOCTH (C TOYKH 3peHHS BJIHSIHHAA TaJIbBaHHYECKHX cCBa3el) H3MepR-
TeNIbHHX TOKOBHX TpaKkToB. CooTBeTCTBEHHO B CHCTEMe OpenycMoTpeHa
ranbBaHHYecKas pa3BA3Ka H3MepHTeNBHHX TPaKTOB - OT NEeTexKTOpOB C HC-
TOYHHKAMH OHTaAHHA QOJNIE HHX (OOCJIeflHHEe pa3NemanTCcad B KpedHTe CHCTEMH)
Jo AD; 5To paeT BO3NMOXHOCTEH ONTHMH3HPDOBATH CXeMY 3a3eMIIeHHS ONs
H3MEPHTEeNBHNX TpaKTOB H CHCTEeMH B LOEJIOM.

KosdpurypanQus CHCTEMH, Apnavme#dcs MaTdCTPaNnbHO-MONYNBHON OO
OpHHENHOY HOOCTPOEHHSI, MOXeT THOKO MeHATHCS - C pacClIHpeHHeM H H3MeHe-
HHeM dyRxnu#t n3MepeHHs H o6paboTkm BxonHO#i HEpOpMaOuH. B wacTHOCTH,
B COCTaB CHCTEMH MOTYT OHTEH BKJINYEeHH MOAYNH H y3nH obecnedeHHA HM-
OYNBCHHX MeTONHK H3MepeHHN, ODpHMEeHSeMHX OpH peaXTOPHHX HCCNenoBaHH-
SIX, MOXHO OpenycMoTpeTh Gonee cnoxmyvw obpaborTky uBPopMamHH H T.[H.
Ha Puc. 1 B xavecTBe npHMepa-HINOCTPalOHH OpHBeleH BapHaHT CTPYKTYPH
CHCTEeMH, OpHeHTHPOBAHHOM Ha BHMNOOJIHEHHE KAaK TOKOBHX, TaxX H HMOYNb-
CHHX HM3MepeHHH (mo TpeM XaHanau Ans xaxjgoro cnydas). Ha Puc. 2 rTax-
Xe B KayecTBe NpHMepa OpefncTaBrieH BHO SXpaHa 3BM, conpAxeHHO# C H3-
MepHTenbHOH CHCTeMOM, Ha KOTOpDHH BHBeJeéHN pe3yNnhTaTH TeCTOBHX H3Me-
PEeHHEA.

YooMssBYTas BHIle MAarducTpansk, OpPHMeHeHHass B CHCTemMe, - l6-pa3s-
psARHas (naBHEHe), C reorpadHuyeckol appecanunedl nofnynefi. B opraHHA3anHH
dyBEKNHOHEMpOBAHHS MATHCTpanH OPHCYTCTBYOT HEXKOTOPHEe BJIEeMEeHTH, XapakK-
TepHNe nna CAMAC. Y3nu HHTepde#ica MATHCTpanu BHOOJIHEHN Ha 3NeMeHTax
KMOO. BpeMs nuKna 3a0HCH MM 4Y9TeHusa - 3 MKc.

Obvsem nmonEO# HEPOpMAOHH 1718 OONHOTO TOKOBOTO KaHana - 5 Ga#T.

CucTeMH, mDonoGHHe oOHCaHHOH, YCOemHO HCOONB3YWTCHA PAIHIYECKHMH
nopgpazfenesuaMa "Kyp9aTOBCKOr'O HHCTHTYTa", 3aHHMaADMHMHCHA peaXKTOpPHH-
MH S5KCOepHMEeHTAaJIPHHRMH HCCJIeJOBAaHHSAMH.

NaBasgs OpHMep XOHKDETHON H3MepHTeNBHOH CHCTEMH, MH XOTeNnsd noKa-
3aThF CNOXHOCTH H3MepHTEenmpHHX NpobryieM, XOTopHe HOPHXORHUTCS pellaTh B
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paMkax obecneyeHHsa (H3HYECKHX HCCNemoBaHHH, H COOTBEeTCTBEHHO Heob-
XONHUMOCTH [OOHCKa H peanH3alHH HaAnexamux TeXHHYECKHX peuweHHH, a
Takxe OOOYEpPKHYTH TO, YTO paclpocTpaHeHHHe crTaHRapTHsae (CAMAC, VME,
Multibus, ...) MaracTpanbHO-MOOYNbHHE CHCTeMn (MMC) He BCcerpa onTH-
MamnpHH A7 KOHKPEeTHHX NpHMEeHeHHH.

MHOTHe cymecTBywmHe MMC He NO3BONAWT KOPPEKTHO peMHTE 3apavy
obecnedenuss ocobo NpenU3HOHHHNX H YYBCTBHTEJIBHHX H3MepeHHH MaJIHX TO-
KOB H HanpsaAxeHHH - OmcTpopedcBywmuHe ys3nu MMC co3pgabT TakHe 3JIE€KTPO-
MarHATHHEe H OpodHe noMexH, 6oppba ¢ KOTOPHMH He OaeT XenaeMHX pe-
3yNbTATOB JaXe NpPH NPH HCHONB30BAaHHH CHNeNHaNbHHX CpeJiCTB (3KpaHHpO-
BaHHe, ranbBaHHYecKas pa3Bsizka H T.H.). MoxHoO ckas3aTp, 4YTO cpefcTBa
3amHTH CTAHOBATCSHA CJIHUKOM JHNOPOTHMH. CrefyeT [pH 3TOM OTMETHTB, 4YTO
HccnegoBaHHe MHOTHX (PH3HYeCKHX MnporneccB He TpebyeT BHcokoro 6HcTpo-
nedcTBHsI. K TAakKHM HCCleJOBaHHSAM, €CJ/IH KacaThCH, CKaxeM, peaKTODPHHX
3ajjad, OTHOCSATCSHA Tennodpu3sHYecKHe IKCIEepHMEeHTH C HCHOOJIb30BaHHEM Tep-
MoIlap ¥ TEepMOMETDOB CONPOTHBNEHHs. J[Jlaxe 0OpH I[poBefeHHH HeHWTPOH-
HO-pH3HYECKHX HCcnefoBaHH# cymecrByer Oonwmwofi Knacc MeTOOHK, He
TpebyomHx BHCOKOI'O OHcCTpoOeHCcBHS; 4YacToO 30ech pedb HOeT O MHJINHCe-
KYHOHHX # 6oJslee 3HAYNTENBHHX BpPEeMeHax.

MoxHO Ha3BaTh BHCOKOKaudYeCTBeHHHe HHTerpupywomue Alll agByx #s-
BecTHHX GupM HP u PEP, BHOyCKabuHx annapaTypy B cTaHnpapTax VME u
VXI - HP E1410A (VXI), VADI-3 (VME). HecooTBeTCTBHE NpPOH3BOOHTENb-
HocTH MMC VME (cnuMuUlkoM BHCOKa H fopora) AnAa psAfa HOpUNokeHHH Ouio
3aMedeHO OaBHO. <dupma PEP paspaborana cBOp cHenHaJIH3HPOBAHHYK Ma-
rucrTpane CXC. He ‘BmaBasick B feTaNbHHA aHanH3 3ToH Marucrpand, OTMe-
THM IBa ee NOCTOHMHCTBa: Majioe norpebneHHe H BO3MOXHOCTB paboTn Ges
OPHHYNHTENBHOH BeHTHJISAOHH; Hebonpmas CTOHMOCTH (OpPOCTOTa) HO CpaB-
HeHH c VME.

PacupocrpanesHNe MMC He JonyckoT 3aMeHy GyHKOHOHaNBHHX MOQyJe#
6e3 BHXNwYeHHsT xpe#iTta. Taxas BO3MOXHOCTH 3aMeHH IlenecoobpaszHa H
npocTo HeobxomgHMa s MHOTHX TEeXHOJIOTHYECKHX CHCTeM KOHTpOnNs (yo-
paByieHHs1), Korjga BHKJILYEeHHe KpeHTa (B KOTOPOM 4YaCTO COCPEeROTOYeHO
6oneloe KONHYECTBO H3MEepHTEeNbHHX KaHanoB) HEeBO3MOXHO HINH Kpa#dHe He-
XenaTenbHO.

Ham onHT TOBOPHT O TOM, 4TO HeobxonHMa cTaHgapTHasA MardCTpans,
KoTopas 6H yJoBJeTBOpsAia, B TOM 4YHCJle, CnenywWHM TpeboBaBHAM:

-[03BONANIA CTPOHTH NOpPelH3HOHHNE H3MepHTEeJIbHHEe CHCTEeMH HHXHeIrO
YPOBHSA;

-No3BOJNIANIa MNPOH3BOJHTE 3aMeHY (GYHKOHOHANBHHX MonRyJed 6e3 BHK-
nod4eHHs KpelTa;

-0O3BOJIfAYIa BHHOCHTE (HeNOCpPeACTBEHHO K JlaT4YHKaM) HeKOTOpHe
byHK1IHOHanbHEEe Y3NH (MOAYJIIH);

-obecnednBarnia NPOH3BOINHTENIBHOCTE HA YPOBHE CHCTeM B CTaHOQapTax
IEEE488, CAMAC;

obecneynBasia BHCOKYO HaJeXHOCTh CHCTEM.

HexoTopHe coobpaxeHHs NO OOBONY TaKo# MarHCTpanH: MaTHCTpanb
OonxkHa ONTE oOCNegoBaTeNIbHOW; [OOCTATOYHOH OylleT CKOpPOCTB nepepnadn
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HHbOopMaNIHH nopsaka HeCKONBKHX NeCATKOB Merabur B cexyHOYy; XenaTenb-
Has cpepna nepepayd HEQOpPMALHH - ONTOBOJNIOKOHHHA Kabens( HO Qoxma cy-
HleCTROBATF BO3MOXHOCTE NpHMeHeHHS KoaKCHanebHoro xabens Hnu EBHTO#H
napH); ODO-BHOHMOMY, HOJIXeH HCHOONB30BaThC pexHM obmeHa coobmeHHsaMH.

CoBpeMeHHHE CHCTEeMH aBTOMaTH3allHl HAYYHOIO 3KCIEepHMEeHTa HMepT,
KaK OpaBHJIO, HepapXHYeCKYyD CTPYKTYpPYy, COCTOSNYWO H3 HECKOJIBKHX YpOB-
Hel. B CJ/IOXHHX CHCTeMaxX aBTOMATH3alHH MOXHO YCJIOBHO BHIOENHThL TpH
OCHOBHHX YPOBHS:

-YPOBEeHb [eTanbHOI'O aHanH3a SKCHepHMEeHTAalNIBHHX RaHHWX (nocTob-
paborka);

-ypoBeHb 3Knpecc-obpaboTkH;

-YpPOBeHbF H3MepeHHA TnapaMeTpoB HccllienyemMoro obrexra (M nonadH
yOopaBngpbULHX BO3QeHCTBHH) - HHXHHHA ypoBeHb.

Ina cucTeM aBTOMaTH3a[HH XapakTepHO Hanndne TpebomaBu# no
obecneuyeHHw pexHma peaJiIbPHOI'O BpPeMeHW, pPa3HHX Ond KaxXaxoro ypoBHS.

Ha BepxaeM ypoBHe (nocrt-obpaboTka) BpeMs OTKNHKa CHCTEMH, T.e.
JUIHTeNnbHOCTH BHYHUCNEHHH MOXeT COCTABNATE YacCH, a BHRYHCJIIHTEeNbHHEe
cpencTtea, obcnyxuBapimHe 3TOT YPOBEeHb, MOryT paborarTs tton ylpabBleHH-
eM onepanHOHHHX cHcTeM obmero Ha3HadeHHA B pexuMe Time Sharing.

Ha cpenneur YpoBHe (3Kcnpecc-obpaboTka) BpeMss OTKNHKA CHCTEMH
onpenenseTcsa BpeMeHeM peaKkUuHH YernioBexa ([OONH CeKYHAH), a BHYHCIIH-
TenbHHe cpencrBa, obcnyxuBavrmue 3TOT ypoBeHb, MoryT paGorarh nopn
ynpaBrieHHEM ONepalHOHHHX cHCcTeM obmero Ha3HaYeHHSs B pexHMe Real
Time.

Ha HHXHeM YpPOBHe BpeMs peakKOHH CHCTEeMH olpenenseTcsa OUHAMHKON
UccneqyeMHX NponeccoB U NHana3oH BpeMeH OTKJ/HNKa OYeHb WHpoK. CoorT-
BEeTCTBEHHO WHPOK U [HaNa30H NpHMeHAEeNHX NOpPOTpaMMHHX cCpencTs - OT
oflepanHOHHHX CHCTEeM peaylbHOIO BpeMeHH obfmero Ha3HaYeHHS OO BCTPOEeH-
HHX MNPHKJIAOHHX CHCTEeM peanbHOro BpeMeHH, pa3paboradHHHx Ha 6Gaze 43H-
XOoB THna ADA H HHoOIga Ha OCHOBe cOelHaNIH3HPOBAHHHX [poLecCOpoB
(nponeccopos o6paboTkH CHrHanoB).

B nenom nnsa KoOMONeKCHOIo OCHameRHsT PH3IHYeCKOro BKCOepHMeHTa
genecoobpa3Ho HCOONB30BaHHe pa3JIHYHNX THOOB MMC. VYpOBHH BepXHHH H
cpenaHii nenecoobpa3HO CTPOHUTH HAa OCHOBE CTaHOAPTHHX amullapaTHO-OpOTI-
PaMMHRX TeXHH4YeCKHX pemeuﬁn, OpHMeHSIEMHX QNN CepHHAHHX BHYHCIIATENb-
BHX cpencTs. Ha HHXHeM ypoBHe B psne cnydaeB MOTYT NOpPHMEeHATHCA choe-
nHanu3npoBaHdHe MMC (c nponyckHo# cnocobHOCTEPD, YYHTHBapmeRd NOTOKH
BXOOBHO# wuAPOpMaAnHH), NoO3BONAVNHE CTPOHTHL HNH ocobo mpenH3HOHHHE H
9YBCTBHTEJIBHNE CHCTEeMH, HIH CHCTeMH NOBHHeHHoro O6HcTpopme#cTBHA, HIH
CHCTeMH, OpPHeHTHpOBaHHHe Ha obcnyx#BaBHe GonpmOro XOJHYECTBA Q[ETEeK-
TOpPOB, H T.QO.

B 3akno4yeHHe xoTenock 6H NORYEepKHYTH BAXHOCTE NpobneM paszBHTHA
H BHeJpeHHS NpPOTrpaMMHHEX CpencTB RnNsA NOCTPOEHHSA CNOXHHX CHCTEM aBTO-
MaTH3anuu. Ocoboro BHHMAHHA TpebypnT SA3HKH pPeanbHOT'O BpEeMeHH.

ABTOpDH OoTMEeYapT OTPOMHHHR BXnan BopoHHHa A.A. B pa3BHTHe anna-
pPaTHO-NPOrpaMMHRX CPENCTB, NpeaHa3Ba4YeHHHX nNd peweHHdA npobnem, o
KOTOPHX mna pedsb B codﬁmenuu.
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Apxurekrypa CHCTEMH MacCOBOM 0DPALOTKHA
SKCIEepUMCHTaJPHHX HaHHHX ¢ ycranoBku EXCHARM
Ha (aze KiacTepa BHPTYaJbHHX MAIlWH

N

N.M.Upanuenro, 3.1.Komenrona, B.B.Kopensxos, HO.A .Kperos, A.I'.Ckpananayx
Obvedunennviii unemumym sdepuwz uccaedosanuil, [Jybna.

Crpemnenye palMOHAJIBHO MCHONb30BATh BO3MOMHOCTH YCKODHTENEH, NOBHIICHAE HHTEHCH-
BHOCTH MH(OPMAIMOHHKX NOTOKOB, YCIOXHEHKE CTPYKTYPH PEFECTPUPYEMHUX COGHTAN, HMECTKHE
IKOHOMUUYECKHE TpeHOBaHUA TIpEONPENENAIT COBEPNIEHCTBOBAHAE MPOrPAMMHO-aNNapaTHHX
KOMIBIOTEPHHX NaTdHOPM M TpHKJIAaAHOrO nporpaMmuoro obecnedernasa. Paspaborka Meronos
3¢ P eKTHBHOK OpraHU3al MK IIPOIECCOB aHaNH3a pU3HIeCKOd HHIOpPManAu Jo/KHA IPAMO YIH-~
THBATh [UKJIONMYECKHE O6BbEME MEPBAYHHX SKCIEPEMEHTAJIBHNX NAHAKNX, TPeOyOMHAX OrpoM-
Horo KonudecrBa Buuucienuit. Hanpumep, B nposonumux OUAMN skcneprmenrax (ycramoska
EXCHARM) no uccnegopanuio ouapoBanaux yactun Ha yckopurene UDBI (IIporsrro, Poc-
cua) ana obpaboTku onxoro daina (150M6) skcnepaMenTansHON EHGOPMAnKK, HaKAIIKBaE-
Mo}t B TeueHuu 18-20 MUHYT peasbHOrO BpeMeHH, TpebyeTcsa He MeHee 15 4acoB IponmeccopHOro
speMeru OBM EC-1066 Tonbko ana nepsuunoit 06paboTkH - pacno3HaBan®e B TeOMETpAYECKaR
pekoHCTpyKuuA cobutuil. Pabora c sHaumTeqbERMA O6beMaMH HaHHHX CTajla BO3MOXHOM 6na-
ronapa BHeJpeHHUI0 (paspaboTke uHTepdelcoB B mporpaMMHOro obecledernus) HOBHX CPEACTB
Hakonnemus wHdopmanuz tana - EXABYTE [1] (EXB-8500, cxopocts obMena oxono 500
K6/c, eMxocts kaccern - 5I'6).

ITon MamEHAKM KOMIUIEKCOM - KiacTepoM BAPTyaabHHX MamuE (BM) - Mu nonumaem mHO-
wectBo BM B onepanuonno#t cpene CBM EC 9BM ([2]. Ha onmy ma stex BM Boanaratorca
dyHKuEN ynpaBienua cucreMo#f obpaborku. Takyio BM 6ynem nasmBath ynpasidiomed, a
ocransHne BM, Ha Korophx Benerca cyer, HazoBeM pabouumu. B 4acTHOCTH, MAWIAHERHA KOM-
ILJIEKC MOMET COCTOATh Bcero u3 ogHolf pabouet BM m ynpasnsrome#t BM, paboras ma ko-
TOpO#t MeHeIep CHCTeMH 06paboTKH OyleT OCymecTBAAT, NOATOTOBKY BXOAHOH mHGOpManmu
JUlA HENPEpHBHOTO BeJleHHA 06paboTKki, MOHATOPHHT OCHOBHHX ()yHKIAOHAJBHKX IPOIECCOB U
apXMBH3ALHIO PE3YAbTHPYIOWKXX AAHHHIX.

B kauectBe mporpaMmu o6pabOTKM AaHHHX HCHONb3YETCA MOAXGHIHMPOBAHHHA BapHAHT
nporpaMmur BISON (3], ma Bxon kotopoi#t nomaerca RAW-gaitn ¢ mcxonuo#t madopmanmett, a
Ha BHXofe nonyyaerca peaynstapytomait DST-¢ann. [na obecedenns HacTpolkka nporpamMma
o6paborku BISON ucnonsayer ¢patin napextus nakera FFREAD [4].

Bynem BasznBaTh mporpaMMoit-MOHETODOM CHCTEMH 06paboTKE JaHHWX HaGop B3amMOCBA-
3aHHKX MaKpoolpeaeleHHH, HaMACAHENX Ha A3KNKE YNPaBIeHHA 3alaHHAME (OOKa HE BaKHO
ana Kako#t kokpetHo# OC), npH HOMOIE KOTOPHX OCYMECTBIAETCRA yHpaBleHHe OdepelAMH
sxomuux RAW- u suxonuux DST-daitios, HacTpoitka B 3amycK nporpaMMi 06paGoTKH.

Baxuum TpeboBanueMm, npenbABIAEMEM K CHCTeMe 00pabOTKE AAaHHHX, ABJIAETCA TO, 4TO
nopayok cnegosanus DST-¢aitnos na suxonsont neare EXATAPE nosmxen orBevats mopaixy
cootBercTByromax RAW-daiioB Ha BXoAHOM JieHTe. YUHTHBaA, YTO YCTPOMCTBO HAaKONNEHHA
napaux EXB-8500 - mepaszenseMn pecypc mocneJ0BaTelsHONO AOCTyua, Ana obecnedeHns
onHOBpeMeHHOM paboTh HeckoibKEX paboumx BM mcnomesytor mmckoByio mamars (pecypc c
napamielbHHM JocTynoM), rae xpamATcAd kak RAW- tak m DST-dattun. B obmem ciydae
JUIA OPTaHH3alEA JHCKOBOTO XpaHHUIAIA HEOOXOAMMO HCIOMB30BATh HECKOJIBKO OTAEIbENX JIHC-
KOB, TaK KaK pasMep ONHOIO AHCKa OrpaHHdYeH, a eMKOCTh AMCKOBOI'O XPaHMJIHIA JOKHA OHTDH
NOCTaTOuHO 60npmoH 1A obecnedeHuA HENPEePHBHOR pabOTH KOMIIJIEKCA B T€YEHHE IPOJOJIKE-
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TeJbHOrO BpeMeHY 6e3 BMelaTeabcTBa onepartopa. Hasomem rpyuiy JIMCKOB, BHACHCHHBIX A0A
sanncy RAW-undopmanuu, nuckosnm xpanuaumeM RAW-daitnos, a rpyniy JAMCKOB, BLije-
neRHHX A 3andcu DST-undopmanuu, - quckosuM xpanunuiiem DST-daition. Cxema noroxa
uidopMaunyu B cucreMe 06paboTku npejcrapiesa Ha puc.l.

[Jez]a] . [w] r[1|z[3|...]n]

ey 7
Pasa 1: Pasa )
xonupopanne RAW- xonupopanke DST-
GraHnUd C nEHTL Ha dainoe ws ancxosoro
JHCKH XPAHKNKILS XPBHHNHLULA HA NENTY
[t
Jncxosoe xpanunuue JiuckoBoe xpaHunHwe
RAW-gannos DST-pannoe
] ) Pasa 2: - |

ofpalioTka AANHBIX

Mawnnnoift komnnexe (knacrep BM):
na xaxa0k palosen BM seaervcn
ofpaforka AAHHBIX

Puc.1. Ucnonrzosanue auckoBoit namaTu B npouecce obpaboTku JaHNKX.

Bonee nonpobuo paccmorpuM dasy ob6paboTk JaHHKX.

OTMeTHM HEKOTOphE HEAOCTATKU TPALMUMOHHON CXeMbl 06paboTKM Ha OJHON MU HECKOJb-
KUX HezaBucMMEX BM:
- uHdopMallna, UMerIladca Ha JONOJHATENBHEX AUCKaX, HeAoCTyNnHa nporpamme obpaborkn
(nporpamMMa 06paboTk# HacTpO€Ha Ha MCIOJIB30BARHME OJHOr0 MUKCHPOBAHHOIO JIUCKA).
- Bo Bpems xonmpoBanua DST-daitnoB ¢ aucka Ha JeHTY HOMKHA IPOMCXOAUTH CUHXPOHUIAIIUSA
paborn Bcex BM. Takum ofpasoM, He MOJHOCTBIO MCHOJb3YIOTCA BRIYMCIUTCIbHEE PECYPCHI.
- kaxaas BM nacrpoena ua obpaborky wonkpernoro cnucka RAW-daitsios, 1ostroMy nesos-
MOMHO OpraHM30BaTh HENpEpPHBHHH cyeT.
- kawgan pabouas BM umeer Ha JloKambHOM JucKe A KOIIMIO nporpaMMil o6paborku.

Crnenyowas cxeMa opranusaiiui o6paboTku JaHHKEX GYCT JMleHa ONUCaHHBIX BRIIC H PAJla
JPYTHX HeJoCcTaTKoB (puc. 2).

Patioyan BM 81 Padovas BM ¥ 2
Illply! NbMbIC J1HCKK BHPTYANbHLIC AHCKH
alaelc]o plc]a | a
T

Aucxosoe xpaunnuue RAWJOST

il

—
fiporpamMma
Pafioyan BM 83 oOpalorku Ynpasnswwsas BM
BHPTYENLHLIE AHCKK u MoKwTOp BHPTYRNLHLIC AWCKNH
Ala[c]o p[c]al]

gt e

Puc.2. Opranusanua obpaborkn nanHnx Ha 6ase xnacrepa BM

[TporpaMma-MoHuTOp M 1porpaMMa obpaboTKH pasMelllainTCA Ha OJHOM BUPTYaJbHOM JHUCKe
ynpabisoued BM, u 3101 qicK leknapupyerca I0CTyHHM No uTeHuto BceM pabounm BM. [la
3TOM YIpaBJAIOUEM JUCKe lelecoobpa3nHo XpaHHTh CIUCKM BCEX TpeX ouepejlelt JaHHHX, Tak
Kak Kawgags BM woMnuekca momkHa MMeTh -K HUM Joctyn. BB kadecTBe A3nKa ylpaBJCHMA
3a/laHMAMH, Ha KOTOPOM HAIIMCAHh MaKpoompeleseHHA KOMaljJl yIpaBJEeHHA CUCTeMOW obpa-
OoTkHM, On BHOpaH A3LiK cucreMuoro uHTepuperaropa RIXX. Ounepaunonnas cumcrema no-
3BOJIET TO/ICOEIMHATD BUPTYalbHu# auck Karo#l- smbo BM moboit xpyront BM B raueccrne
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CBOEro BUPTYaJNbHOIO AMCKA. 'ITa BOIMOKHOCTDH 11OMOI'ACT ONTHMAJIbHO MCMOJIb30OBATh JUCKOROE
npocTpakcTBO: auckosbie xpanuauma RAW- u DST-daitnos nocrpoenn Ha ognux u Tex we
BUPTyasbHHX Auckax (nocne obpaborku kakoro-nub6o RAW-daitna ero Momno ynaianth u Ha
ero MecTo noMecTuTh coorsercToytomnit DST-¢pann ¢ pesysbratamu).

Takum obpazoM, Mel MO¥eM 3a/leiiCTBOBATb BCe IOCTYIIHBIE JIMCKU JnA cosganua RAW/DST
XpaHHAHWA, obumu# oHBEM KOTOPOro MOMKET HOCTHraTh HecKoibkux zecAtkoB RAW- (DST-)
¢aitnos.

Ilna ycrpanenua npocroeB BM, cBAzaHHWX ¢ CHHXpOHM3allMe#d NPOLECCOB, JIOCTATOMHO
uMeTh cnucok RAW-dalinos Bxoano#t ouepenn, Kotopuit byaetr goctynen Bcem pabouum BM.
Kamnan BM 6yner subupats u obpabateiBats no ogoMy RAW-daitay u3 atoro cnucka. Ecan
obpaboTKa 3aBcpuinnach ycnemno, To Moxno ynanute RAW-cafin ua obmero nuckoporo xpa-
HUJIMILA, a HA ero MccTo noMecTuTh noayuenust DST-dani ¢ nokanvnoro aucka. Ilocae storo
pabouas BM cuosa ofpamaerca k Bxoano#t odepeu u Bubupact ciciytomuit RAW-gai.

Yio6Ho pasnenuts pasy obpaboTKM na /iBa 3Talla: 3Tall HACTPORKHM W 3TAIl BHIIOINCHUA
nporpaMmbl 06paboTKH.

Ha sTane HacTpoiku HCOBXOAMMO IPOH3BECTH CICYIOUHe NEHCTBUA:

- CKOMMpoOBaTh Nosy'cHHHE nocne obpabotku daknu ¢ gonoauutenshoh. nundopMaumet ¢ Jo-
KajbHOro AUCKa A Ha yupasaawomui auck C;

- ynanuth obpabotannnt RAW-ca#tn us xpanuauma (mck 1)) u 3anucats na ero Mecro pe-
aynsTupytownt DST-datin (c nucka B);

- nepeHecTd cBoboannt RAW-cbaitn us BxonHo#t ouepejin B ovepeis UCIONTHEHHA;

- OTKOPPEKTHPOBaTh haitn AUPCKTUB Ha NoKanbHoM jucke A (umena RAW- u DST-datinon u
T.4.);

- 3aMyCTHTb NporpaMMy obpaboTku.

Tlocne okonuanus obpaborku Tekymero RAW-gaitna cucteMa nepexoauT k 3Tany 1Hojaroro-
BKM cueTa. Moxno n3obpasuth csasb Meway pabounmn BM komnnekca cneaytomum obpasom.

Heobxoaumo orMeTHTh, uTo 0coboe BHMMaliMe NpH pa3paboTke nporpaMmuoro obecuedennsa
(nna BeneHus 06paboTkyu Aanukx Ha kaactepe BM) 6bi510 HanpapaeHo Ha MUHKMMU3ALMKIO HIOTCPb
uHpopMauuu npu cboax peanvunix IBM. B cBasu c stum nporpamma ob6paboTku nepuonne-
CKM 3allMCHIBaeT Ha JMCK neobxoaumyio uHdopMauuio o cobcTBeHHOM cocToanuM (popMupyer
KOHTpOJbHYto TouKy). Takum obpa3som, Hanuuue Ha Kamjao# BM antoMaruauposaunott cu-
CTEMB MPOAOKCHUA cyeTa nocye cbof, a TakKe, BOAMOXKHOCTh aBTOMaTHYeCkoro 3anycka BM
CHCTCMHHMH CpPEJCTBAMM Cpa3y locje BKIoucHus pcansiioh IBM, obecneunmsaer Bucokyio
YCTOWYHBOCThL cHCTeMK 0OpaboTkM K cHOAM ONEPAUMONHOIO OKPYHCHHA.

OcnoBHoOlt npo6GnemMoRt B 3TOM Cilyyae CTAHOBMTCA CBOCBPCMCHHOC KOIIMPOBAHUC MUCXOAHHWX
nanunx (RAW) c sxomno#t nentw Ha Aucku xpauunaumwa v obpaboranunx aanunx (DST) ua
INCKOBOTO XpaHMJIMILA Ha BhXoanylo nenty. Tak kak 6onec 95% speMenn cucteMa HaXoJMTCA
Ha 3Tamne BHMNOJHCHUA NporpaMMu obpabotkn dasw 2 (Tpebyerca okono 5-x wacos npoueccop-
Horo BpeMeHn ana obpaborku oanoro RAW-daitna u 8 MHHYT aCTPOHOMHUYCCKOrO BPCMEHH JUIA
konupoBaHia DST ¢ nokanbHoro AucKa Ha AMCK XpaHUIHILA B ¢ase NOJNOTOBKK CUETA), TO MC-
HeKep CHCTEMH MMeeT 3HaUMTENbHOE BpeMA /A paboTH C JIMCKOBHM XPAHHINHICM B PCKHMC
aanucu (ana ynanenua ckonupoBaiHux DST- u 3anucu nosux RAW-gaitnos).

Eme oninmM J0CTOMHCTBOM ONMUCAHHON! CXEMH Be/ledus 06pabOTKH ABACTCA BHCOKUH YPORCHE
ee noprabesbHOCTH.

3akmoueHue
IloTennuansune Bo3MokHOCTH cHcTeM MaccoBolt 06paboTku dusnueckol nngopmanuu, ba-
3UPYIONIMXCA Ha YHHMBepcansHux IBM, k nauany 90-x roson OGmAM NPAKTHUCCKK 1I0IHOCTBIO
peanuioBaun. JlajabHe#iee NHoBHIIENUC NPOUIBOAUTCABHOCTH, 3IP(PEKTUBHOCTH K YiayulleHHe
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APYTUX KCTUIYATAUMORUKX XaPAKTCPUCTUHR CHCTEM MACCOBOM obpaboTKH cBasanbl ¢ pacuapa-
NeJIMBaHHEM DellleHHA paccMarTpuBaeMoll 3aj1auy.

C ToukM 3peHHA BRIUMCIMTENLHON [AaTGOPMH, TNIABHOC OTJAMYMC JIBYX IOIXO/I0OB K pelie-
RUIO 3a/1au¥ MaccoBoik 0bpaboTku HiOPMALMK COCTOUT B HEPEXOAE OT OJHOM M HECKOIhKHX
He3aBUCUMHX JBM K BHCOKOMHTErpHpPOBaHHOMY K1aCTepy BHIUMCIMTENbHBIX MAalIMH.

Paspaborannasa u passupaemas B JIBTA OUAU cucrema obpaborkn MTAPUC (ITApan-
nensHan Pacuiupaeman Unrterpuposannaa CucreMa) oTIMUaeTCH BRCOKMME XapaKTEPUCTHRAMM,
TAaKUMH KaK [IPOU3BOAMTENBHOCTh, HAJCHHOCTD, IKOHOMUUYHOCTL U Y106CTBO 3KcnNyaTanun. Pa-
6oTa ¢ 3HaYUTeNblKMH 06beMaMu JaHHKIX CTajla BO3MOKHON Buaroapa BHenpenuio (paspaborke
nuTepheNcoB ¥ POrpAMMHOTO 0BecreYeHNA) HOBKX CPE/ICTB HaKONMJICHUA WHGOPMAIMH THUIA
EXABYTE.

OnuuM u3 BawueRWHX PAKTOPOB, YUUTHBAEMKIX IIPU PASBUTUM cHcTeM obpaboTiy B BUbpan-
HOM HanpaBJeHUN, ABIACTCA WH/ICKC POUIBOANTENLHOCTH 3/IEMEHTOB KOMNBIOTEPHOTO KJacTepa.
Jlna urmpokoro kjaacca npoueccoB o6paboTKH MHAEKC HPONU3BOAUTENLHOCTH IPUHUMAET CIICHY-
FOWUC 3HAYEHUA:

EC-1066 || AT-386 || AT-486 | AT-486 | AT-486
33ml'n 33ml'a | 50MI'n | 66MIL
1.07 0.5 1.8 2.3 2.8

Cosnannan cucrema obpaborkn I[TAPUC/BM sasasercs camonocratounott, noseaenno#t 1o
IIPAKTHYECKOIO UCITOIb30BAHUA B YCIOBUAX KOMIIBIOTEPHOHN NJIATGOPMEL, BKIIOYAOUEH KOMIIEKC
BUPTyaJbHHX MalinH B onepauuonHo#t cpege CBM EC 9BM, repmunansuyio IBM - cosme-
crumyto [I9BM u makonurems EXABYTE. C gpyroit croponn, ona ABHIach NPOTOTHIOM,
MOZENLI0 cucTeMbl 06paboTkn Ha Dase Knactepa ORCTPOACHCTBYIOUIMX HACTOJBHBX KOMIIBIOTE-
pos, coenuHeHanx nokansHolt ceTbio ETHERNET, ucnonssyomnx 8 kayectse npoMekyTouHoil
namata SCSI-anucku npu gocryne k undopmaunn na EXABYTE.
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Abstract

A modular system to determine correlations among many detectors in radiation measurement is
described. The system is based on CAMAC standard and IBM PC computer. The software has been
written in C language. It performs the following tasks: data acquisition, disk data storage (in list mode),
event sorting using different criteria, construction of (1-3) dimensional spectra and their display. These
tasks can be carried out in on-line or off-line mode.

The capabilities of the system are illustrated in measurement of correlation between positron annihi-
lation life-time and the momentum of electron-positron pairs using four detectors.

1 Introduction |

The great progress in detectors of nuclear radiation, particle sources and the availability of relatively cheap
powerful personal computers opens new experimental possibilities in nuclear physics and its applications.
It arises from the possibility to study correlations between the different properties of nuclear radiation
and/or the product of nuclear reactions.

So far, such studies have been performed only in a limited number of laboratories, which had available
mainframe computers, VME or Fastbus system [1,2,3,4]. However such technical equipment is usually
not available in small laboratories. Some acquisition systems are built around the dedicated hardware,
which is not commercially available [5].

The aim of the work was to build up acquisition system suitable for:

¢ coincident and non-coincident multiparameter measurements in nuclear physics;
recording of multiparameter data in list mode;
data sorting based on definable conditions;
amplitude analysis of data (1, 2, 3 parameter, also conditioned);
on-line or off-line (from list file) working mode;
data visualization (1, 2, 3 parameter spectra, scatter plots);
spectra processing (peak position determination, fits, background subtraction,
smoothing, ...).
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These activities should be carried out in parallel. The systein should be

o flexible, i.e., the configuration modifiable by user;

modular;

simple, (ast, cheap;
user friendly.

2 Description of system

The measuring and processing complex is composed of both hardware consisting of modules of the pulse
and analog electronics and software. The software is written in C language except for acquisition routine

that is, on account of speed, written in assembly language.

The configuration for a typical experiment is shown in the Fig. 1.
responding to one parameter contains one detector of ionization radiation (Det) with preamplifier and

Each measuring channel cor-

shaping amplifier (P.Amp), one delay unit (Delay) and one analog to digital converter (ADC).

Det Det) . , . .[Det
1 2 n
e S~

T T? T n
EVENT et . -
DEFINITION[> o |P-Amp | P.Amp -Amp
— oy
' Event |! E E E
) 2
: rb Logic : , n
: VETO ‘"i Delay Delay \flay
|
LAt |
: Coinc. &1
Gate { ]
lu’;._ jp— —hl—ﬂ Analog 1] Analog 2 Analog n
RESTART ¢
EVENT N Glhﬁ Gate 2\ Gate n
STARTY |ADC 1| ;| ADC 2 ADC n
EVENT
READOUT
y t f
CAMAC DATAWAY I
PC-CAMAC
Peripherals je=t PC - AT poesy
controller
Fig. 1. Hardware configuration of multipa-

rameter data acquisition system.
of radiation,

output

Two signals, E; - energy output and corresponding timing signal T; are available in each measuring
channel i=(1,..,n). The delayed signals E; - E,, are fed in parallel into the converters ADC, - ADC,,.

Det-detector
P.Amp-preamplifier and shaping
amplifier, ADC-analog-to-digital converter, PC-
personal computer, T;-time output, E;-energy
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The EVENT DEFINITION subsystemy evaluates the logical conditions that determine the format
of an cvent. The evaluation of the logical conditions consists in processing the signals Ty - T,,. This
subsystem consists ol Lthe two parts:

The EVENT LOGIC box contains an experiment dependent set up ol discriminators,
anti/coincidence modules, level converters etc. The main task of these standard electronic mod-
ules (NIM, CAMAC), is to identify only those channels (1 - n) that take part in the event. The
identification is based on the timing signals T; -T,. These signals are modified according to the
experiment conditions and fed into the ANTI/COINC & GATE block.

2. The ANTI/COINC & GATE block enables the experimenter to define anti/coincidence timing and
combination criteria [6]. As a result of the evaluation the block sends the signal GATE, - GATE, to
ADC, - ADC,, which start conversions. The block also generates the VETO signal, which disables
the EVENT LOGIC block during the event processing. After all ADCs participating in an event
have finished conversion the START EVENT READOUT signal is generated.

Consequently, the START EVENT READOUT signal initiates a CAMAC LAM signal that is pro-
cessed by the CAMAC crate controller. After detecting the LAM signal the data readout from CAMAC
modules is initiated.

After this activity is finished the PC generates a RESTART EVENT signal that determines the end
of data readout and resets the VETO signal. Then, converters, EVENT DEFIN[TION subsystem and
computer are again ready to process the next event.

The process of the data readout starts at a time uniquely determined by the START EVENT READ-
OUT signal and ends uniquely when the RESTART EVENT signal appears.

The software was written in C language. It runs under DOS operating system and supports both
EGA and VGA graphic cards. The software component of the multiparameter system can be divided
into several subsequent or partially overlapping parts:

e data readout, event creation;
data sorting;
data analysis, spectra creation;
data or spectra visualization;
spectra processing, determination of peak positions and intensities, fits, etc.

The data flow chart is shown in the Fig. 2. Either the hardware described above or a data list file
can be used as data source. Hence the system can work in on-line or off-line mode, respectively. As for
software, the event is represented by sequence of values, event parameters, read out from defined sequence
of the CAMAC modules or from the source file.

The sequence of events is recorded in the buffer. After the buffer is full the events can be:

o stored in list mode in main stream file;

o tested, according to sorting criteria and subsequently written into appropriate files of sorted streams;

¢ analysed and collected one-, two- or three-parameter histograms.

The basic event element is the variable, read out from CAMAC address. In the softaware it is
associated with a structure called delection line. It has a name and contains the CAMAC address and
an initialization sequence of CAMAC functions.

If supplementing the event with calculated variables in the formulas the detection line naines stand
for operands. One can use the following operators:

,*,/, ", sqr, exp, log, sin, cos. .

Generally one can conclude that the event consists of the set of detection line names, and/or calculated
variables. .

If necessary, the main stream of events can be broken up to different streams. Sometimes it is also
useful to have a possibility to decide whether the event is accepted for or rejected from subsequent
analysis.

These decisions are based upon the set of conditions. To satisfy typical experimental needs we defined
the following types of conditions:

e window;

e pattern;

o function;

o polygon.
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The spectra can be subsequently processed using conventional operations hike arithmetic operations,
integral operations, peak or background evaluation, fit {7), ctc.

The graphical software allows to display 1-, 2- and 3- parameter spectra in "live” mode, ie., the
pictures of spectra are continuously updated. The program also contains the possibility to display the
projections of sorted streams. It provides the user with an idea about event distribution in the space of
two independent variables (x, y).

In each display type one can select colour of the spectrum, limits of displayed part of spectrum, the
screen region where the picture is positioned, window, marker etc. The pictures of 2-, 3-parameter spectra
have their specific parameters and picture elements like x, y slices, view angles etc.

The described system has been used in an experiment looking for the influence of the electron mo-
mentum on the lifetime of the positron e* injected into the sample. For that purpose we measured the
correlation between positron lifetime 7 and the momentum of the electron - positron pair p. .

log N

xxxxxxxxx

fe
%
-t
~—,
-—
=
.
\/

Fig. 3. Display of 2-parameter correlation spec-
trum 7 x E, for the polymer sample

The lifetime 7 has been determined by conventional fast-fast technique with plastic scintillators. They
have measured the time interval between the positronium birth {detection of vy -peak with energy of 1274
keV) and its death (detection of annihilation peak 511 keV).

The momentum of the et - e~ pair has been determined from Doppler broadening of the annihilation
peak A E, measured by HPGe detector.

Hence the correlation 7 x A E, has been ineasured using 4 detectors (start plastic (1 or 3} x stop
plastic (2) x HPGe). The time resolution was 320ps and 680 ps, respectively. The energy resolution was

1.5keV at 570 keV.
To increase the statistic two such correlations hay been measured simultaneously, where HPGe detector

and stop plastic (2) was common for both parallel experiments.

Two parameter correlation spectrum 7 x I, illustrated in the Fig. 3, for annihilation of e* in
the high temperature superconductor was obtained by off-line sorting of experimental data. Data were
accumnulated in several series for 6 days.

The description of the experiment and achieved results are presented in detail in (8]-
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3 Conclusion

The described organization of multiparameter data acquisition system provides a great flexibility of
experimental configurations and thus also many ways and possibilities for their use.

To make the readout from detection lines as fast as possible the most critical part of the program
was written in assembley language. The speed of the system depends on the chosen configuration of
acquisition, sorting, analysis and display (see Fig. 2.). The software blocks increase the deadtime of
the system if the event rate is high. Its variability, however, allows, e.g., to switch off all the blocks
except data acquisition and data disk storing and to perform eventual more time consuming analysis and
processing later in off-line mode. The dead time and average event rate depends on number of parameters
and on type of the processor. For instance for 10 parameters and 50MHz PC the average event rate can
be about 10kHz.

The described multiparameter system is well suited for medium sized experiments in the field of
nuclear physics or where the nuclear radiation or particle beams are utilized.

This work was supported, in part, by Grant agency for science (grants No. 2/55/93 and 517).
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CUCTEMA CUUTBHIBAHUA UHPOPMALIMM C
[NPOTIOPLIMOHAJIBHHIX KAMEP.

H.H.XKypasnes, B.T.Cunopos

Q0beOuUHeHKBITL UHCIUMYm ROEPHHX uccaedoaanud, Jybna

Paspaborannu# Habop 6il0koB npejHasHaven Jif BHBOAA WHGMOPMAIMKM C CHCTEM NPONQp-
IIHOHAJbHRIX KaMep ¢ 4MciIoM KaHaJios no 10000.

B cocras 6mokos Bxogar (puc.1): 32- KaHaJbHAR 3aJ€PIKKA, KOHTPOJAC KpeHTa, FCHEPATOD
TAKTOBHX HMIIYJNbCOB, 6ydepHas naMATH, MOJy/lb YIIPABJICHUA NOPOI'AMU JINCKPUMHUHATOPOR.
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Puc. 1. CocTas cucreMpl CAUTHBAHUA

Biok# 3azepkkn ¥ KOHTpOJUIEp ycTaHaBauBalorca B obsunom kpeirte KAMAK (puc.2), wo
JIMHAM MarucTpasiy UCIoNb3YTcH HectanaapTibm obpasoM. Ocrainsune 6a0ku pasMemaored
B CUCTEMHOM KpelTe, coepunentioMm ¢ IBM.

Baok 3agepxkn KP013

brnok npuaumacr koMmniemenrapune KCL curnans mo ckpyuednnm napaM ¢ ycujarecit-
JMCKPUMHHATOPOB, pasMellaeMHX HermocpejicTBeHno ¥ kamep. Collacyomme pesncrophl Juii
ECL curvanoB jgomwin HaXOMUTLCA Ha Naartax ycuidrtejeft-muckpuMudaropos. Kaamit Mo-
IYJb CONEPHUT 3ATEPIKKY, A0CTATOYHYIO IJA BHPAOOTKH peuleHuA TpUrepuoit JIoruKku ycrauo-
sku. Jlun stoit nenu mcnonszyercds RAM ¢ 10 uc Bpemenem jiocryna u emkxoctbio 64x32 Gura.
Iocrynaouue or ycnautenelt curuanb c1pobUpyIoTca TaKTOBHMHA MMIyabcaMi ¢ ttactoroit H0
MT' # 3anocaTca B 31y naMaATh. TakuM obpasoM, ycranaBiwBaeMad OfILOBPEMEHHO JUIA BCEX
KaHAJOB 3a/lepKKa MOKET uMerh Benuunuy j1o 1.2 mke ¢ maroM 20 nc. TakroBue uMuyihch
BhpabaruBawoTes B Bioke reneparope umnyascos. [lo curdany or norukn supaborkn Tpurrepa
NCPBOro YPOBHA U3 KOHTPOICPOR KPERTOB B OJIOKHM 3Q/ICPIKKM IOCTYIIACT CHIHAJN, 1CPeBOIILU T
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UX [IAMATH U3 PEKUMA 3a1TUCH B POKUM yrenuda, ¥ nocrynatoummu 50 M TakToBRMU nMnyns-
camu coflepwuMoe ajpecnoro cuetiuka RAM ymenbmaerca Ha BEIMUYHMHY, COOTBETCTBYIOULY IO
3a71€PIKKC BRPabOTKU TPUTTEPIIOro CHrHaja oT MoMenTa npoucieauero coburua. ITocae ycra-
HOBJIEHUA HYHKIOTO ajipeca, B ciayuae nenynesoft uicopMaiuu B BHOpaHHOR AveliKe naMATH, B
MarucTpans KpeHTa NOAAITCA Yepes BRXOAHOH perucTp 32 6uta NalHHX U3 AYEHKH ¥ CHTHAZ
LAM.

Ha nepeancit nanenn 61oka umerorca tpu 34-koHTakTHbX padbeMa. /IBa u3 Hux ucnonnay-
IOTCA [UIA MTPHEMa CUTIIAJIOB ¢ YCHIIMTENCH-TMCKPUMUHATOPOB, a HA TPEeTHH N0AAIOTCA CHTHAMN
JUIA TpHUrrepHoro npotieccopa l-ro yposua: 4 "MJIN” ot Bxoanwx cHrianos 6Giaoka naMATH
(0-7/8-15/16-24/25-31) u 8 "MJIU” nocae suxonnoro perucrpa (0-3/4-7/.../24-27/28-31).
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Puc. 2. Cxema COEIMHCHHA CUCTEMB CUUTHBAHUA

Kourpoanep kpeitta KK015

HonTponnep kpefita ocyuiecTBaser CUNTHBaHKE JIAHHKHX U3 GIOKOB 3a/ICPIKKK ¢ HenyachoR
HHopMaume#h, ee KOAMpOBaHHME, 3allKCh B JIOKAJbHYIO IIAMATh C HOCACAYIOLICH Ncepeaaich b
obumyto ana cucremu bydepHyio naMaThb.

Pabora Bcex KoHTponnepos B cucTeMe HauMHaCeTCA ojHospeMcnno no carnaiy —llyck™ or
TpurrepHo#t toruku. IIpu 3ToM B KOHTpoONNEpE BKAIOYACTCA UCHCPATOP TAKTOBHX MMIYJILCOR.
paboratomn#t ¢ yacroroit 10 MI'u, ¢ nomoupio koTopHX ocyulecTBaAeTCcA NOUCK HrokoB 3aacp-
HMHH C HeHyJleBol HucopMauned, n ee HogupoBanue. JINA KopupoBauua Maajutero 6ura, us
yucaa 6uT comepmamnx 71”7 B 32-X pa3pAAHOM cJloBE AAHHBLX TPCOYCTCA YCTHPE TAKTOBHX HM-
nyabca. Kamaui nocnenytomut 61T ¢ equnuedt Tpebyer J0NONHUTENLHO TOALKO JIBAa TAKTORMX
MMIYJbCa.

BHTH clioBa naHHKX Tocne KOAMpPOBaHHA pacnpenencin cieayiomum obpazom: 4-0 - nomep
KaHana B 6noke, 9-5 - nomep 6soka namatu B kpedre, 13-10 - uomcp xpeirta. B xoutposn-
Jiepe 1pejlyCMOTPeHa BO3MOMHOCTb 06paboTku coceinnx GUTOB, B KOTOPHX 3alIMCAHK C/AUHUILN
(knacrepos). PemuM 06paboTkM KNAaCTEPOB YCTaRABJIMBACTCA C HOMONIBIO TYMBACpA Ha 3aueht
naneau 6nroka. MakcuMmanshoe uncno 64T B kaactepe - 16, 3 stoM pewnme nudopmanus
0 KJacTepe HepefacTCA JIBYMA cloBaMu. B HeproM ciione nepepactea ko Maaamero 6ura s
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KJacTepe, KaK 3TO NIOKa3aHo Bhille, BO BTOPOM - 4ucio 6uToB B Kaacrepe. [lpusnakoM sroporo
COBa ABJAETCA HaJMYUe eIUHHUIN B 14-oM buTe.

3akoaupoBanRne TakuM 0Opa3oM GUTH C HeHyseBo#d HHdoOpMall¥ed 110CTCAOBATENBIO 3a-
HOCATCA B UMEIYIOCA B KOHTpOJUIEpPE JOKalbiiyio NaMaTh emkocthio 2Kx16 6uT ¢ nukiom
sanAacK 250 nc. OaHOBpEMEHHO C 3alMChIO B IaMATh JAHHbE MOTYT [IOJABATLCH B TPHITEPHAIN
Npolleccop BTOPOro YPOBHA Yepe3 padheM Ha NepejHel nameny.

[Tocne okoHvanKA CUNTHIBAHMA JAHHHX C DJIIOKOB 3a/IEpHKK BO BCeX KpeHTax, HAYMHACTCA
nooyepeHslit BHIBOA JAaHHKX M3 MaMATE! KONTPONEPoB B 0buwylo juiA cucTeMu Bydepnyio na-
MATb Yepe3 COeAUHAIOWY 0 Bce KonTponiepn wuny. CHruaau 8 wnae uMeror yposuu ECL.

Ha BpeMsa paboTh KOHTpOJIEpOB B WIMHY nogaeTcA curuan ~Busy”.

['eneparop TakToBHX mMnymbcoB KY013

bBiok renepupyer rakroBsie umMnynscu ¢ yacrotroft 50 MI'u, koroprie ncuonnayorca 6a0kom
3a[IEPKK JIH U3MEHEHUA aJPECHOTO CYETYMKA MaMATH FIPU 3aNHMCH CHTHAJIOB OT YCHIMTENCH-
JAMCKPUMHUHATOPOB, & TAKKE €r0 KOPPEKTHPOBKM Iepes] CYMTHBAHMEM JIAHHKX 1Ha BEIHYMHY
3a/IepKKH, CBA3aHHOK ¢ BpeMeHeM paboTH TPUITEPHOro npoueccopa. l'enepatop MMMynLCOB
GIOKHpYeTCA C MOMEHTA Hauajla BHBOJA JAHHKX U3 OJIOKOB 3aJlEpKKHM [0 OKOHYAaHUA MX llepe-
nauu B OydepHyo nMaMATh, IIOCIE Yero Ha4MHaeTCA cleAyouudt unkia nabopa JaHHWX B BioKM
3aE€PKKH.

Benuuuna 3anepmku XpaHHUTCA B PETUCTPE FeHEPATOpa MMIIYIIBCOB H MOMKET MEHATHCA CO-
orsercTByoweH komangon KAMAK.

Bydepnasa namars KJI039

B ook npunrMaer no suewned wune 16-TM paspajHbe JaHHHE W3 KOUTPOJIICPOB M 3aHOCUT
MX B nociefoBaTelbHble A4eHKH naMATH. Bce curHanw B muHe umetor yposiu ECL. Emkocrs
namatd 2Kx16 6ur, uukn sanucu - 250 e, B pewuMe 3anucu 610K Bugact B MarucTpans, cu-
ruas " Ready”. Kammoe c1oBo 1aHHKWX M3 KOHTpOJIJIEpA conpoBodIaeTca curiasioM ~ Request”.
OTBeTHHIt curHan o NMpHeMe ciloBa JaHHHX GlokoM namaTH He Buwpabatmsaerca. [locne npu-
eMa Bcero MaccHBa JaHHHX curuan "Busy” B KonTposnepax cuumaercd, 610k naMaTH ybupaer
curian "Ready”, nepexoaut B pexuM Busofa nanunx B Maructpass KAMAK nonasas curuan
LAM, a rawke BupabarniBaer siewHu# curran "Init.”) mo KoropoMy HauMHaeTcA 3aluch B
OJOKH 3a/ICPKKH HOBOro cobuitus. Ynpasinenue paboto#hi H10KAa OCYUECTBARETCA Yepes peru-
CTPN ylipaBJeHHA M cTaTyca o komangzam KAMAK.

Yupasnenue moporaMu ycuanreleit-guckpumMutaropos K012
B 1ok conepuT 0ATh HE3aBUCHMKIX aHAJIOTOBHX KaHaJoB. Haap#t 3 HUX BKIIOYA€T BOCHMHU
paspAnHNHA peructp JIA Xxpauenus yposus nopora u I[AIl. Bennuuza Buxomumx curzalos
MOKET yCTaHaBJIMBaThCA He3aBUcHMO B ananasone 0-2.56 B ¢ warom 10 MB nocpencrsom no-
TEHUHOMETPOB Ha mepeaHelt nawenw uix 1o komanagaMm KAMAK.
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QUIeKTPOHHAA CHCTEMA JJIA A3MepeHn
C MHOTOIleJIEBHM HEATPOHHHM AETEKTOPOM

[I.1Tantenees, B.Munkosa, H.Kambypos, A./lpaxes, U.Komyxapos
HMrucmumym adepumiz uccaedosanuil u sadepnoil snepzemuxu
bonzapcxoii akademuu nayx, Cogus, bonazapua

ArHOTanmMA

B pabore onmcan uHabop 3neKTpOHHHX O1I0KOB, 0O6CIYKHBAIOLMX HEXTPOHHNY MHOromelse-
Bo#t metexrop. [lerexrop npeaHasnaveH A usMepEHHA aKTOB MHOMKECTBEHHOTO DOM/ECHEA Helt-
TPOHOB B Pa3sNHYHKX AJepHNX peaKnUAX H NIpH cloRTanHoM JAeiienmn 2>2C f. Bocemmaamars
3He nponopuuoHaibEHX CYETIAKOB OBCIYKHBAETCA BOCEMHAUATHIO MIPEAYCHIATENAME U (Hop-
mupoBarenAMU. CKOHCTPYMPOBAHHHI JIOTHYeCKHH CyMMarop NO3BoJAeT HapallielbHOe BHIIIO-
yeHde cueTYHkoB. Dusnyeckue 5KCIEPUMEHTH OOCIYKHABAIOTCA ABYMA NE(PPOBHME OIoKaMm:
256-kaHaNbHHY KOAMPOBUMK BpEMEHHNX HHTEPBaJoB, paboTajomuit B pexnAMe OIHOKaHAILHOTO
MOCTYNIeHHA WHGMOPMAIMH H 4-TPynnosoi 256-KaHaMPHHY KONMPOBIIAK C pa3jeleHHHME
"crapT-cron” Bxogamu. llena KaHanoB aaa oboux komupoBmEKOB cocTasiaeT 0.5-+64 MKcek.
C nomompio uETEpERCHOrO0 YCTPOUCTBA KOAUPOBIAKE TOAKIOYAIOTCA K IEPCOHAJIHHEOMY KOM-
nbIOTEDY.

YcranoBka 1J1A permcrpanad HEUTPOHOB

Perucrpanus He#iTpoHOB ¢ BHCOKOH 3(pHEKTHBEOCTHIO, Kak IPaBHio, TpebyeT X IpeaBapH-
TEJIbHOTO 3aMeIUIEHHA O TEIIOBHX 3Hepru#l. ToibKo HPH 3THX YCIOBHAX HERTPOHHHWE JETEK-
Topu (nponopunonansuue *He caeranxs) mmetoT HeobxonaMyio BHCOKY0 3ddextasrOCTS [1].
C onmo#t cTopoHs, 3T0 ychosxuaer obpaboTky nocrynajomedt mHPOpPMANMM, TaK KaK COONTHA
pPa3BMBAIOTCA B LWIMPOKOM BPEMEHHOM HHTEPBaJie, YTO 3aTPYAHAET PErHCTPamuio DHCTPHX akK-
T0B coBnagenuit. C apyro#f cCTOpOHH, pacIMpeHHe BpeMEHHOr0 MHTepBaja NpHA CPaBHATENLHO
HHW3KOM MHTEHCHBHOCTH HEATPOHHHX COONRTHA mo3BonAeT 3(p(PEKTHBHO PErHCTPEPOBATH AKTH
MHOKECTBEHHOTO POXKACHHA HEHTPOHOB 4epe3 PerdCTpaldio CIEKTPOB BpEMERANX HHTEPBAJIOB,
pasfeALMX MOMEHTH HX NOCTYIUICHEH [2). -

Ha puc.] nokasana ycraroBka JUiA BHCOKO3(h¢EKTEBHOR peracrpanuu HefAiTpoHoB. [leTek-
Top cocrorT u3 18 3He npomopnuoHanbHHX CUETYHKOB, PACTIONOKEHHHX B 06BEME MOIAITHIE-
HOBOrCO UHMJIHHAPHYECKOTO 3aMeljiTeNd ¢ AnaMerpoM 415 u mmmno# 420 mM. B samennurerne
clellaH UEHTpaJbHHMK kKaHan ¢ aaaMerpoM 76 MM. HKawamit cuerumk obciymuBaerca mpexny-
cunureneM Ha 6aze QY LM357 ¢ koadpdunmentom ycmnenus 30 U mocienoBaTrelbHHO BKIIIO-
yeHHHM KoMmapartopom Ha 6ase MC LM311. [Tloporum koMnapaTopa u ypoBeHb HOCTOAHHOH
cocTaBjAroLed TOKa Mexay oDOMMHM 3/eMEHTaM# YNPaBJAIOTCA C IOMOLUBIO MHOTrOODODOTHHX
CONPOTHUBIJICHHA.

OddexTHBHOCTL perncTpain HEATpOHOB B AeTexkTope cocrasiser 35.6%.
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Puc.1 Biok-cxeMa skciepuMeHTalbHOR YCTalOBKH

Jlormgeckuit cymmarop (JIC)

Pabora komnaparopos LM311 xapakrepna TeM, 9To NocTynaloline oT JACTEKTOPOB CHI'HAJIH
uMetoT pasuyio amuny. Ha sxome JIC ycranosnens ognosnbparopn (MC 74123) u Takum ob-
Pa3oM UMIYJbCH OT HEATPOIHKX CYETYUKOB MMEIOT CTaHJapTHYI gnureipHocts - 200 neex. C
IOMOIbi0 Noruyeckolt cxemu - 18-xomosoit MJIN, cobpannolt Ha unTerpanpHuX cXeMax Hus-
KO CTeneHH WHTerpaunH,CUIHAIb OT ZeTeKTOPOB 00beIUHAETCA B onHy BHXOauYyIo JuHM0. Ha
serxone JIC nmaxonurea opMuposarens pnurenbHocTd uMnyisca na 6aze UC 74121, Tlnasroe
M3MEHEeHYUe JUTHTeNbHOCTH BHxonoro curaia or JIC (0.2+ 10 Mucek) npoamkropano ycnosusamu
3KCIIEPUMEHTA.

OnHoBX0ZOBHI KOOMPOBIIWK BpeMeHHHX HHTepBason (KBU)

Brok paboraer no ciaenytowemy anropurmy. Kamawit nepsu#t nocrynupumih Ha ero Bxon
CHIHAJ HCIIONHACT POk CTAPTa, a BTOPOH ocTaHaBAKBaeT paboty TaliMepa, NMOCHE Yero Ha BHIXO-
NHEIX ULIMHAX KOIMPOBIIMKA MOHBJIAETCA HOMEp KaHasa B GuHapHoM koje. I3 cuydae, korna nocne
KOAHPOBaHUA 256 KanaoB HE HOCTYNUN CHrHAJM ”CcTON” | HA BHXOAHKX HIMHAX IOABIAETCH YUCIIO
"0, # KOAMPOBIUMK FOTOB K HOBOMY IHKIY uaMepenn#h. Koauposmur caMoctostensio pazjesser
CHTHAJIH, NOCTYIaloUMe 0 OAHON JIMHUH ¥ pacnpejesfer HX COOTBETCTBCHHO MaTeMaTHuecKolt
3aBUCHMOCTH.

Ecan orcyTcByeT KOppenaiua Meuly NOABIEHHAMH CHIHANOB OT HeHTPOHORB, pacipeere-
HHEe BpPpeMeHHNX HHTEDPBAJIORB M(’H(]Iy IIKUMN [NOJIUMHHAETCA IIyaC(:Ol(OB('l(()My paCﬂpeﬂ(‘fneHHlO CO
crenenpio csobosnr 0 [3].

I()«dt =rxe ™) xdl, (1)

Fae r - RHTCHCUBHOCTL HOCTYIHNCHAR CHIHATION.
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Puc.2.CnexTpn BpeMenHBX HHTEPBAJIOB OT HEKOPPEIUPORAHHBIX (a) H KOPPEIHPOBAKHBIX
(6) HENTPOHHBIX MCTOUHWKOB

B cayuae ongsoBpeMennoro pomaeHus AByX nin bonee HCRTPONUB HAUMNHAECTCA WX TCPMANH-
3allHM W XaOTHUYCCKOC ABMKCHUE B obbeMe 3aMcanuTena. BpeMa, xapakrepuanpyomee upouece
TepMaJHialiNi, COCTABIACT HECKOABKUX MKCeK. DBpeMsa wHiHu TCPMAIMAMpPOBANHOIO HCRTPOR-
HOro rasa B obbeMe 3aMe UTHTENA NPUOIUINTIIHO HOAYNHACTCH IKCIIOHCHIIMAIBUOMY 3AKOHY.

I(t)*dt = A+e /"« dt, (2)
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rae [, - MHTEHCUBHOCTH TOCTYNICHUA KOPPCAKPOBAHHBX COOBTHIE B MOMCHT 1

A - A/lepHaf XapAKTEPACTAKA PEAKUMH MHOMKECTBCHIOIO POMJACHKA HCHTPOHOB;

Jlna namero netekTopa BPeMA HM3HM HEHTPOHOB B 00LCME 3aME/UIMTCIA T COCTABIACT 55
mrcek. Ha puc.2 npeacrasnens peaynpbrarthl H3MEPERHM CHCKTPOB BPEMEHHbLIX HHTCPBAJIOB LA
HeKoppesuposaHiX (HcTounuk Pu— Be) u koppeanposanunx (ncrounuk **2C f) netrponnux
MMIyJIbCOB. '

YeTHpexrpynnoBoi KOQUPOBLUIMK BPCMEHHHX MHTCPBAJIOB

Konuposuuk nocrpoer Ha npunnuie pasaencliiux ~crapr-cron” sxonos. Bxoanoe ycrpoit-
CTBO rapaHTHpyeT, 4ToOW B TedeHue [Ipe/UHECTBYIOUET0 JMHAMUUECKOIO /IMAlla3oHa He OO
PETHCTPHPOBAHHKX CUIHAJIOB [0 KaHAJy ~cTapT .

[losBnenue craproBOro cCUrfana paspeuiacT NOCTYMJCHUE MMIIYAbCOB OT KBapUEBOIO Tak-
TOBOYO TenepaTopa {(C ficpementiofi BpeMenHOt KOHCTANTOR) ofHOBpeMenio Ha sxon 4-x 256-
KaHaJbHHX CYETYMKOB, COCTABILIIOWMX [POMEKYTOUHBN PETUCTP HAMATH KoJAMpoBIMKa. Ilo-
AABJIEHUE NepBOro cUrHaja "cToll" NPHUBOAMT K 3aIIOMHHAHMIO B NEPBOM CUYETYMKE KOJIMYECTBA
KaHaJloB, OTCYMTAHHMNX ¢ Havaja paboru. Ilocrynnenue Broporo curuana "cron” HpUBOAKT K
3aMIOMUHAHHIO B NPOMEIKYTOUHOM perucTpe HOMepa BTOPOI'0 KaHalla M TaK /0 NMOfABJICHUA Ye-
TBepTOro curuaja. [losBreHue HATOro ¥ Jajee CArHANOB "CTON” HE [IPUBOIUT K HAMEHEHHUIO CO-
CTOAHUA PETHCTPOB KOAMPOBIUMKA. YTeHHe 3aNMCAHHON B YETHPCXI'PYHIIOBOM NIPOMEKYTOUHOM

perucTpe nudopMalui OCYWCCTBIAETCH 4-TakTOBbIM unkaom Ha 10 Buxoauux wud. Takum
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channels x 4E-00 s

Puc.3.Pacupenencive speMCHENX MHTEPBAJIOB MEK/LY AKTaMU CHIOHTAHHOIO JICJICHUA wrf
u MoMmelttamu perucrpauun | =+ 4 pweirporos. MajorabapuTHan uMILyiIbCHAR MOHM3AUMOHHAR
kaMepa ¢ 220 f nomenanacs B FEOMCTPUYCCKOM HEHTPE JICTeKTopa.
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obpasoM corepwande HHQOpMalMK 3aNHCHBAETCA B HepPCOHANBHHA KoMnbtoTep B Buge 4x256
CIIEKTPOB BPEMEHHKX MHTEPBAJIOB.

Ha puc.3 npeacrasnenn cuexTph BpeMEHHKX HHTEpBAJIOB, PA3sfENAIOMMX aKTH CHOHTAH-
Horo meneta *°2C f or MoMeHTa 3axBaTa B JeTEKTOpe IEPBOTO, BTOPOIO, TPETHErO U qeTBep-
TOro HE#TpoHoB. Ecnu B usMepAeMoM BDEMEHHOM HHTEpBAIE A COOTBETCTBYIONAX IPYNI He
MOCTYNHA CHFHaN "cron”, To B HyJIEBHX KaHaJaX 3THX IPYNI COAEPAUMOE YBEIMIUBAETCA HA
1. DTo ycnoBHe NPOAUKTOBaAHO HEOOXOMMMOCThIO KOHTPOJA PaboOTH BCelt CHCTEMHI.

HudpoBaa IAENA 3aAEPKKA

Onucannas METONMKa A3MEPEHAA TpebyeT 3allepXKH JOTHUYECKUX CHrHaJoB. B Hamewm ciy-
Yyae MMHMManbHaA MIHMHa 3ajepwkn coctapifeT 30 Mmucex. Jina stoft menm MH msroToBHIH
nMHHKIO 3ajepiKy Ha base 18 mocnenoBaTensHo BKI0YEBENX 8-6BTOBRX pervcTpos casura (MC
74164). UMnyascu or HelTpoBHOrO JeTekTOpa mocTymnawT Ha BXox neppolt MC, osroBpemenno
C TeM, CHTHAlH OT CHeUNalbHO H3TOTOBJEHHOI'O TAaKTOBOIO F€HEpaTOpa OOCTYHalT Ha TaKTo-
BHeE BXOIB Bcex MEKpocxeM. Yacrora aToro reseparopa BubpaHa Tak, 9TOOH YAOBIETBOPAIOCH
ycaosue TeopeMn Hortenbunkosa - llennona.

Onncannas cucreMa 3nekTpoHHNX brokoB paspaboraHa @ maroTobnesa B UBcTuTyTE AnMED-
HHX HccaenoBauul m axeprott snepretukd BAH. Ona onpoboBana Bo BpeMsa paboTh He#TpoR-
Horo reseparopa SAMES-150D ¢ mMmnynscHOM moumsanHOHHOR KaMepo#t IeJieHHA C ra3oBHM
YCHJIEHHEM, PETHCTPHPYOel akTh CIoHTaBHOro jgenenua >2C f.

B cooreercTrEn ¢ norosopom ®-48 ¢ cnoncopoM pabotu 6un Hanmonanbamit  oun nays-
HBEIX MCCNENOBaHWM.
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Abstract

To improve efficiency of the time-of-flight analysis, the correlation and the Fourier
methods are used with a preliminary neutron flux modulation. In this case the
elastically scattered neutron spectrum is calculated as a function of the cross-
correlation of the detector signal and the neutron flux modulation. The solution of
the problem in real time requires equipment with high processing power. The paper
describes the DSP(TMS320C25)-based correlation analyzer for pulsed neutron
sources and presents the results of the spectrum measurement performed with the
High Resolution Fourier Diffractometer (HRFD) at the 1BR-2 pulsed reactor.

1. Introduction

At the Frank Laboratory of Neutron Physics a new neutron High Resolution Fourier
Diffractometer (HRFD) [1] has been in operation since 1992. Employment of the Fourier-
chopper in the reverse time-of-flight (RTOF) correlation analysis mode allows a considerable
improvement in resolution, as compared with the other IBR-2 spectrometers (approximately
15 times greater), with only an insignificant loss in luminosity. One of the most important
and expensive electronic parts of the diffractometer is the parallel type RTOF-correlator for
8196 time channels designed at the Espoo Technical Research Center in Finland [2]. Further
development of the setup requires an increase in the number of time channels for the existing
analyzer.

2. Correlation spectrometry for neutron pulsed sources

The problem of measuring elastically scattered neutron spectra by modulating the neutron
flux can be transformed into the problem of determining the transfer function of a linear
system with the input signal corresponding to the modulation function of the neutron flux,
and the output signal to the intensity of the neutrons registered by the detector. For the
ofitput signal in such a system to have the accuracy of the background noise which is not
modulated by the chopper.is determined by the convolution:

I(t) ~ [ C(t)h(t-Didr )
where
I(t) — output signal (registered intensity);
C(t) — input signal (modulation function);
h(t) — transfer function (neutron spectrum).

It is known that for linear systems with constant parameters the transfer function h(2),
defined as the system's response to the input signal &) is related to the frequency
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characteristics of the system via the Fourier transform and can be found using the function
of cross-correlation between the input and output signals, if the auto-correlation function

of the input signal behaves as a Jfunction. At FLNP correlation method has been used
since the early '70s. The equipment for two-dimensional correlation analysis using a
pseudo-random chopper is described in [6],[7],[8]. The correlation methods of spectrum
analysis are also used in the operating HRFD (Fig.1). The difference lies in the fact that
the chosen Fourier-chopper operates in a special mode which permits varying the speed
and phase of rotation and the spectrum is formed in real time.
According to the correlation method, the time spectra of elastically scattered neutrons

can be calculated by the following formula:

h(t) ~ [I(7)C(7-t)d. (2)

Taking into consideration the double modulation of the neutron flux, the contents of
each time channel of the spectrum analyser, S(n), can be determined by the relation:

S(n) = fl(t) C(t+—L./vy) M(t—L,, / v,) dt, - 3)

where

C — function of neutron flux modulation by the Fourier-chopper;

M — pulse of a reactor neutron burst;

n — analyzer time channel number;

L,, — neutron source -- detector distance;

L., — chopper -- detector distance;

v, — neutron velocity corresponding to the chosen analyzer channel.
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Fig.1. Experimental arrangment (top) and time Fig.2. Schematic diagram of the parallel RTOF -
behavior of the pulsed source (bottom left) and the correlator based on double delay line

chopper (bottom right) ttogether with corresponding
binary gate signals

To make the above formula applicable to the parallel RTOF-correlator [S], modulation

functions need to be approximated by logic signals and delayed signals need to be formed
by shift registers. The spectrum data are accumulated in parallel counter channels, for
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which an enabling signal is determined by logical coincidence of the delayed modulation
signals (Fig.2). To form the required signal delays for each counter channel, the relation

between the shift register frequencies fcf,,,' is given by the distance ratio, L,,/L,, and the
frequency of the data shift in the modulation function register is determined by the
analyzer time channel width. In order to suppress the background component of the
detector signal, which is not modulated by the chopper, two spectra are measured
simultaneously, where each of them corresponds to an opposite phase of the chopper
modulation signal. The resulting high resolution spectrum is calculated by taking the
difference of these two spectra. . |

3. DSP-based RTOF-correlator

The RTOF-correlator based on a double delay line is a parallel type analyzer that
accumulates spectra in real time. It can be used at both steady-state and pulsed neutron
sources. At a pulsed neutron source, however, there is the possibility to separate, in time,
the rocesses of input data acquisition and calculation of the spectrum for each reactor
cycle. This allows the use of computing units which sequentially process data for each
analyzer channel in accordance with formula (3). Going to the sampled signals, the sum of
counts accumulated in each analyzer channel during one neutron source pulse can be
approximately represented as:

(s P
Stn) =% I; Cip, (4)
where ¢
j=lnx L, /L.
4 --- neutron pulse width in time interval steps,
I; .C; --- stepwise signal representation I(t), C(t).

Hence, it follows that the computing system functioning as a RTOF-correlator must
perform NXP multiplication and NXP addition operations over the pulse repetition period
of the neutron source. For N= 8000, where N is the RTOF-correlator channel number, and
the existing pulse parameters of the IBR-2 reactor: frequency --- 5 Hz, pulse width --- 320

us, the required performance capacity of the computing system is 16MIPS. Taking into
account the necessity of calculating the positive and negative components of the resulting
spectrum, this value, in principle, should be doubled. Such performance can be achieved
using modern digital signal processors. The distinctive property of these processors is that
a set of their basic instructions includes operations intended to calculate the convolutions,
correlations and the Fourier transforms. For instance, the TMS320C25 signal processor of
Texas Instruments [9], which we chose for the RTOF-correlator, makes it possible to
perform the multiplication of two 16-bit numbers and to take the sum of the result with a
32-bit accumulator during one cycle in 100 ns. A more recent TMS320C52 processor
provides a performance capacity of up to 40 MIPS. To design the correlator's prototype,
the DSP-module for the PC which was developed previously [10] was up-graded.

The first DSP-based HRFD-RTOF-correlator system consisting of two boards (an input
board and a DSP board with an ISA bus) was tested in 1993. A schematic of the front-end
board is given in Fig.3. Before the onset of measurements the delay time for the start of
registration, the duration of data registration for one burst of the reactor, and the value of
the chosen time channel width are entered by the PC controlling program into the
corresponding registers of the front-end board. The programmable delay of the initial
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chopper status signal determines the beginning of the registered spectrum. The time

channel width can be chosen over the range from | us to 32 us, and the maximum delay
permits choosing a window in the registered time spectrum, shifted to 16000 time
channels. Data transfer to the DSP board is initiated by the "Enable" signal. The I(i)
register which consists of two registers working alternately, records the number of detector
signals coming during one time channel. At the end of each time channel the "Strob”
signal is generated by which the number of registered detector signals in the given interval
and the chopper status signals are transferred to the DSP board.
A schematic of the DSP -based analyzer for 8000 channels on the basis of a personal
computer, comprising one front-end and three DSP boards,.is presented in Fig.4.
In addition to the TMS320C25 processor with a clock frequency of 40 MHz, the DSP
module contains a program memory (up to 64K of 16-bit words) and a data memory

(64K#*16), 4 communication registers, a PC bus controller, a selector for port and memory
addresses, and some auxiliary circuits. One of the 16-bit communication registers is used
for data input. Data comes to this port from the front-end board which registers the
neutron intensity and the chopper state for each time channel. The RAM, placed on the
board, serves mainly as the DSP working memory. Registered input data are recorded in
RAM under the control of he DSP. The PC central processor can also refer to RAM as
its working memory after setting DSP into the "HOLD" state. Before beginning the
measurements the PC writes the DSP program to the program memory bank. While DSP
is operating, the PC central processor can transfer data and other messages through one
16-bit and one 8-bit communication port. The PC can also reset DSP, put it into the
"HOLD" mode and enable interruption and clearing of DSP. DSP, in its turn, is able to
cause interruption of the PC and transfer data and messages through one 16-bit port. In
addition, DSP can become a PC bus master and thus gain access to any part of the PC
RAM.
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Chopper Detector
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Fig.3. Shematic of the front-end board Fig.4. DSP-PC-Based RTOF-correlator for High
Resolution Fourier Difractometer '

The software includes two parts: 2 PC-run control program and a DSP-run data receiving
and processing program. The control program sets the parameters for an experiment, loads
the program and constants to the DSP module, activates the entire system and reads out
spectra after the completion of a cycle of measurements. The DSP program processes the
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received data using the RTOF-correlator algorithm and accumulates the resulting low and
high resolution spectra.

4. Test results

The tests conducted on the RTOF-correlator model resulted in obtaining spectra for 2700
channels with time channel widths of 2 ms at a reactor start-up strobe pulse width of 450
20000~ ms (the number of channels is limited by
the speed of the processor). The positive
and negative spectrum components were
simultaneously calculated by one DSP
10000 ] module. The comparison of analogous
spectra obtained with the parallel RTOF-
correlator under the same conditions and
b ‘ with similar approximations of the

~

§ D WD U I I T
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bl T W o Ly

o+ chopper modulating function and reactor
2 1002 2002 pulse, shows complete correlation of the
spectra within errors (Fig.5).

Among the merits of the proposed
RTOF-correlator are its flexibility in
programming the data processing
algorithm, the possibility of performance
capacity enhancement (i.e., the number
of channels) by means of merely
o J e N T T e increasing number. of DSP modules, and

2 1002 2002 improvement in the resolution by taking
Fig.5. The comparison of diffraction patterns measured into account the actual modulation

at HRFD with the parallel RTOF-correlator (upper) . . .
and DSP-based correlator (bottom) function of the neutron flux intensity.

Further development of the system is
connected with changing over to the TMS320C5X signal processors and using the VME
standard.

The authors are thankful to V.L.Aksenov, A.M.Balagurov, V.A.Trunov, P.Hiismaki,
A Tiitta, V.A Kudriashov, V.G.Muratov, V.V.Zhuravlev and V.G.Simkin for their interest
in the work and their help.
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CnexkrpomeTpHyeckoe 3all0MHHAOULEE YCTPOHKCTBO
B crangapre VME

B.E. Pe3aes
O6beAMHEHHbBII MHCTUTYT SIIEPHBIX HecnenoBaHuit, JyGHa

) Beeaenune

B Jla6opatopuu HeiitpoHHoi ¢u3nkn nmeHn HM.M.Qpanka  OGbeaMHEHHOro
MHCTHTYTa SACPHBIX HCCNEA0BaHHI BEAYTCs HccnenoBaHHA B o61acTM PH3HKH TBEpAOro
Tena. B 3KcnepMMEHTaX MCMNONb3YIOTCH TOYEYHbIE NETEKTOPbI WJIH CHUCTEMbBI M3 TOYCYHDIX
NETCKTOPOB, a TaKXe OQHO- M - ABYXKOOPAMHATHBIC MO3ULIHOHHO-YYBCTBHTE/IbHbIC
aerexkropbl (ITY). etexTopsl perncTpHpyloT cOObITMS - HEHTPOHBI, paccesiHHble Ha
obpasue. Kaxnoe Takoe coObITHE XapaKTepM3yeTcs CACOYIOLIMMH  FlapaMeTPaMH:
BpeMEHEM MpoJIETa HEHTPOHA OT HCTOYHHKA [0 PErHUCTPUPYIOLLEro AeTeKTopa (HOMEpPOM
BPEMEHHOIO KaHAJIA, BbipabaThiBaeMbIM F€HEPATOPOM BPEMEHHOro Koaa), KogoM HoMepa
nerextopa wian koopanHat [T4YJl (oT xoaMpoBuiMka HOMEpa [OETEKTOpPa WIM Koda
koopamHar [1YJ). Takum o6pazoM  KoaupyiouiMe  ycTpoiicTBa  (HOPMHPYIOT
PE3yJbTHPYIOLIMIA Kod, NpeaAcTaBasiiomnit coboit KoMOHMHaUMIO HOMEpa BPEMCHHOro
KaHana M HoMepa gdeTektopa (koopanHatr [TTYHJ) w  sAsmwiowmmidca  anpecom
HHKpPEMEHTHUpYEMOil AYeKKW namsTH. B pedynsTaTe M3MepeHMH B NMAaMATH KOMMbIOTEpa
dopMHpyeTcsl cnekTp pacrnpefcfieHHs1 3apeIMCTPUPOBAHHBIX HEWTPOHOB IO BpeMEHH
nponéra U HOMepy AeTeKTopa WiIN Mno3uuHoHHbIM rpynnaM Ha [TY/. Ha puc.l nokasaHa
CTPYKTYpPa HaKOIUIEHHOIO B TAKOM pPEXHME CMEKTa.

Ucxonsn M3 TpeboBaHHii, NpembsiBISACMbIX Pa3BUTHEM MCETOAMKH H3MEpEHHM,
YBEIMYEHHEM KOJIMYECTBA YIPARISAEMbIX U KOHTPOJIMPYEMBIX MAPAMETPOB, BO3pacTaHHEM
KOJIMYECTBA H YCJIOXKHEHHMEM WCIIO/Ib3YeMbIX B 3KCMEPHUMEHTE AETEKTOPOB B HACTOSLUMM
MoMeHT B JIH®P OHAH nporcxoauT nepexox oT CHCTeM, MOCTPOCHHbIX Ha 6a3e
nepcoHwIbHbIX KoMmnblorepop THna IBM PC/AT-386 u annapatypnl CAMAC, x
CHCTEMAM ABTOMATH3allMH  CMEKTPOMETPUYECKMX 3IKCNEPUMCHTOB, MCNOJIb3yIOLINUM
annapatrypy B craHaapre VME mna HakoneHus wnHbopMauMM H ynipaBlICHMs
CMEKTPOMETPAMH, a TAKXC COBPcMEHHbIE MNEpCOHAIbHbIE KOMIbIOTEPH MW pa6Gouune
CcTaHUMH, BKoveHHble B eamHylo cetb ETHERNET /7/. B cBssu ¢ 3THM BO3HHIKUIA
HeoOXoaMMocTh B pa3paboTke HOBOM CHCTEMbl HAKOIUIEHHMS CIICEKTPOMETPHYECKOH
HHpOpMaLHH.

CyllecTByeT  HECKONBKO  CrocoboB  opraHMsaluMM  CHCTEM  HAKOIUICHMSA
cnekTpoMerpuueckcii HHopMauMH: nNo MAPOrpaMMHOMY KaHaly HWIH annapaTHbIM
crioco60M ¢ HUCNoJb3OBAHMEM CMELHAIBHOTO MOAY/si-HHKpeMeHTaTopa/4/ WM NpHUMCHsS
MHKpPEMEHTHY10 6ydepHy10 NaMATb.

B ocHoBY opraHM3auMM CHCTEMBI HAKOMACHMSI CNEKTPOMETPHYECKOH HHOpMaLMH,
npuMeHsieMoii B cnektpoMmerpax JIH®, nonoxeHa annapatHas peanu3auusi npotecca
HAKOIUICHHUA CMEKTPOMETPHYECKHX MHAHHBIX B MHKpEeMEHTHYI0 6ydepHylo namaTs.
[IpuBnekaTebHOCTh TAKOIO MOMXOMAQ, HA HAlll B3IJislA, COCTOMT B TOM, YTO B 3TOM Clyvac
BO BpeMsi MPOLECCA HAKOIUIEHHsI HHGOPMaUMH B MHKPECMEHTHYI0 namath winHa VMEbus
OCTaéTcA He3aHATOM, YTO MO3BOJAET MCIMONbL30BaTh €€ I YNPaBICHMA XOAOM
3KCMEPUMCEHTa, TpebGOBAHHMS K OpPraHM3aUMH CHCTEMbl CYLUCCTBCHHO cMAr4alrca (B
YaCTHOCTH , He TpebyeTcsi npUMEHeHMs AONOJHMTENbHOH 1MHBLI VSBbus), npoueccop
0oCBOOOXNEH OT PYTMHHBIX OMNEPALIHil, CBA3AHHBIX C MPUEMOM KaXxaoro xkoaa cobuitna /7/.
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Intensity

4 Hns pPEUIN3alHN
Number of Detectors annapatHoro MeToan
or pos. group HAKOIUIEHUS

CTNEKTPOMETPUYECKOMN
/ MHdopMalLIK B
T T ™Y CNeKTPOMETPHYECKHX CHCTEMaX,
/ /" 1IOCTPOEHHbIX Ha 6ase
/[ /' anmapatypst B craHmapte VME,
/ - norpeboBasioch pa3paborath
/ - 7’ Moaynb WHKPEMEHTHON
/ 7 OypepHoii NnaMsiTH
/ / HMM((Histogram Memory
/ s Module), ynosnersopsiouiuii, B
Ly YACTHOCTH, CneayloIumM
Time-of-flight channels TpebOoBaAHMSIM: YyacToTa
perucrpaumu coboiTnii - IMHz,
Puc.1. Ctpykrypa iEGOpManum pa3psLIHOCTb - 166uT,
B CIieKTpe. HaKoOIUIEHUe
CNEXTPOMETPUUYECKOM

HHGOpMALMH, MUCNOJIb3ysl OCTYII K HAASITI Ucpe3 pasbéM HA MepeaHed maHenn Moaynsl,
BO3MOXHOCTb AOCTyNa K namsitit co croporbt VMUEbus onHoBpeMeHHO ¢ HakorieHHeM
MQHHBIX.

Onuncaunne moayas HMM

Moayns HMM npeacrabasier coboil aAByxilopToBOe 3aroMHHAalollee YCTPOicTBO

éMKocTbio 2M B, BeinosniHeHHoe B ctaHaapre VME u nospossiiownee:

- NnpHHMath HHGopMaLUMK (KoA coObITHUsI) yeped pa3beM Ha MepeaHed rnaHeau
MOAY/NSA, MCMoib3ys cneuMibHO  pa3dpaboTraHHblil  npoctoil  HMHTepdeiic
Application Bus (APPbus), uMHTepnpeTHpoBaTb €€ Kak aapec sA4YeHKHM MacCHBa
NaMsATH H BBINOJIHATL NO 3TOMY aapecy onepaunio +1/+n, rae n<=25§;

- NPOMU3BOAWTb CTAHAAPTHLIC ONCPALMMK. 3aNHCh/UYTEHUE C COACPXKHUMBIM  SiHEHKM
NaMATH o agpecy , noayyaemMoMy no VMEbus.

HUnrepdeiic APPbus, Bbixomsiupii Ha pasb€M Ha nepeAHed MNaHeNM MOAYnA,

BKJIlO4yaeT B cebd crneayrouime curHaibl:

- EAO-EAI19: kon cobbiTusi;

- ED0-ED7: ucnonb3ylotcst B pexume Hakoruichist (+n);

- READY,DONE: ynpasnsiiouime curHabi.

Co cropoubi VMEbus moayns HMM  npencrasnsier coboi  craHmapTHoe

3arOMHMHAaloLIEE YCTPOMNCTBO CO CHIEAYIOLHMII XapaK1epHCTHKAMHK:

- Emxocts: 2MB ;

: - DTB Slave A24;D16;D08(0OE);

- AM codes: $39,$3D;

- Base Address selection;

- On board intelligent reflesh method,;

- VME cycle time ( AS* --> DTACK?*): < 300nsec;

- Double-Height Eurocard format (Pl);

- Single-Width front panel.
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jNc_REQ

Puc.2.bnok-cxema moaynsi HMM.
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bnok-cxema moaynss HMM niob6paxena nia pne.2.
Oynkunonnposanne mojayas HMM
Onepauus +1/+n

BxonHasn wuHdopMauusi ¢ nepennero pasbéma no APPbus npuHMMaetcsi Ha
MHKpocxeMbl LS-tHna c rucrepesiicom Ha Bxoge (741.S240/244). . JlononHHUTENLHO Bce
BXOJIHbIE JIMHHH HMEIOT BO3MOXHOCTb YCTAHOBKH HArpy30uHbIX pe3ucTopoB Ha +5B mwia
obecneyeHns paGoTbl BXOAHBIX YCTPOIiCTB C OTKPLITLIM KOJUIEKTOPOM.

[Ipném BxoaHoit nHPopMaumis 1 obMell  ynpasasiOLIMMH  CHMTHAQIAMHM  Yepe3
nepeiHHH paszbéM OCYLUECTBSIETCS CIIEAYIOHM obpa3oM:

~-BHELUHEE YCTPOICTBO YCTAHABAHBAET Aallibic 1 cooliuaeT 06 3TOM, yCTaHABAMBASI

curian READY;

-Monynb HMM, uncnonsiyst cirian READY ,"sainenkuBaer” maHHble M coobuiaer

06 OKOHYaHHH onepauHH ycraHoBkoil curHana DONE;

-BHellHee ycrpoiictBo, o6HapyxuB curHan DONE, cunmaer curHan READY;

-HE3aBUCHMO OT cocrosiHusi curdasia READY, moayns HMM cHumaer curHan

DONE uepe3 ~40ns nocne ero yCTaHOBKH.

[Tocne nonyyenns curdHana READY c passéma Ha nepeaHeil naHenn, B Moaye
HMM Bbipa6arsiBaetcs curdan INC_REQ, nocrynaowmii Ha apburtp. [IpensapurenbHo
Moayn HMM nyréM ycraHoBKH nepekioyaresisi BHyTPH MOAY/si "nporpaMMMupyeTcsl” Ha
BbinofaHeHne onepauuu (+1) unn (+n, n<=255). 20-t1 paspsnHbIi BXOAHOW KoA (JIMHHUH
EA0-EA19) "3amenkuBaerca” B perucTpe M NOCTYNAET B KayecTBEe aapeca AYEHKH NMaMsiTH
Ha Address Multiplexer. [Nocne paspeweHus apbutpom, c agpecyeMoi siueHKoi NamsTH
OCYLUECTRIISIETCA onepauns ureHue-(+1/+n)-3anKce, Bce ¢a3bl KOTOPOH TaKTUPYIOTCA
yacroroift 25MHz.B cnyuyae onepauiun (+n) 8-Mu paspsaaHbtit kox aaHHbix (EDO0-ED7)
nocTtynaer Ha miaammume 8 BxomoB cymmartopa (Mukpocxembl 74F283) m cymmmpyercs ¢
coflepXHMMOM  siyeitlkn namatH. BeixoaHo#t curHan APPbus DONE ycraHaBnuBaercs
nocne OKOHYaHusi onepauvd. Bpems sbinonHeuusi onepaunn (+1\+n): APPbus cycle
time (READY* --> DONE?*): <350nsec;

Onepaunn na mune VME

Co cropount wHel VME wMoayns HMM upeacrapusier coboit  16-paspsiaHbiit
VMEDbus Slave Module, pacnonoxerHsbiii B Standard Address Space.

VMEbus nHtepdeiicHan noruka moayis HMM pemudpyer nocrynalommii anpec
Al1-A23 (Address Decoder).3HadyeHue TPEX cTapuivx ajgpecHbix pa3psinoB (A23,A22,A21)
YCTAHABIMBAETCA C MOMOLIbIO MHKpPONEpexoyaTesieii BHyTPH Moayns , 3aaaBass 6a30Bblit
anpec B VME Memory Map. Monaynb orseuaer na AM-koabsi $39- Standard Non-
Privileged Data Access n $3D - Standard Supervisory Data Accsess. Ilpu coBnaneHunn
3HAYEHHH CTApIUMX aApecHbIX paspsaoB U AM-konos BbipabGatbiBaercsi curHan Board
Celect, anpec "sawmenkupaercs’” (Address Latches) , rae M coxpaHsieTca 10 KOHLA
onepaunn. B ap6urp nocrynaer curHan VME_REQ n, ecnn apbutp paspeluaer, 1o B
COOTBETCTBUM CO 3HauyeHHeM cHrHanoB Markctpuin  VMEbus WRITE,DS0,DSI
NPOUCXOAHUT ONepaLusl YTEHHUE/3AMNCh. .

IHInHa paHHbIX oT MaccuBa namiatH Kk VMEbus nMeer wunpuHy 16 paspsnaos,
6ydepupoBaHa. B COOTBETCTBHH co 3HaYeHUEM CHTHANIOB VMEbus
DS0* DS1* A01,LWORD* npouncxoaut sbibop BYTE(0)-BYTE(1) BHytpu 4-6aiiTHoi
rpyrrsl, aapecyemoit Bo Bpemsi VMEbus onepawin. HMcnonbdysi 3TH 4YeTbipe JIMHHM
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VMEbus Master moxer nonyunrs nocryn k BYTI(0), BYTE(]) nau oboum 6aiitam
ONHOBPEMEHHO.

AnpecHasi inHa A01-A23 VMEDbus siyrpn monynss HMM 6ydepupyercst (Address
Latches) ¥ wncrionb3yercsi Kak [ist Aeiliippallin asipeca, TaKk M UL TEHepauMy aapeca
MaccuBa namaty. Crapwmne aapechibie i LA21-1LA23 ncnonbs3yloTcs anpecHbIM
newndppsropoM (Address Decoder) ansi onpenencinsi: nonanaer am VMEbus aapec B
NHANa3oH aapecoB, 3adannplii - jicnidparopos.  AnpecHsle  nuHum LAOI-LA20
HANPAB/BIIOTCSI HA aApecHblii MyJabTHIICKcop Maccennn noassitiy (Address Multiplexer).

Yupasnesite HaMATHIO

B Moayne HMM K macciBy nansini MOFYT Nociyinis He3aBHCHMO ApYyr OoT Apyra 3
BMAa obpauieHuil:

VME_REQ (onepawsi urcinis/samicn o mine VM Ebus),

INC_REQ (onepauns urenye-cymMMupoBaitiie-3amich 110 aIpecy € pazbéMa Ha

nepenHesi nayeny),

RFSH_REQ (onepaws pereHepaninm).

C noMowbio apOGUTpa 3a11PpOChl Ha OHEPAINIO ¢ MACCIIBOM NAMSITH YIOPAI0YHBAKOTCH,
H BO3MOXHble KOHGQIHKTbI paspelialorcs.

Cxema apbutpa peannszoBada Ha 3-x ieMenax 3H-MHM-HE, AB2 U3 KOTOpPbIX
coeAMHEeHbl no cxeMe Tpurrepa. 3anpockt VME RLEQ* n INC _REQ* - paBHonpapHsl,
sanpoc RFSH_REQ* umeer suicinnii npuopurer i obesnyxnpactess 160 nepBbiM, 1160
cpa3sy nocne OKOHYAHIS o0CYXXKHBAIIS 301 POCOB INC_REQ* HIH
VME_REQ*.VnpaeneHne namsithio ocyulectaisieicsi ¢ nosmowbio Memory Control Logic,
KOTOpasi OCYLIECTBISIET BbLAAUY YIPABMHOWINX ClirHloB  MacchBa namsath  MRAS,
MCASO, MCASI, MWRITE, MRFSH, a takxc cHirituioB OKOHYaHHMS oOnepaLii
VME RES n INC_RES.

B moanyne HMM wucnonssoBalibl MHKpocxembt AlnHamuyeckoit namsth DRAM
TMS4C1024-80N (HYBS511000A-70), 18-pin, c BhyrperHeii opraHM3auueit 1Mbite].
DRAM ycrpoiictBa TpeOyloT Wwisi HOpMabHOII paboThl, 4TOOBI OfliepauHst pereHepeiiii
OCYLUECTB/LIaCh HAA Kaxnoi M3 512 cTpok no Kpaiiliell Mepe oaMH pa3 B 8 MWLUIHCEXYHA
sl coxpaHeHust MHbopmaunn. [Mostomy Kaxawle 15,6 MMKPOCEKYHIAbI CUETYHK
pereHepaunH BhipabathiBaer curian s3anpoca RFSH _REQ. Mukpocxema TMS4C1024
NO3BOJISIET OCYLMECTBHTH HECKOJBKO THIOB perelepaiint (moapobuee B /1/). B Moayne
HMM peanmsoBan Mmeton perchiepainiyn CAS-Before-RAS Refresh, saknwualroumiicsi B
onepexalwuieil yCTaHOBKM B akTiBHOe cocTosiHie ciriiulil CAS OTHOCHTENILHO CHTHAMA
RAS. HUcnonssyst CAS-Before-RAS Refresh, Row-reficsh anpec reHepupyetrcss BHYyTpH
mukpocxeMbt DRAM. Axktupnniit gpponut curana CAS 1HKPEMEHTHPYET BHYTPeHHMI
cueTyMK aapeca pereHepaunn. Curnat RAS 3atenm nunumipyeT onepaunio pereHepauiin.

Bpemsi, 3anntoe pereucpanneii, cocrawisietr meiice 1,5% noneasoro Bpemeni
pabotbi monynst HMM.
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Jaxinoaenne

CnextpoMeTpHueckoe  3anonipaomee  yerpoiicrso - HMM  paspaboraHo  wist
PEANM3aLMN  ANMAPATHOrO METOAN  HAKOIUIEHNst CHEKTPOMETPHUYECKOH HHpOpMaLM B
CHUCTeMax, NocTpoeHbIX Ha Base annaparypel B ctatigapre VME,

Moayas HMM npeacrasnsier coboii aByxinoprosoe 3anoMHUHalolIEe YCTPOHCTBO ,
no3BoJisiollee MpUHUMaTL HHGopmauiio (Kol coObiTis) OT KOOUPYIOLUKX YCTPOMCTB
yepe3 pa3beM Ha mepenHeii NnaHejJH MOAyAsi , BHTCPIPeTHPOBaTh €€ KaK afipec AYeiKH
NaMATH U BbINOJIHATL NO ITOMY aapecy onepawino +1/+n, rae n<=255. OaHoBpeMeHHO
naMATb JocTynHa no wuHe VMEbus misi cranaaptibix onepauuii  3anuch/yTeHue.
Pazmep mHkpeMeHTHpYyeMoii sitieiik nansith - 16 paspsinoB, éMKocTh NaMsitH - 2MB.

[lpuMeHeHne  cnekTpoMeTpliyeckoro  3aHoMilHalowero  ycrpoiictrea HMM
MO3BOJSIET YBEJIMYUTbL NPONYCKHYIO CNOCOOHOCTH CHCTEMbl HAKOIUIEHMS B WEJOM, TaK B
3ToOM ciayyae wuMHa VMEbus Hesamsita, 1ipotteccop  ynpassiiolied  CUCTEMbl  He
OTBJIEKAETCAA HA MPHUEM KAXAOro COOBITHSI 11 B0 BpeMsi 3KCNO3WUMHM OAHOro CneKTpa
MOXET 3aHMMATLCA, NpeABapHTIENbHON 00paboTKOIT JaHHbBIX, BbIBOOOM €€ B rpadHuyeckom
BHAE Ha rpaduyeckme ycTpolcTBa, fepeantly Aaiiblx Yepes ceTb B QpXHUB U T.1I.

AnnapaTtHoe HaKONJAEHWE AaHHBIX ocyllecTpiasieTcsi B OydepHylo mamsate HMM |
KOTOpasi OJAHOBPEMEHHO SIB/SIETCS 4YaCTbiy OObLIIHOH OnepaTUBHOW MNaMATH WA
npoueccopa cucreMpl VME. Takum obpaszom st nocnenyiouieii  o6paborku
nHbopMaumMy, nepenaun €€ No NHHNM  CBA3l, 3aNMCH Ha JOMCK He Tpebyercs
NpOMEXYTOYHOWH mepeaayH AaHHBLIX M3 Oydeprioii namsiti B ollepatHBHYyl0. [ljisi
CUMTBIBAHMS 3aMOJIHEHHbIX YUYACTKOB NAaMsITH He TpebyeTcsi NpUOCTAHABIMBATL NpoLEce
HakKoruieHUss nHdopMaliMyn (WK NEPEeKAIoyaThesl HA HONOAHHTEALHYIO OydepHYIO NaMsiTh)
/5,6/. ‘ ‘

[IpuMeHeHHe cnekTpoMeTpuueckoro 3amnomitalomero ycrpoiictea HMM  Takxe
MO3BOJIWIIO:

- YMEeHbLIHTb "MEpTBoe” BpeMsi annaparypbl HaKonjieHUsi (No CpaBHEHHIO C
CYLUECCTBYIOLUMMH B J1abopaTopHy CHCTEMaMH);

- MONYYEeHA BO3IMOXHOCTH "MpocMaTpUBath’ collepkumoe OydepHoOil naMatu Bo
BpeMsl €€ 3anoJIHEHUsI (HAKOMNNIEHMsI cNeKTpa);

- MO CPaBHEHHIO C NpeablaylwiiMH Mojysisimk naMsti B ctaHnapte CAMAC
CYLIECTBEHHO YBEJIMYEHa €MKOCTb 3aroMHHaoLLero ycrpoiictea - no 2MByte;

CyluecTByioliHe aibTepHaTHBHbIE noaxoasl [3,4] k npoueccy annapaTtHoro
HAKOIUIEHUA CMEKTPOMETpUYECKOH MHPOPMALIHK MO3BOJISIIOT MCNONbL30BaTh CTAHAAPTHBLIC
610okn namsiti B ctaHaapte VME/VSB, urto, onaHako, yBeJIHYMBAET CTOMMOCTh TPaKTa
CHCTEMb! HAKOIUIEHMHSI.
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Abstract

The algorithm of on - line multidimensional analysis with compression has been developed. The
method has been tested to compress multiparameter experimental data.

1. Introduction

The experimental progress in the understanding of nuclear structure depends critically on the ability to
analyse coincidence data in multidimensional space. The classical techniques developed to analyse 2-fold
7 — 7 coincidences cannot be extended to higher-fold data. For example if we assurne that the content of
each channel is represented by one byte, the storage of a 5-dimensional histogram with 1024 channels per
axis would require a total of 1024 terrabytes of memory, while the capacity of the commercially available
hard disks is of the order of few gigabytes {1].

The classical method to reduce the memory requirements, which is frequently employed 18 to store
data in the form of lists of events {2]. In list mode, the memory needed to save complete data from an
experiment is proportional to the total number of events and also number of bytes used to store each
individual event. However to have a sufficient statistic in multidimensional space, the amount of data to
be collected in one experiment can be well over 10'? events, which is about 10 gigaevents. This is also
usually not available storage capacity.

The method proposed in the paper considerabiy decreases the memory needed to store mulitidimen-
sional histograms. It is based on fast orthogonal adaptive transform {3).

2. Fast algorithm of on-line multidimensional amplitude analysis
and compression

The basic aim of the method is to transform multidimensional spectrum (histogram) into another
multidimensional space of reduced size while distorting the original shape of spectrum as little as possible.
The basic question is how to carry out the multidimensional transform without having stored the original
spectrum in the memory. The size of original multidimensional spectrum is frequently heyond the capacity
of computers memory and the storage such a spectrum could be impossible. We have to employ different
approach.
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Aunalysed data from nuclear experuiments are coming in time as a sequence of events. Irom the point
of view of a spectrum each evenl 13 represented by multidimensional Kronecker delta function. This
function has the value 1 in one point of the multidimensional space and 0 in the other points. Thus the
spectruim is in fact the sum of such delta functions.

Without loss of generality we shall consider one dimensional original spectrum stored in vector r.
From given above considerations it follows that

E
z= 6&(pi)s (1)

=1

where p is position of the unit in i-th event (e.g., the value from a converter) and E is number of events
in the experiment. As the derived adaptive transform method is linear the transformed spectrum is

E E
y=Tz=TY b(p:)= Té(p:)s (2)
i=1 i=1
where T is adaptive transform matrix. It means that the events coming in time can be transformed
separately. The contribution of each event is then added to the vector y. However we shall save only a
part of elements of vector y. Therefore we add the contributions only to these saved elements. The other

elements of vector y we supposed to be equal zero.
We propose the algorithm of analysis and compression of multidimensional event. Let the n-dimesional
spectrum has the sizesN,, N3, ...N,, , where

Ny =25 ie{l,..,n} (3)
Let the sizes of compressed space be Ry, R, ..., Ry , where
Ri=2%<N; ;ie{l,..,n}- (4)
Using (3), (4) we define
pi = ki — Q; ;ief{l,... n}- (5)

For multidimensional event with coordinates j, j2, ..., jn, i.€., §(J1, j2, ..., jn) We proceed as follows:

e Calculate

d:ﬁt.‘ 3 (6)

where the product of the transform coeflicients of transform in one dimension is

pi—1
t.‘ = H 'a,:‘l' . (7)
=1

In (7) i denotes transform, [ denotes iterating step in the i-th transform, ‘a., ; is transform coefficient
in i-th transform and in [-th iteration step with index

= [%:,-} ! (8)

where [ ] denotes integer part.

o Then add the value d to the element of compressed n-dimenstonal array "s” with indices

ymi € {0,..., i =1} ;i€ {l,...,n}s (9)

s(my,mo,...,mp) = s(m;,mq, ..., m,) + d . (10)
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In general using this method in n-dimensional analysis, the transformation of one event requires

"

S (k- Q) -1 ‘

=1

multiphications and one addition only.Obviously processing of an event in such a way requires minimal
number of operation and can be carried out in real time without substantial increasing the dead time of

acquisition systen.

3. Results -

Employing the algorithm presented in the chapter 2 we have compressed nuclear data. The properties of
the derived on-line compression method were studied using the data from the experiment described in
[4). The events had si:: parameters with the resolution 4k each. We have chosen an interesting part of the
three dimensional space with the length 256 channels for each dimension. The storage of such a spectrum
would require 256 x 256 x 256 x 2 (bytes per channel) = 32 MB memory. This was however beyond the
capacity of our computer (we have used PC with 4 MB of memory). From experimental event data using
the on-line procedure we have compressed the spectrum to three dimensional array with the dimensions
64 x 64 x 64 x 4 (floating point number) = 1 MB. In the Fig.1 we give the picture of two dimensional
spectrum decompressed from our compressed spectrum, where all the channels along one dimension were
summed. The same spectruin obtained directly from experimental data without compression is given in
Fig.2. Next couple of spectra, now obtained with integration along the another dimension are shown in
the Figs. 3, 4. Good fidelity of two dimensional decompressed spectra (Fig.1, Fig.3) can be observed.
The decompressed spectra are smoother than original spectra.

Fig. 1. Fig. 2.
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Fig. 3. Fig. 4.

4. Summary

The paper describes new method of multiparameter amplitude analysis with simultaneous comnpression.
The on-line compression method is optimized so that only minimal number of operations is needed
to compress one multidimensional event. The compression method is based on fast adaptive orthogonal
transform of Cooley - Tukey’s type, that was described in (3]. The transform matrix for each dimension is
adapted to the related reference one dimensional spectrum. The reference spectra can be either measured
in pre-experimental run or determined in any other way. In our case we have used integral one dimensional
spectra.

Increasing compression ratio increases also the distortion of the decompressed spectra. The distortion
in the examples presented is reflected in the smoothing effect of decompressed spectra. In some appli-
cations it can be even positive phenomenon. The shape and position of dominant components in the
spectra are preserved. The experimenter can define a compression ratio for each dimension according to
the type of measurement and parameters of used computer. The compressed data are stored in the mem-
ory statically. This gives a great flexibility in handling with the data. One can reconstruct (decompress)
only a part of compressed data, e.g., by creating slices from original spectra. The main contribution
of the on-line compression method presented consists in giving the possibility to measure nuclear data
with dimensions beyond the memory capacity and without imposing a great computational burden on
the used computer. The method has proven to work well in real applications.
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Abstract

A method of protecting against computer viruses is described that is based not the
traditional accumulation of data about potentially infinite number of new viruses but on
storing information on a finite number of existing files in a computer. This method, by
directly addressing BIOS for gaining access to the hard disk, guarantees reliable protection
against virus attacks.

INTRODUCTION

The anti-virus packages popular in the West like Microsoft Anti-Virus and Norton Anti-Virus
resemble each other in composition, functions, and capabilities. They are polyphages with an external
database containing information about three to four thousand known viruses. They may additionally
include a resident sentry and a simple disk inspector to check the CRC of files.

Why is this particular trend dominating the design of anti-virus programs in the West? A few years
back'in the early stages of the development of anti-virus tools, this strategy proved quite effective and
thus gained a strong foothold in the anti-virus market. Nonetheless, a few viruses like Dark Avenger,
Black Friday, Falling Letters, etc, whose names clearly suggest their malicious activities, caused
havoc all over the computer world.

But now the virus situation has changed radically. Thanks to modern infection recovery software tools
and to the user's deeper knowledge, no computer virus is today allowed to flare up on a world-wide
scale, some virus or a group of related viruses may proliferate within the confines of an institution,
city, region or a country. Such local epidemics are as a rule easily diagnosed and suppressed
immediately. But sustained intellectual efforts are needed to fight against these epidemics which cause
immense financial losses. Conventional anti-virus utilities, even if they are capable of recognizing a
large number of various types of viruses, loose their efficacy and become less reliable under the
present virus situation. At present, anti-virus programs are available for about 4000 concrete infectors
but computer viruses are being released almost every other day. A user, when the 4001-st virus
invades his computer, is helpless to combat the saboteur with the conventional software aids.
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Furthermore, the policy "to every viral stain, a concrete antivirus body" is generally expected to be
slated to meet a dead end, certainly not because of the drawbacks inherent in the design of anti-virus
programs. An anti-virus program may contain the description of viruses as an internal module or as
an external database which it references. In either case, anti-virus program is size limited, whereas
viruses may grow in number unboundedly.

Side by side with the ever-increasing number of simple infectors (the so-called student viruses),
complex stealth viruses based on elegant hiding algorithms are also designed and proliferated. Only
an anti-virus software that goes deep into the operating system to the BIOS level can detect them.

Additionally, polymorphic viruses do not contain any characteristic blocks in their codes, and
therefore their detection requires the construction of complicated recognition algorithms based on
processor emulation. But such algorithms will perceptibly slow down the operation of anti-virus
programs.

In Russia in particular and in former Soviet republics in general, computer virus is really a national
calamity from intellectual, moral, social and material standpoints and has assumed formidable
dimensions. Intellectually it is a defeat because it is a challenge to conscientious programmers,
morally it is a misfortune because the State has so far not safeguarded its citizens against this evil by
adequate legislation, socially it is a vice because the society has not provided enough opportunities for
the young talented programmers to tap their skill and knowledge to useful purposes and materially it
is a disaster for the havoc it causes to national economy. Well, these factors together with easy
accessibility to modern computing systems, all contributed to the so-called Russian virus explosion. Its
stray splinters can be tracked in the West, too. This naturally stimulated intensive search for new
methods and techniques to counteract the hazard.

VIRUS DETECTION METHODS

Therefore our company diverted our efforts in searching an entirely new anti-virus technology for the
problem: the result was the birth of Advanced Diskinfoscope (ADinf) - a powerful diagnostic tool for
x-raying computer disks and diskettes at BIOS level. Organizing a compact database containing
information about finite number of files in each particular drive is evidently a much better reliable
prevention method than sioring data on all potentially infinite number of viruses.

ADinf is a breakthrough in anti-virus technology as it deploys, unlike in the conventional packagés
mentioned above, a basically new strategy - its data integrity checker searches for viruses by keeping a
close watch over the changes taking place in a disk. Moreover, it scans a disk, reading the data, sector
by sector, directly via BIOS without the assistance of the operating system. Such a search reveals
every virus known or unknown, polymorphic or stealth.

At the first start, ADinf retrieves full information on the master boot record of a disk, boot sectors of
logical drives, addresses of bad clusters, directory tree structure, file information including size, time
and date of creation, and CRC. In subsequent sessions, ADinf checks the integrity of these data by
collation and reports all changes that have taken place since the last session, paying special attention
to those changes which it suspects to be the result of virus activity. On detecting such changes, it
immediately generates an on-screen warning message. Any change in file size or CRC without any
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alteration in file creation time and date, or change in file creation time showing a figure greater than
58 in seconds or a file date greater than the current date are expertized by ADinf as induced by virus
activity. ADinf can keep strict watch over a user-specified list of UNCHANGEABLE files and warns
about any change, however minor it may be, in such files. Its scan report gives full information about
newly created and deleted subdirectories, newly created. deleted. moved. renamed files, newly
appeared bad clusters, integrity of boot scctors and other vital areas. 1t locks up all sites easily liable to
virus injection.

This philosophy has been partly realized by several software designers, for example, McAfee
Associates in Sentry, Symantec Corporation in Norton Anti-Virus, Central Point Corporation in
Microsoft Anti-Virus and others. But they all have a common demerit in that they do not utilize these
checkers to full capacity. They detect only the changes in files but fail to notice such operations as the
creation of new files, renaming of files, movement of files from one directory to another, creation and
deletion of directories, changes in boot sectors and the master boot record. Virulent viruses may be
designed and are being designed preciscly on these operations. Second, these anti-virus packages keep
control over a fixed set of files. If certain files are deleted or new files arc created, the disk
information tables in them need to be recompiled - and this is rather inconvenient to the user. The
most important drawback is that they check a disk by reading through the operating system. Though
there is an "anti-stealth" option in them. modern stealth viruses hiding at Int 13h or disk controller,
easily dodge detection by these packages.

Such a rigorous disk control in ADinf should seemingly be time-consuming and inconvenient to the
uscr. But ADinf is surprisingly fast as it reads the sectors, accessing a disk via BIOS without the -
assistance of DOS. thereby leaving no peepholes for stealth viruses. In just 30 seconds it scans a
200Mb disk in a 486/33 system, while Dr Solomon requires 45 seconds and Microsofl Anti-Virus
three minutes to complete its checks. The Diskinfo tables. which ADinf creates for its internal use.
take about 40Kb disk space. ADinf provides a comprehensive system of menu options to meet the
exacting preferences and taste of any connoisscur user. It accepts a uscr-defined list of filenamc
extensions of files to be taken under its control, skips the directorics. from its checks when told, where
files are subject to constant changes. Its originality and indispensability arc readily apparent in its
customizability, instant checks, expertise and high prediction reliability.

ADinf program incorporates a unique algorithm that has no parallel in any other anti-virus tool.
namely, the routine which scarches for stealth viruses utilizing their dodging capabilities. Strangely.,
the hiding tactics is the weakcst link in the dodging code that betrays a stealth virus. It suffices to
compare the file information generated by DOS with the actual disk information: a discrepancy
between them confidently predicts the presence of stealth stains in a machinc. In other words. the
ability of a virus to mask itself unmasks its presence! Thus. generation of disk information at the
BIOS level opened a way for designing such comparison algorithms.

ADinf detects infection in time and thus assists in localizing virus epidemics. What, if a virus, even a
boot infector, infiltrates a computer? ADinf instantly reinstates the original boot sector from the image
it holds in its tables and thus recovers a system from disaster. This operation is conducted at the BIOS
level'followed by immediate system rebooting in order to prevent reinfection. If it is a file infector.
ADinf Cure Module - the curing companion to ADinf - casily restores the file to its original shape in
toto.
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VIRUS REMOVAL TECHNIQUES

ADinf Cure Module easily recovers infected files, without knowing the format and behavior of a virus,
i.e., it is a universal tool designed to combat the strategies and tactics deployed by modern file
infectors and thus to aid in arresting local epidemics.

The principle underlying ADinf Cure Module is simple and straightforward. Despite the multifarious
diversity of viruses and their modifications, paradoxically, there are only a few paths by which a virus
is injected into a file. This is the basic strategy of ADinf Cure Module. In its daily scanning sessions,
ADinf informs ADinf Cure Module about the changes, if any, in a file since the last check. ADinf
Cure Module immediately scrutinizes these files and stores their new information in its tables for
restoring them afier a virus attack. When a virus attaches itself to a file, ADinf at once detects the
changes and calls for the Cure Module which tries to reinstate the original shape of an infected file by
comparing its status before and after an attack. If ADinf Cure Module reports that a file has been
restored successfully, it really means what it says.

Thus, an infected file is recovered by reinstating its original status from the image of its structure
stored in ADinf Cure tables. Consequently, a knowledge as ta which virus infected the file is not
mandatory. Tables containing the necessary information for recovering files take about 100 to 300Kb
on a 200Mb drive.

ADinf Cure Module cannot cure a file for each and every virus but it does cure a file for almost all
viruses. The restoration performance is 97%, even for as-yet-unknown viruses. ADinf withstood this
performance percentage in an efficacy test conducted with a large collection of files infected with
various viruses widespread in Eastern Europe. This performance is undoubtedly quite impressive. Of
course, no package can claim 100% efficacy.

Disk inspectors are also not a panacea against computer viruses. Their main demerit is the need for
running them daily so as to keep a record of the changes taking place in a disk. Although such a run
takes about 30 - 40 seconds per day, majority of computer users prefer to follow the proverb "peasant
crosses himself only when it thunders®, and begin to look for anti-virus problems only when his
computer goes mad. In such cases, disk inspectors are helpless. But, if the user is far-sighted, then a
disk inspector with a curing module will provide ample safety of his machine.

OTHER TOOLS

Advanced Diskinfoscope, ADinf, and its curing module form the core of the DialogueScience Anti-
Virus Kit designed on the technology described above. Additionally, this Anti-Virus Kit also includes
the polyphage Virus Hunter, which is extremely popular in Russia under the name Aidstest. Virus
Hunter recognizes and eradicates the viruses that are widespread in Russia, and is upgraded almost
every other week. Therefore, it is an essential tool as a preliminary check for the software products
from Russia. Since, among the Russian viruses there are also unconventional infectors, Virus Hunter
is unavoidable even if the user has a universal tool like ADinf Cure Module at his disposal. The only
drawback is that Virus Hunter cannot recognize complex polymorphic viruses.
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The latest add-on to the DialogueScience Anti-Virus Kit is a new-generation polyphage Dr.Web. On
the whole it functions very much like the traditional polyphage Virus Hunter, namely, it recognizes
those viruses that are known to it by certain characteristic blocks in the virus code. But, what is new in
its technology is that owing 1o the built-in emulator Dr.Web tracks down to the virus, even if the virus
is camouflaged by encoders, compressors and vaccines. Consequently, it easily detects and kills
complex polymorphic viruses. And built-in heuristic scaner makes Dr. Web possible to detect unknown
viruses in 80% probability.

The DialogueScience Anti-Virus Kit also includes a resident sentry. But it radically differs from the
sentries in western anti-virus utilities in that it is supported by a special card. Owing to this hardware
support, the DialogueScience Anti-Virus Kit guarantees almost cent percent data integrity, security
and protection against any virus. It is the cheapest hard-&-software anti-virus protection system
available in the world's computer market today.

CONCLUSIONS

The DialogueScience Anti-Virus Kit is dominating in Russia and former Soviet republics: registered
users of the Kit or of any components run to several thousands, while unregistered users count in
millions due to software piracy prevalent in this region.
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The Status of Computing and Means of Local and External Networking at
JINR

A.T.Dorokhin, V.P.Shirikov

JINR, Dubna, Russia

Abstract

JINR (Joint Institute for Nuclear Research) is the international scientific organization (for 18
Member States in Europe and Asia), dealing with experimental and theoretical research in the field
of low and high energy physics, condensed matter physics including high temperature supercon-
ductivity, etc; JINR specialists together with Western ones are deeply involved, for example, in.
activity of collaborations for such big experiments as DELPHI, OBELIX, SMC, ATLAS based on
LEP and LHC accelerators use. The effectivity and results of R&D in all these fields depend very
much on the state of computer support, also on the state of direct human & computer connectivity
(local and global).

The goal of this report is to represent a view of the current state/trends of computing and
networking at JINR (of the role of mainframes such as CONVEX + VAX and IBM - like clusters,
PCs and stations or servers of SUN/DEC/HP - type connected to JINET/ETHERNET/ARCNET
networks) and of the connectivity with global networks such as X.25 IASNET, RELCOM/EUnet,
HEPnet/INTERNET via X.25/TCP/DECNET/UUCP protocols and channels with data rate up to
64 kbps just now.

The authors of this report (review) are the representatives of the team of JINR specialists
responsible for local networking and means of external communications.

1. Introduction

JINR is an international research centre in the town of Dubna, founded with the purpose of
joining the efforts and the scientific and material potential of the physical institutes of Member
States (now 18: some Republics of Eastern Europe and Asia) and observers. Under the supervision
of JINR, an Educational - Scientific Centre (ESC) is functioning for senior undergraduate students
from Moscow State University (MSU) and some other Moscow physical institutes; on the base of
ESC aninternational university is being organized. JINR [ 1] consists of 7 main R&D divisions such
as:

LTPh (Laboratory of Theoretical Physics) for theoretical studies in quantum theory of field
and elementary particles, theory of atomic nuclei and nuclear reaction, relativistic nuclear physics,
theory of condensed matter, problems of high-temperature superconductivity;
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LHE (Laboratory of High Energies), which offers to users relativistic nuclear beams on the
base of use of Synchrophasotron and Superconducting strong-focusing accelerator of nuclei
(Nuclotron, for use of heavy - ion beams, polarised and aligned deuteron beams and secondary
beams);

LPP (Laboratory of Particle Physics), involved in investigations and projects with use of
setups such as SVD (Spectrometer with Vertex Detector), MIS (Magnetic Spark Spectrometer),
EXCHARM and CTN (Compex of Tagged Neutrinos) in the beams of U-70 accelerator in IHEP
(Protvino, Russia), SMC, CMS, ATLAS in cooperation witch CERN, etc.;

LNP (Laboratory of Nuclear Problems), which has the Phasotron (680 MeV) as a source
providing the highest available meson beam intensity in the JINR Member States and where a
sophisticated system of channels has been developed for experiments with pions, muons, neutrons
and protons in the fields of nuclear spectroscopy, studies of mu-catalysis, investigation of rare
particle decays, of condensed matter by SR method, medico-biological studies,etc. LNP is also
involved in activity of experimental collaborations for researches in intermediate-energy physics
with use of setups at CERN, Germany.etc;

LNR (Laboratory of Nuclear Reactions), one of the leading centres in the physics of heavy
ions of low and intermediate energies, works are also in the fields of accelerating techniques, of
studies of reactions between complex nuclei within a wide range of energies, of synthesis of new
elements and isotopes and investigation of their radioactive and chemical properties, of studies of
the interaction of heavy ions with matter, of applied research. LNR has own local accelerators such
as U-400, U-400M, U-200 and setups (“Vasilisa”, FOBOS.etc) and is involved in activity of
international collaboratorions. The planned LNR heavy-ion storage complex K4-K10 represents
a significant interest for these collaborations because it is intended for obtaining precision beams
of stable and exotic nuclei; ,

LNPh (Laboratory of Neutron Physics), which scientific activities focus i the main on two
issues: the condensed matter physics and nuclear physics. LNPh has the high-flux IBR-2 reactor
as the base experimental facility, a lot of setups and reputation of active member of World
community of neutron physics;

LCTA (Laboratory of Computer Techniques and Automation), which main task consists in
providing computer, network, algorithmic and software support for experimental and theoretical
research under way at JINR. The priority fields of LCTA scientific and technical activities are:

- Development of the informational and computing infrastructure of JINR (means of
computing and communications techniques, mathematical and informational software of computer
complexes);

- Investigations of nonlinear problems of computational and mathematical physics for
developing methods, algorithms and then creating databases, methods and program packages for
experimental and theoretical calculations being performed at JINR.

There is no need to explain how difficult is to give all-round satisfaction to the requirements
for computing and networking of such labs as mentioned above, especially recalling their “world-
wide” R&D participation (which demands of the certain level of software and computer power
compatibility, computer and database/information systems direct and effective connectivity) and
the simple fact that, for example, one HEP collaboration such as DELPHI has a deal with some
Tbytes/year of different sorts of data (raw, Monte-Carlo, DST...) and requires for yearly computer
power which is equivalent to CPU time of hundreds of old IBM 370/168.
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2. Computer support and local connectivity

As to computer power, some years ago LCTA, with its mainframes, was practically the only
local source of off-line data handling computer power at JINR. Now, when the powerful numerous
PCs and workstations win as cheap CPUs, the central computer complex at LCT A becomes more
and more to be the front-end complex for pools of PCs and WSs, providing the NFS, e-mail, News,
local ftp, remote ftp/telnet/X.25 and database/informational services. The main part of this complex
is controlled by VM/CMS (for IBM-like cluster), VMS (for VAX8350/8800/8530 cluster) and
Unix operating systems (for CONVEX120/220, SUN, one of mVAX2). Its connectivity to
hundreds of PCs and dozens of WS (mainly SUN) in every lab is realized through two types of local
networks: old slow “terminal-oriented” JINET (token passing protocol, nodes with RS-232C
interfaces to abonents such as dumb terminals or PCs, coaxial 12 km cable) and fiber&coaxial
ETHERNET, which is parallel (and bridged to JINET) and connects all buildings of JINR
laboratories, also has bridges to Novell-jike subnetworks (for example, in Administration and
Management Board buildings). Both (JINET and ETHERNET) have the dial-up or dedicated line
entries for remote abonents in town. LCTA complex and local network diagram are demonstrated
by figures 1,2.
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Fig.1. LCTA central computer complex
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One of examples of connectivity of experimental setup in LNR to JINR network is also shown
(see figure 3) ‘
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Fig.3. The FOBOS control and data acquisition system

In spite of the presence of central complex and PC/WS pools in Laboratories, their power is
not enough for JINR computation requirements. People try to economise the usage of mainframes
and stations, to distribute the computing over ETHERNET. The significant interest is now to
software systems such as NQS (Network Queueing System, origin-Sterling Software Incorpo-
rated) as a mean to submit batch jobs to local and remote Unix and VMS machines, and CONDOR
(origin-Computer Science Department of the University of Wisconsin-Madison) to run jobs in
pools of Unix stations, using temporary idle stations and check-point apparatus. Because this
software exists in public domains and it is free-the first attempts to use it are realized at JINR.

The JINR network is also used for the access to local databases such as INIS (the

international System handling information on all branches of the peaceful use of nuclear science and
technology) and PPDS (database on particle physics, which provides broad facilities for biblio-
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graphical information in the field of elementary particle physics and relativistic nuclear physics).

There are 4 main local fip-free (for JINR users) software servers accessible through JINR
network and based on the use of SUN, mVAX and CONVEX computers. Besides this, the users
may use a special mailserver to get the software elements.

3. External connections

Of course, the local networking could be not enough for JINR computing and database/
information support needs, and realization of external connections has been one of main tasks:
connections with Member States partners and other collaborators or information sources in the
world. Some information about this field of JINR activity was partly published in [2]. As it was
mentioned in this report [2], the history of internal computer communications between research
institutes inside the Eastern countries, Member States of JINR, and their communications with
West is much shorter than Western global networking history, and our achievements in this area
are much more modest for many reasons (financial, political,technical).

As to JINR, its first external computer link to public network IASNET created by Institute
of Applied Systems (in Moscow) as a communication centre (which had 9.6 kbps links to X.25
nodes in Austria and Finland, and through them-to world-wide HEPnet, for example, providing
X.25/X.28/X .29 protocols and in principle such incapsulations as “DECNET over X.25" and such
applications as RJE for remote logins, e-phone.etc.) started to be used in 1988. This service is still
used at JINR (now-with 19.2 kbps, through PSI in VMS of VAX8350), especially for interactive
needs. Through IASNET and STN International System, the first sessions of external databases
store access were done at JINR which is interested in use of such STN databases as INSPEC,
COMPENDEX, MATHDI, COMPUSCIENCE, PHYS, INIS. When commercial RELCOM
network appeared later (with communication centre in Moscow, in Kurchatov Institute of Atomic
Energy: KIAE) as a gateway to EUnet/Internet, it became very popular for UUCP/TCP-based
facilities. JINR became a member of RARE and RELARN (Russian association of scientific and
educational users of networks, and RELCOM first of all) and started to use TCP/IP and UUCP
services via links to RELCOM again with the data rate in limits of 19.2 kbps.

RELCOM was rather expensive for academic, research and educational community; moreo-
ver, the links data rate was not enough to realize effectively the information transport (for example,
for samples of data from experimental setups such as DELPHI or elements of free software libraries
from file servers such as is asisO1 and info.cern.ch at CERN or ftp.ncsa.UIUC.edu in National
Centre for Supercomputer Applications). This is why the members of RELARN, and JINR in
particular, started to realize the means of connectivity between themselves and with West, which
could be independent on commercial network organizations and could support the data rates not
less than 64 kbps/link; Russian Academy of Science as RELARN “umbrella” initialized a search
for funding for new means (from resources of Ministry of Science, Committee of Higher Education
and international funds: e.g. ISF). This permitted to start in 1993 the creation of the IP-orinted
Moscow Backbone Complex (BDTN) on the base of microwave line and fiber-optic line from the
north-west to the south-west of Moscow with endpoints-in Moscow PTT-station M9 near ISR
(Institute of Space Research) and PTT satellite centre near KIAE. Some nodes of this BDTN got
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their own relatively fast satellite channels to West: MSU-DESY (up to 512 kbps now, financed by
the German Ministry of Science, the access is now opened for other RELARN members), ISR-
ESOC and ISR-NASANET; in 1994 the Sprint Network node of BDTN started operation of the
satellite line Moscow-Washington (funded by ISF) for RELARN members. JINR, according to the
project adopted in 1991, planned to realize the microwave link to one of Moscow computer
communication centres to improve JINR connectivity with Moscow region institutes and means
of common use of new channels; at the same time, JINR planned to organize its own relatively fast
channels to West, possibly accessible for other Member States institutes (see figure 4): the main
idea was to use the Satellite Communication Station (SCS) “Dubna” or to install own antennas.

Fig.4. JINR Communication praject (before 1993)

Just now, according to the mentioned project and its modifications, JINR uses two own IP-
oriented satellite channels: JINR-INFN (as anode in Italy of world-wide HEPnet/Internet) through
SCS“Dubna”, satellite Intelsat VAF10,335.5d. E(AOR) and SCS “Fucino”; also JINR-Potsdam
(node for connection to DFN, Germanyy through antennas specially installed for such a channel.
Realization of JINR-BDTN link on the base of microwave line is in progress.

Theorefore, the JINR existing facilities to access the international networks and organizations
(and, in particular, the databases and information holders) look like it is shown by figure 1. Even
the shown channels provide may be modest, but real possibility to transfer public domain software
from external servers or to be included into World-Wide Web (W3, see [3]) global information
system which has gateway/interfaces to other systems such as Gopher, Wais etc. Asit is mentioned
in CNL (Cern Computer Newsletter) No.211/212, many experimental groups have expressed
interestin using the W3 hypertext system for their information database, e.g. ATLAS, CMS, EAST,
RD13, NA48, ALEPH, L3 put their information on the web; inside the HEP community there is
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on-line access to some databases trough W3 from DESY (ZEUS and HERMES experiments),
IN2P3, KVI, NIKHEF, RAL. As an example, the access to RPP database (of Full Listings from
the Review of Particle Properties, server muse.lbl.gov) to query by paper, particle, mass range,
quantum number, or detectors and to select specific properties or classes of properties like masses
or decay parameters - is of significant interest (see CNL No.211/212, article of Gary Wagman from
Lawrence Berkeley Laboratory). The W3 software elements such as browsers/clients/servers/
gateways software for W3 local switching-on are free accessible and can be taken from servers
. mentioned above. In 1994 JINR also started to use W3 remote and local access (with W3 server
on the base of CONVEX 120 use). '

Also as a detail: existing JINR external channels will be used in nearest future, as we know,
for experimental run of Flock/CONDOR sofware for a distributed pool of SUN - stations
(according to agreement between JINR responsible technical person M. Popov) and NIKHEF.

Certainly, the real progress in external computer communications could be achieved only
when we could realize the ISDN or ATM-like connections (like it is in SHIFT/BETEL project at
CERN), but even 2 Mbps reliable connectivity would be of big hope and pleasure for us for the
nearest future.
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Abstract

Appropriate solution to the well-known cache coherence problem in shared memory
multiprocessors is one of the key issues in improving performance and scalability of these
systems. Hardware methods are highly convenient because of their transparency for
software. They also offer good performance since they deal with the problem fully
dynamically. Great variety of schemes has been proposed; however, not many of them
were implemented in commercial systems. This lecture gives an extensive overview of the
field of hardware cache coherence, and underlines the basic principles of the approaches
and solutions. It also surveys a relatively large number of relevant representatives in a
uniform organizational form.

Outline of the lecture

Introduction to the cache coherence problem (logical sources and approaches to the
solution). Classification issues (criteria and taxonomy). Directory protocols (full-map,
limited, chained directories, storage-efficient schemes). Snoopy protocols (write-
invalidate, write-update schemes, adaptive and lock-based protocols). Coherence in
multilevel hierarchies (private and shared configurations, inclusion property). Coherence in
large-scale  multiprocessors  (bus/cache hierarchies, COMA and CC-NUMA
multiprocessors).

Reference
TomaS8evi¢ M., Milutinovi¢ V., The Cache Coherence Problem in Shared Memory

Multiprocessors: Hardware Solutions, IEEE Computer Society, Los Alamitos, CA,
US.A, 1993,
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Abstract
This lecture comprehensively surveys software solutions for maintenance of cache
coherence in shared memory multiprocessor systems. Representative static (compiler
oriented) and dynamic (operating system oriented) solutions are presented. A classification
based on a set of ten carefully selected criteria, that we considered the most relevant, is
proposed. Different solutions correspond to various points of an abstract multidimensional
criteria space. Such a general approach enables the points corresponding to non-existent,
but potentially useful, solutions to be noticed and selected for exploration. Finally, an
overview of studies dealing with performance evaluation of software solutions is given.

Different evaluation techniques are surveyed and compared, using representative
examples.

Outline of the lecture
Introduction. The problem of cache coherence. Solution avenues. Motivation for a survey
and classification. Static software solutions: C.mmp page marking, Cache on/off control,
Version Verification. Dynamic software solutions: One time identifiers, Restrictive
invalidation). Classification (based on ten criteria). Generalization. Performance evaluation
studies. Conclusions.

Reference
Tartalja 1, Milutinovic V., The Cache Coherence Problem in Shared Memory
Multiprocessors: Software Solutions, TEEE Computer Society, Los Alamitos, CA,
U.S. A, 1995 (in press).
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Abstract

Distributed shared memory (DSM) systems have attracted
considerable research efforts recently, since they combine the
advantages of two different computer classes: shared memory
multiprocessors and distributed systems. The most important
one is the use of shared memory programming paradigm on
physically distributed memories. In the very beginning, the
rationale behind DSM concept is briefly given. One possible
classification taxonomy, which includes two basic criteria
and a number of related characteristic, is proposed. After
that, a set of DSM algorithms that can be implemented on the
hardware or software level, is presented, including their
advantages and disadvantages highly dependent on the
workload characteristics. Finally, some of the promising
research directions for future investigations in the field of
DSM are also discussed.

1. Introduction

A remarkable progress was recently made in the research
and development of systems with multiple processors,
capable of delivering high computing power in order to satisfy
the constantly increasing demands of typical applications.
According to the memory system organization, systems with
multiple processors are usually classified in two large groups:
shared memory and distributed memory systems.

In a shared memory system (often called tightly coupled
multiprocessor), a single global physical memory is equally
accessible to all processors. Very important advantage of
these systems 1s the most general and convenient
programming model that enables simple data sharing. This
well-known programming paradigm ensures a transparent
communication through a uniform mechanism of reading and
writing of shared structures in the common memory. It can
also readily emulate other programming models. The cost of
parallel software development is reduced due to the ease of
programming and good portability (even from uniprocessor
systems). However, shared memory multiprocessors typically
suffer from increased contention in the accessing of shared
resources, resulting in a somewhat lower peak performance
and scalability. In addition, design of the memory system
tends to be complex.

On the contrary, a distributed memory system (oflen
called a multicomputer) consists of multiple independent
processing nodes with local memory modules, connected by
means of some general interconnection network. Scalability
of distributed memory systems is good, since there is no
contention for shared resources, and systems with very high
computing power arc achievable. However, communication
between processes residing on different nodes is achieved

Milo TomaSevié*
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(*)Department of Computer Engineering
Institute Mihajlo Pupin
University of Belgrade
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Yugoslavia

through a message passing model with explicit and costly
send/receive primitives, which makes their programming
much more difficult, since the distribution of data across the
system must be known to the programmer. Therefore, when
compared to shared memory systems, hardware problems are
less complex and software problems are more complex in
distributed memory systems.

A relatively new concept—distributed shared memory
(DSM) tries to combine the advantages of the two
approaches. A DSM system logically implements the shared
memory model on a physically distributed memory system.
The specific mechanism for achieving the shared memory
abstraction can be implemented in hardware and/or software
in a variety of ways. The DSM system hides the remote
communication mechanism from the application writer, so the
ease of programming and the portability typical of shared
memory systems are preserved. Existing applications of
shared memory systems can be easily ported and efficiently
executed on various systems that support the DSM concept.
In addition to that, because of similar architecture, the
scalability and cost-effectiveness of distributed memory
systems are inherited.

The abilities of providing transparent interface and a
convenient programming environment for distributed and
parallel applications have made the DSM model the focus of
numerous continuing research efforts during the recent years,
with significant prospective for the future. The DSM reseaich
area is strongly affected by issues and results generated in a -
number of closely related disciplines of computer engineering
(Figure 1). One of the main objectives of DSM studies was to
develop algorithms that minimize the average access time to
the shared data, while keeping the data consistent, as well as
to implement those algorithms on a wide variety of
topologies. Some solutions were reached by implementing a
specific software layer on the top of message passing system,
and the others extended strategies applied in shared memory
multiprocessors  with  private caches, described in
[TOMAS93], to multilevel memory systems. Some existing
systems and standards treat both problems together, as they
consist of clusters of processors with both distributed shared
memory and local private caches.

The goal of this paper is to give a comprehensive insight
into the increasingly important area of DSM. To this end, it
completely covers general DSM concepts and approaches, and
tries to bring an extensive and up-to-date information on the
DSM field. A taxonomy that defines possible classification
criteria and parameters is proposed, and various outcomes
and design choices are discussed. After that, a set of DSM
algorithms from the open literature is presented and
differences between them are analyzed under various
conditions.
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Figure 1. DSM and related disciplines,

2. DSM Classification

In order to provide a wide and extensive overview in the
field of DSM, possible platforms for classification and a set
of relevant parameters that must be considered in DSM
design are proposed. The selection of properties to be adopted
as classification criteria can be taken conditionally, since
some of the parameters (such as the consistency model) could
also be adopted as the platform for classification. Our choice
of classification criteria is based on the most crucial system
design decisions, both in algorithmic and implementation
point of view. It relies on the possibility to classify all
existing systems into the appropriate non-overlapping subsets
which consist of systems with common general advantages
and drawbacks.

o The first criterion: DSM implementation level

Types:
1. Hardware
2. Software
2.1.  Operating system
2.1.1.  Inside the kernel
2.1.2.  Qutside the kernel
2.2.  Runtime library routines
2.3.  Compiler—inserted primitives
3. Hardware/software combination

The level of DSM implementation is one of the most
important decisions in building a DSM system, since it
affects both the programming and the overall system
performance. While the hardware solutions bring the total
transparency to the programmer, and achieve very low access
latencies, software solutions can better exploit the application
behavior and represent the ideal polygon to experiment with
new concepts and algorithms. As the consequence, it can be
noticed that the number of software DSM systems presented
in the open literature is considerably higher, but that the
systems intending to become commercial products and
standards are mostly hardware-oriented.

Parameters closely related to the
implementation level

While the level of DSM implementation seems to be
crucial in the design of a DSM system, some other important
characteristics of the system are often (but not necessarily)
closely related, or even determined by this criterion. Those
issues of importance include the organization of shared data,
as well as the architectural configuration of the system.

Architectural configuration of the system affects the
system performance, since it ean offer or restrict a good

DSM

potential for parallel processing of requests related to the

DSM management. It also strongly affects the scalability.

Since a system applying a DSM mechanism is usually

organized as a set of clusters connected by an interconnection

network, architectural parameters include:

@) Cluster configuration (single/multiple processors,
with/without, shared/private, single/multiple level caches,
etc.)

b) Interconnection network (bus hierarchy, ring, mesh,
hypercube, specific LAN, etc.)

Cluster configuration is usually very important for the
hardware-oriented proposals that integrate the mechanisms of
cache coherence on the lower level with the DSM
mechanisms on the higher level of the system organization, or
even store all shared data in large caches. Cluster
configuration is mostly transparent for software solutions. It
includes the memory organization and the placement of
directory, as well.

Almost all types of interconnection networks found in
multiprocessors and distributed systems have also been used
in DSM systems. The majority of software-oriented DSM
systems were actually build on the top of Ethemet, although
some of the solutions tend to be architecture independent and
portable to various platforms. On the other hand, topologies
such as bus hierarchy or mesh are typical for hardware
solutions. Anyway, it must be considered that the topology of
the interconnection network can be viewed as independent of
the implementation level of the DSM mechanism, but can be
also very important for the implementation of DSM
algorithm, since it affects the possibility and cost of broadcast
and multicast transactions.

Shared data organization must be also regarded as one
of the essential issues in the DSM design. It represents the
global layout of shared address space, as well as the size and
organization of data itemns in it, and can be distinguished as:
a) Structure of shared data (non structured or structured

into objects, language types, etc.)

b) Granularity of coherence unit (word, cache block, page,
complex data structure, etc.)

The impact of this organization to the overall system
performance is closely related to-the locality of data access
typical for the application. It is determined by the level of
DSM implementation to some extent. Hardware solutions
always deal with non-structured data objects (typically cache
blocks), while many software implementations tend to use
data items that represent logical entities, in order to take
advantage of the locality naturally expressed by the
application. On the other hand, some software solutions,
based on virtual memory mechanisms, organize data in larger
physical blocks (pages), counting on the coarse-grain sharing.

o The second criterion: DSM algorithm

Types:
1. SRSW (Single Reader/Single Writer)
1.1 Without migration
1.2, With migration
2. MRSW (Multiple Reader/Single Writer)
3. MRMW (Multiple Reader/Multiple Writer)

Although some other classifications of DSM algorithms
can be established, this one is based on the possible oxistence
of multiple copies of a data item, also considering access
rights of those copies. .

The complexity of coherence maintenance is strongly
dependent on the introduced classes. In order to explore the
properties of application: behavior, including typical
read/write patterns, while keeping the acceptable complexity
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of the algorithm, many solutions were proposed, among which
MRSW algorithms represent the majority.
o Parameters closely related to the DSM algorithm
a) Responsibility for the DSM management
(centralized, distributed/fixed, distributed/dynamic)

b) Consistency model (strict, sequential, processor,

weak, release, lazy release, entry, etc)

c) Coherence policy (write-invalidate,

type-specific, etc.)

Responsibility for DSM management can be centralized
or distributed, and it determines which site has to handle
actions related to the consistency maintenance in the system.
Centralized management is easier to implement, but suffers
from the lack of fault tolerance, and the central manager
represents a bottleneck. The responsibility of distributed
management can be defined statically or dynamically,
eliminating  bottlenecks and providing scalability.
Distribution of responsibility for DSM management is closely
related to the distribution of directory information, that can be
organized in the form of linked lists or trees.

Memory consistency mode! defines the legal ordering of
memory references issued by some processor and observed by
other processors. Different types of parallel application
inherently require various consistency models. Performance

write-update,

of the system in execuling these applications is largely
influenced by the restrictiveness of the model. Stronger forms
of the consistency model typically increase the memory access
latency and the bandwidth requirements, and simplify the
programming. More relaxed models result in better
performance, at the expense of a higher involvement of the
programmer in synchonizing the accesses to shared data. In
strive to achieve an optimal behavior, systems with multiple
consistency models adaptively applied to appropriate data
types have been recently proposed.

Coherence policy determines whether the existing copies
of the data item being wntten to at one site will be
immediately updated, or just invalidated on the other sites.
The choice of coherence policy is related to the granularity of
shared data. For very fine grain data items, the cost of update
message is approximately the same as the cost of invalidation
message. Therefore, update policy is typical for systems with
word-based coherence maintenance. On the other hand,
invalidation is almost always used in coarse-grain systems.
The efficiency of an invalidatation approach is increased
when the access sequences of read and write to the same data
item by various processors are not highly interleaved.
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Figure 2. Structure and organization of a DSM systeni.

3. General Structure of a DSM System

The structure and organization of a DSM system can be
generally viewed as a set of nodes or clusters, connected by
an interconnection network (Figure 2). A cluster itself can be
a uniprocessor or a multiprocessor system, usually organized
around a common bus. Private caches attached to the
processors are inevitable for reducing the memory latency in
the system. Every cluster in the system contains a physically
local memory module, which partially or entirely represents a
portion of distributed shared memory. Regardless of the
network topology (e.g., bus, ring, mesh, LAN), a specific
interconnection controller within each cluster is needed to
connect it into the system.

The applied DSM mechanism also affects the structure of
the cluster. Almost all DSM protocols are directory-based.
Storage and organization of the directory are among the most
important design decisions, with a large impact on system
scalability. The choice of directory organization is also closely
related to the system topology. No matter which organization
and algorithm are employed, the cluster must provide the
storage for a part of the directory. In this way, system
directory can be distributed across the system in the form of a
flat or hierarchical structure. In hierarchical topologies,
clusters on intermediate levels contain only directories with
the corresponding interface controllers. Relevant information
kept in directories depends on the applied algorithm and the
coherence protocel.
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4. DSM Algorithms

The algorithms for implementing a distnibuted shared
metmnory deal with two basic problems: a) static and dynamic
distribution of shared data across the system in order to
minimize their access latency, and b) preserving a coherent
view of shared data trying to keep the overhead of coherence
management as low as possible. Two most frequently used
strategies are the replication and migration policies. Both
policies try to shorten the access of data bringing them to the
site where they are currently used. Replication is mainly used
to enable simultaneous accesses by different sites to the same
data, predominantly when read sharing prevails. Migration is
preferred when sequential pattern of write sharing is
characteristic, in order to decrease the overhead of coherenge
management. Choice of a suitable DSM algorithm is the vital
issue in achieving high system performance and must be
closely related to the system architecture and characteristics
of memory references in a typical application.

The type of DSM algorithm is strongly dependent on the
responsibility for DSM management. In this part of the
survey, both criteria will be addressed; however, our primary
classification is based on the algorithm type. Classifications
of DSM aigorithms and the evaluation of their performance
have been extensively discussed in [NITZB91], [LIHUD89},
{STUM90), [BLACK89], and [KESSL89]. This presentation
follows a classification of algorithms sitmnilar to the one found
in [STUMS0).

4.1 Single Reader/Single Writer (SRSW) Algorithms

This class of algorithms prohibits the possibility of
replication, while the migration can be, but is not necessarily
applied. The simplest algorithm for DSM management 1s the
central server algorithm [STUM90). The approach is based
on a unique central server that is responsible for servicing all
access requests to shared data, physically located on this
node. This algorithm suffers from performance and fault-
tolerance problems since all actions rely on a single central
server. Such an organization implies no physical distribution
of shared memory. Possible modification is the static
distribution of physical memory and responsibilities for parts
of shared address space onto several different servers. Client
can use some simple mapping functions (c.g., hashing) to
locate the appropniate server for the corresponding piece of
data.

More sophisticated SRSW algorithms additionally allow
for the possibility of migration. Hovewer, only one copy of
data item can exist at any one time and this copy can be
migrated upon demand. In [KESSL89) this kind of algorithm
is referred to as Hof Potato. If an application exhibits high
locality of reference, the cost of data migration is amortized
over multiple accesses, since data is moved not as individual
items, but in fixed size units—blocks. It can perform well in
cases where a longer sequenc? of accesses from one processor
uninterrupted with accesses from other processors is likely to
happen, and write after read to the same data occurs
frequently. Anyway, performance of this rarely used
algorithm is restrictively low in the vast majority of cases,
since it precludes read sharing, most (requently found in
parallel applications.

4.2. Multiple (MRSW)
Algorithms

The main intention of MRSW (or read-replication)
algorithms is to reduce the average cost of read operations,
counting that the read sharing is the prevalent pattem in
parallel applications. To this end, they allow read operations

Reader/Single  Writer

to be simultaneously executed locally at multiple hosts.
Permission to update a replicated copy can be given to only
one host at a time. On the occurrence of write to writable
copy, the cost of this operation is increased, because the use
of other replicated stale copies must be prevented. Therefore,
the MRSW algorithms are usually invalidation-based.
Protocols following this principle are most numerous.

There is a variety of algorithms belonging to this class.
They differ in the way the responsibility for DSM
management is allocated. A couple of them are proposed in
{LIHUD89]. Terminology applied in this paper defines:

o manager: the site responsible for organizing the write

access to a data block, .

& owner: the site that owns the only writable copy of the

data block,

o copy set: a set of all sites that currently own copies of

the data block.
A list of these algonthms includes:
1) Centralized Manager Algorithm

All read and write requests are addressed to the manager,
which is the only site that knows who is the owner of a
particular data block. The manager sends the request for data
to the owner, and waits for confirmation from the requesting
site. In the case of write operation, the manager sends
invalidations to the sites from the copy set.

2) Improved Ceniralized Manager Algorithm

Unlike in the original Centralized Manager Algorithm,
the owner, instead of the manager, keeps the copy set. It is
sent together with the data to the new owner, which is also
responsible for invalidations. In this case, the overall
performance can be improved because of the decentratized
synchronization.

3) Fixed Distributed Manager Algorithm

In this algorithm, instead of the management
centralization, each site is predetermined to manage a subset
of data blocks in advance. The distribution is done according
to some default mapping function. Clients are still allowed to
override it by supporting their own mapping. When a parallel
program exhibits a high rate of requests for data blocks, this
algorithm performs better than the centralized solutions.

4) Broadcast Distributed Manager Algorithm

There is actually no manager in this algonithm. Instead of
that, the requesting processor sends a broadcast message to
find the true owner of the data block. Disadvantage of this
approach is that all processors have to process each broadcast,
slowing down their own computations.
$) Dynamic Distributed Manager Algorithm

In this kind of algorithms, not the identity of the real
owner, but of the probable owner is kept for each particular
data block. All requests are sent to the probable owner which
is also the true owner in most of the cases. However, if it
occurs that the probable owner is not the real one, it forwards
the requcst to the probable owner kept in its own table. Every
read and write request, forward and invalidation messages
change the probable owner field accordingly, in order to
decrease the number of messages to locate the real owner.
This algorithm is often called the Li's algorithm. For its basic
version, where both read and write change the ownership, Li
shows in [LIHUD89] that the performance of the algorithm is
not deteriorated as more processors are added to the system,
but rather degrades logarithmically when more processors
contend for the same data block.

A modification of the dynamic distibuted manager
algorithin, also proposed in [LIHUD89], suggests the
distribution of the copy set, that should be organized as a tree,
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rooted at the owner site. This is the way to distribute the
responsibility for invalidations, as well.

4.3. Multiple Reader/Multiple Writer (MRMW)
Algorithms

MRMW (also called full-replication algorithm) allows
the replication of data blocks with both read and write
permission. In order to preserve coherence, updates of each
copy have to be distributed to all other copies on remote sites,
by multicast or broadcast messages. This algorithm tries to
minimize the cost of write access. Therefore, it is appropriate
for write sharing and is used with write-update protocols.
Inadvertantly applied, this algorithm can produce high
coherence traffic, especially if broadcast notifying is used.

Protocols complying to the MRMW algorithm can be
complex and demanding. One possible way to maintain data
consistency is to globally sequence the write operations.
When a processor attempts to write to the shared memory, the
intended modification is sent to the sequencer. The sequencer
assigns the next sequence number to the modification and
multicasts the modification with this sequence number to all
sites having the copy. When the modification armives at a site,
the sequence number is verified, and if not correct, the
retransmission is requested. A modification of this algorithm
distributes the task of sequencing, so that write operations are
sequenced by the server that manages the master copy of
particular data structure.

4.4. Performance Improvement Avenues

Considerable research effort was dedicated to various
modifications of basic algorithms, in order to improve their
behavior and gain better performance by reducing the amount
of data transfer in the system. Most of those ideas were
evaluated by simulation studies, and some of them were
implemented on existing prototype systems.

An enhancement of the Li's algorithm (named the Shrewd
algorithm) is proposed in [KESSL89]. It eliminates all
unnecessary page transfers with the assistance of the
sequence number per copy of a page. On each write fault at a
node with a previously existing read-only copy, the sequence
number is sent with the request. If this number is the same as
the number kept by the owner, the requester will be allowed
to access the page without its transfer. This solution shows
remarkable benefits when the read-to-write ratio increases.

All solutions presented in [LIHUD89} assume that the
page transfer is performed on each attempt to access the page
which does not reside on the accessing site. A modification
proposed in [BLACK89] employs a competitive algorithm and
allows page replication only when the number of accesses to
the remote page exceeds the replication cost. A similar rule is
applied to migration, although the fact that, in this case, only
one site can have the page, makes the condition to migrate the
page more restrictive and dependent on other site's access
pattern to the same page. The performance of these policies is
guaranteed to stay within the constant factor from the
optimal.

Another restriction to data transfer requests is advocated
in [FLEIS89] in order to reduce trashing. This is an adverse
effect which occurs when an alternating sequence of accesses
to the same page issued by different sites makes its migration
as the predominant activity. The solution to this problem is
found in defining the time window & in which the site is
guaranteed to uninterruptedly possess the page after it
acquired it. The value of 4' can be tuned statically or
dynamically, depending on the degree of processor locality
exhibited by the particular application.

There is a variety of specific algorithms implemented in
existing DSM systems, or simulated extensively using

appropriate workload traces. It seems that various solutions
for the organization of copy set and directory storage, as well
as the management responsibility distribution, make the main
source of possible performance and scalability improvement.
Implementation of critical operations using hardware
accelerators and a combination of invalidate and update
methods also contribute to the better performance of DSM

systems. p

5. Conclusion

The intention of this survey was to provide an extensive
coverage of relevant topics in an increasingly important area -
distributed shared memory computing. A special attempt has
been made to introduce the basic criterion for the
classification of DSM systems and present a set of DSM
algorithms, considering their advantages, disadvantages, and
performance depending on the workload characteristics..

Because of the combined advantages of the shared
memory and distributed systems, DSM solutions appear to be
the most appropriate way toward large-scale high-
performance systems with a reduced cost of parallel software
development. In spite of that, building of successful
commercial systems that follows the DSM paradigm is still in
its infancy, consequently, experimental and research efforts
prevail. Therefore, the DSM field remains a very active
reserach area. Some of the promising research directions can
be: improving the DSM algorithms and mechanisms, and
adapting them to the characteristics of typical applications
and system configurations, synergistic combining of hardware
and software implementations of the DSM concept,
integrating of the shared memory and message passing
programming paradigms, innovative system architecture
(especially memory system), comparative performance
evaluation, etc. From this point of view, further investment in
exploring, developing, and implementing DSM systems
seems to be quite justified and promising.
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Abstract

The block oriented reflective memory (BORM) system
represents a modular bus-based system architecture that
belongs to the class of distributed shared memory systems.
The BORM system is characterized by an update consistency
mechanism for shared data and efficient block transfers over
the bus. A complexity/performance analysis was done to
propose the most appropriate BORM system solution for
implementation. To this end, an extensive simulation analysis
using the functional BORM simulator based on a very
convenient and flexible stochastic workload model was
carried out. The evaluation study was performed for a wide
variety of values of relevant parameters. The most important
results are presented and discussed in this paper. The
specific conclusions about the implementation are drawn.

1. INTRODUCTION

DSM systems with physically distributed, but logically
shared memories have become a very popular class of
computer systems. One subclass of DSM systems — RM
(Reflective Memory) systems — is update consistency
mechanism in the form of one-word distributed writes to
shared regions (quite similar to write-broadcasts cache
coherence protocols [1]). The RM approach has been
successfully implemented in several existing systems [2,3].

The BORM system represents a further advancement in
the evolution of the RM approach with the provision of block
transfers. The BORM concept is based on the BORM bus and
represents an appropriate combination of single transfer
oriented and block transfer oriented approaches. The
BORM-based system is very promising for execution of wide
spectrum of applications - from real-time to transaction
processing.

2. PROBLEM STATEMENT

Before the implementation of the concept in real system
design can take place, the decisions have to be made on many
issues regarding the alternatives on various levels (from the
system architecture to the implementation details). Therefore,
the design and implementation processes should be preceded
by a versatile evaluation study. This analysis is intended to
evaluate various organizations and design alternatives, and to
suggest some improvements. -

The study should provide detailed quantitative
performance indicators that will give a deep insight into

This research was partially supported by FNS/FTRS, Belgrade, Serbia,
Yugoslavia and IFACT, Belgrade, Serbia, Yugoslavia.

Milo Tomagevi¢*

Veljko Milutinovi¢

(*)Department of Computer Engineering

Institute Mihajlo Pupin
Unive of 136 y

P
11000 Belgrade Serbia
Yugoslavm .

behavior of the system under the large diversity of conditions.
To make the analysis more relevant and widely applicable,
the effects of both typical and exireme loading in the system
have to be considered. One of the important goals is to
examine the inherent capabilities in expanding the number of
processors in strive to achieve very powerful systems.

The analysis is expected to provide the conclusion that
can be helpful in the decision making process for the
following design and implementation of the concept. The
performance results of the study should be taken into account
together with the complexity considerations in order to find
out if the cost/complexity differences are justified by the
appropriate performance gain. On the basis of this
information, the most efficient solution from the
cost/performance point of view can be recommended for the
implementation in a real BORM system.

3. BORM SYSTEM

The BORM system configuration is shown in Figure 3.1.
The system consists of a variable (up to nine) number of
nodes connected via the BORM bus. A separate module - bus
arbiter - is responsible for granting the access on the BORM
bus to the requesting nodes. This module incorporates round
robin synchronous arbitration algorithm. It also takes care
that multiple grant requests (MGR) from one node can be
sequentially granted up € a programmable grant limit.

FlgumSl'I‘heBORMsystem

The requirement for system modularity was fulfilled in a
wnythattwoboardsmneededtoxmplementamngleBORM
node:

o the Host Interface Board (HIB),
¢ the BORM bus Interface Board (BIB).

The BIB implements the interface to the BORM bus,
while the HIB provides the interface to the host system bus
and to the local bus, if present. Host processor is connected to
the HIB via local bus or host system bus. The DMA unit is
also attached the HIB via host system bus. When some new
host system has to be connected to the BORM bus, the design

137



s s A 1 A i e

can reuse standard BORM interface (BIB), and only host
interface (HIB) has to be redesigned. In this way, design
process is faster, more efficient, and reliable. Each node is
composed of one BIB and up to four HIBs.

The structure of the HIB is depicted in Figure 3.2. The
central element is the on-board memory (256 or 512 MB).
Parts of the memory can be configured as reflective memory
or private memory. Reflective memory is accessible to all
nodes connected on the BORM bus and consists of transmit
regions and receive regions. Private memory is exclusively
accessed by each particular node.

. HDEBos

Figure 3.2 The HIB board

The HIB is connected to the BIB through the HIB/BIB
bus. To make the communication protocol between two
boards easier, two FIFO buffers (iransmit and receive) are
provided on the HIB board. Mapping of shared regions on-the
transiit side is achieved through the transmit window
translation RAM. If HIB is multiplied on a node, the receive
window translation RAM is provided on each HIB; otherwise,
it is placed on the BIB.

If an address of a memory write access from the host bus
(or the local bus) is within-an open transmit address window
(TX window), the transfer is reflected on the BORM. bus.

Other BORM nodes receive that transfer if it hits into their .

receive regions (RX window).

The BIB implements the control of transfers between the
BORM bus and the BORM node through the bus transceiver
circuitry. Just like on the HIB, the transmit FIFO buffer and
receive FIFO buffer are also available on the BIB.

The BORM bus represents a fast interconnect medium
(75 ns cycle time) for coupling of different nodes in the
system. Two types of transfers arc provided on the BORM
bus:

® 32-bit address and 32-bit dats in one transfer (RM style),

¢ DMA data block consisting of a 32-bit address transfer
plus block length followed with 64-bit data transfers
(MC style).

4. EVALUATION METHODOLOGY

The most trustworthy way to accomplish the intended
evaluation is by means of simulation analysis. Simulation
method is very convenient, since it closely resembles the
behavior of a pursued design and allows considerable
flexibility in changing the valuez of the parameters of
interest.

The simulator with very convenient and flexible
stochastic workload model is crested to achieve the functional
modeling of the BORM system behavior in the time domain.
Whenever needed, appropriate changes into the basic
simulator code were introduced to reflect specific departures
from the original proposal in order to evaluate the effect of
proposed design variations.

4.1. Simulation Environment

The efficiency of a simulation study depends heavily on
the simulation environment. Because of its significant
advantages, it was decided to employ the DARPA-standard
N.2 package [4]. The N.2 system represents a set of
integrated tools intended for development and simulation

Ses.

Behavior of simulated model is described in the ISP
hardware description language. Structure of the system and
the communication between its modules is specified through
the N.2 topology language. Such an integrated description of
the targeted system is used as an input into N.2 Simulator, a
very powerful tool that enables the performing of intended
simulation experiments.

4.2. Workload Mode!

The choice of the workload model is recognized as
of the most critical issues in any simulation methodology,
becanse of the fact that the performance of tlie BORM system
is greatly influenced by the type and frequency of memory
references. It is assumed that the references to the on-board
memory consist of two streams:

o references from the host processor (basic model),
® DMA initiated block transfers (DMA model).

Formodelmgofﬂleﬁrstsu'eam,wehaveadopwdthe
proven synthetic workload model used in [5], because it very
appropriate and convenient for generating memory references
to the BORM system. Having in mind the specific needs, that
model is revised and adapted, which resulted in our basic
mode]. According to this ‘model, a processor executes
instructions for a random number of cycles, before & memory
access takes place.

Besides the memory references generated according to
the basic model, the burst-type DMA transfers of data blocks
on the host bus to/from the on-board memory are also
modeled. DMA transfers are simulated using a probabilistic

approach.

4.3. Parameters and performsance indicators

The simulator is made flexible to allow easy changing of
simulation parameters. For all eters, typical, default
values are carefully determined. prarameterhastobe
changed, the low aud high limits for the range of variation are
also specified. The list of workioad with their
values is presented in Table 4.1. The list of system-oriented
and technology oriented parameters is provided in Table 4.2. .

Parameter Min | Typ. | Max
Max number of processor cycles between two ]
Probability of referencing the RM memory 0.3

Probability of referencing an open tramsmit]| 0.2 | 0.8 | 1.0
window ‘
| Write probablity 02 | 04 | 06
Probability thet write from.the BORM bus will] 0.1 | 0.5 | 1.0
hit in an open receive window
Number of ghared blocks 236
Cache nviss ratio for private dats 0.05

Block sizs {in words} o o4 2048

Max tims betwean two DMA transfars [mal 0.5 1
Table 4.1 'Ihehstofworkloadpammeters
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Parameter ‘Min | Typ. | Max
CPU clock cycle [ns] 15 30
HIB/BIB bus clock cycle [ns) 18/37{37/75
BORM bus clock cycle |ns) . 37 75

ge mode memory access tine [m] 60 | 110

ast page mode memory accoss time [ns 25 | 43
Sme of each FIFO buffer [Kwords] 4 8
Number of processors 4 32
Cache block size [B] 16
Length of word {B] 4
Max. number of sequentially granted MGRs 0o | 10 ] 100
Table 4.2 The hst of system—onented and lechnology oriented
parameters

Our basic performance metric is processor utilization
since this measure directly expresses the amount of work that
can be done in specific period of time. Other important
statistics include: BORM bus busy time, waiting time on the
BORM bus grant, numbers of overflows in the receive and
transmit buffers, contention for the on-board memory
expressed in waiting times and suspension counts, number of
cache hits for shared references, etc.

5. RESULTS OF THE ANALYSIS

This chapter brings the results of the simulation analysis
of the BORM implementation strategies and design
decisions. Abundance of simulation experiments was carried
out for wide varieties of conditions and parameters, and large
amount of results is available. However, only the most
relevant ones are presented and discussed in this chapter.

5.1. The HIB board impiementation strategies

Three different implementation strategies of the HIB
board are considered and evaluated here. They differ
primarily in the way on-board memory is accessed. The main
characteristics of three approaches are:

a) the RM memory in the B1 variant is dual-ported from
the host bus and the receive buffer side. Block transfers on
both ports are uninterruptable.

b) dual-ported RM memory design is also assumed in
the B2 variant. However, the priority in accessing the RM
memory is observed constantly, since current block transfer
on one poit can be suspended if another port gains priority,
and resumed later when priority is returned to this port.

¢) on-board memory can be accessed from three ports:
the receive buffer, the host bus, and the local bus in approach
L. The highest priority is usually assigned to the local bus
port (used for RM type transfers). Between other two ports,
g;:lreceive buffer takes priority only if it is more than a half

Processor utilization measure, presented in Figure 5.1
for increasing number of proccssors, gives the most indicative
performance metrics. The worst performance is that of the Bl
variant, while the best one is shown in the case of the L
variant. ‘

The B1 variant also shows the worst scalability (system
with 16 processors is saturated as opposed to other two
variants). Possibility of a deadlock situation is also inherent
to this variant for a heavier load. This can happen when the
transmit buffer of some node is full when access to on-board
memory is granted to the host bus, and the receive buffer of
the same node becomes almost full (raising a global busy
condition on the BORM bus) before transmit buffer gets the
chance to send some of its contents to the bus.

0B1
@B2
atL
4 s 172 18
Np
Figure 5.1 CPU utilization for different implementation
strategies

Up - processor utilization
Np - number of processors

Utilization of the BORM bus (given in Figure 5.2) is
again the highest for the L variant, somewhat lower for the
B2 variant, and the lowest for the Bl variant, which is
consistent with the pervious measure. This is because the
variant with local bus port, being the most efficient in
accessing the RM memory, generates the largest amount of
the RM memory references, and consequently the heaviest
BORM bus traffic. It is also clearly visible that for the default
parameters of our workload model the system becomes
almost fully saturated for 16 processors (the BORM bus
bandwidth is completely utilized).

DB1
@B2
‘ BL
4 s 12 :
Np
Figure 5.2 Bus utilization for different implementation
strategies

Urm - utilization of the BORM bus
Np - number of processors
Since the variant with the local bus port appears to have
the best performance, this will be considered and presented
in subsequent simulation experiments (if not specified
differently).

5.2. Evaluation of the HPI/BIB bus proposals

The purpose of this experiment is comparison of two
proposals for the HIB/BIB bus implementation:

a) Proposal UD uses two 32-bit unidirectional links
(plus control) as the HIB/BIB bus. The proposed cycle time
for the links is 37.5 ns giving & 106.7 MB/sec per link or
213.3 MB/sec full dupiex, raw throughput.

b) Proposal BD uses a' 64-bit. bi-directional bus (plus
control) as the HIB/BIB bus. The proposed cycle time for the
bus is 75 ns giving 106.7 Mb/sec raw throughput.

Our basic indicator - processor utilization presented in
Figure 5.3 shows that the proposals are very close in
performance for lower number of processors, and that the
differences between them become visible when system size
(expressed in processor count) increases. For 12 and
especially 16 processors the performance of BD proposal is
mostly affected, being significantly lower than the
performance of UD proposal (about 8% and 14% for 12 and
16 processor respectively).
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Figure 8.3 CPU utilization for two HIB/BIB bus
implementation strategies

Up - processor utilization
Np - number of processors

Other performance indicators complement the picture
about the relations in performance of the compared proposals.
Bus utilization measures show the similar behavior. For
higher number of processors, more traffic on the BORM bus
is generated for UD proposal than in the case of BD. This
kind of behavior can be explained by the fact that overflows
of the BIB receive buffer occur in BD proposal only (for 12
and 16 processors). Consequently, global busy condition on
the BORM bus is raised for a significant portion of time
reducing the bus utilization.

The performance degradation for BD proposal is a
consequence of the less efficient HIB/BIB bus
implementation. Bidirectional HIB/BIB bus applied in BD
proposal does not allow simultaneous transfers between the
HIB and BIB boards, as opposed to unidirectional links in
UD proposal where transfers in both directions can take place
at the same time. For a heavier load through the BIB board,
the HIB/BIB bus in the BD becomes bottleneck in competing
between the HIB transmit buffer and the BIB receive buffer
to send data up and down the link. Previously mentioned BIB
receive buffer overflows in the BD are apparently caused by
described inefficiency of the HIB/BIB bus transfers.

5.3. Receive windows on the BIB board

In system with one-to-one HIB/BIB correspondence the
receive translation RAM is on the BIB. Hence, only writes to
open windows are actually routed from the BORM bus
through the HIB/BIB bus to the HIB board. However, if node
has more HIBs, the receive window RAMS are placed on the
HIBs since different mappings of shared regions can really
exist for each of them, and all the traffic from the BORM bus
is forwarded to all HIBs. In this way, some unnecessary
traffic can be sent over the HIB/BIB bus (and later rejected
on the HIB).

If the receive mapping information is available on the
BIB, then transfer of those writes. that hit into closed regions
of all HIBs connected to this BIB can be avoided. To
implement this feature, a modification of node with few HIBs
is assumed that accommodates a compounded receive
transmit RAM on the BIB. It denotes 8 window as closed only
if it is closed for all descendant HIBs. At the same time,
individual receive window RAMs exist on each HIB board
itself, too.

Our goal is fo evaluate the positive effects of this
modified variant (denoted with suffix M) on overall system
performance. Figure 5.4 brings the processor utilization
measures of normal and modified variant of the BD proposal.
The figure demonstrates that the compared variants perform
almost equally for lower number of processors (4 and 8),
while the performance improvement for the BDM variant is
significant for more processors (12 and 16). Such a result is
expected since the elimination of useless traffic on the

bidirectional HIB/BIB bus relieves the contention of the HIB
and the BIB in exchanging the useful data.

0.8
0.7
0.6
0.8
Up 0.4 @asp
0.3 EBDM
0.2
0.1
ol i
s 12 16
Np

Figure 8.4 CPU utilization in the BDM variant
Up - processor utilization
Np - number of processors
The analysis of the same kind is conducted for UD
proposal, however, the effects of having the receive window
RAM on the BIB are shown to be negligible, This is not a
surprising fact since the implementation of the HIB/BIB bus
is already shown to be efficient, and even somhe unnecessary
traffic can not hurt the performance noticeably. Modified
variant of bidirectional HIB/BIB bus is as efficient as the UD
proposal of the HIB/BIB bus.

5.4. Different system topologies

As it was specified earlier, the BIB is multi-ported from
the HIB in order to reduce the bulk of cabling and hardware
interface to the BORM bus. This connection can be 1-, 2- or
4-way multi-ported, i.e., one, {wo or four HIBs can be
connected to the BORM bus via one BIB. Cost considerations
of increasing the degree of multi-porting are evident.
However, an interesting question is how the performance of
the system with a same number of processors depends on the
system topology.

It is demonstrated that the processor utilization of the
UD proposal is not dependent on the degree of the HIB/BIB
multi-porting. The similar conclusions hold for the BD
proposal for smaller system sizes (up to 8 processors). As the
system size grows, for the same processor count BD proposal
with two HIB boards per one BIB is clearly more efficient
than BD with four HIBs per BIB (for more than 10%).

Other performance indicators consistently express just
the same kind of behavior that leads to the conclusion that the
UD proposal is insensitive to the HIB/BIB multi-porting
degree, while that is not the case with BD proposal.

The explanation can be found again in the different
characteristics of the HIB/BIB bus in two proposals. When
more HIBs are connected on the same HIB/BIB bus, the
throughput requirements become more severe. This is
especially emphasized in systems with larger number of
processor where the shared data traffic is heavier. The
HIB/BIB bus in UD proposal is capable to satisfy the
increased demands without any performance degradation. On
the contrary, the HIB/BIB bus in BD proposal impedes the
increased traffic flow between the BIB and the HIBs.

5.5. Multiple grant request

Earlier RM systems employ the round robin bus
arbitration policy in granting the RM bus requests. This
faimess arbitration scheme gives the equal priority to all
nodes regardless of the amount of traffic they generate on the
bus. This arbitration strategy is very convemient when the
loading of nodes is balanced and constant over periods of
time. However, typical BORM bus traffic in transaction
processing applications can not be regarded as steady type of
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transfer. Consequently, an arbitration policy that assigns a
higher priority in issuing grants to the nodes with more
intensive transmit rates appears to be more effective.

Therefore, we evaluated the effects of the multiple
request/grant strategy where multiple bus requests from the
same node can be gramted one after another without
interruption from other nodes. This happens typically in the
case of urgency when burst of transfers is generated from a
specific node and transmit side of the node can be saturated
resulting in slowing the processor down.

In the following experiments system with 12 processors
(six 2-processor nodes) is considered. Transmit rate of certain
nodes in the system is raised for both single and block
transfers to simulate a heavier loading of these nodes. After
that, performance indicators are compared for nodes with
lighter (LL) and heavier (HL) loading in systems with and
without multiple request/grant capability. This was done for
different maximum number that can be issued to the same
node in uninterrupted sequence which will be referred to as
grant limit.

Figure 5.5 compares the processor utilizations for two
types of nodes in systems with increasing values of grant
limit (first pair of bars on the diagram denotes the system
without multiple request/grant capability). The consequences
of applying this priority arbitration strategy on the
performance of heavier loaded nodes are evident. At the same
time, utilization of "normal" nodes is not affected since their
utilization stays mainly about the same.

@HL
BLL

Nmax
Figure 8.5 CPU utilization with multiple grant request
Up - processor utilization
Nmax - grant limit

5.6. Recelve and transmit FIFO bufTers

When two participants have to communicate by means of
sending and receiving some data, problems inevitably arise if
they have different speeds and are asynchronous to each
other. In addition, they can be momentarily unavailable to
perform the transfer. This is just the case in the BORM
system when the data written to the RM memory has also to
be sent over the bus, and also when memory has to be
updated with the received data. The problem is also
aggravated with the existence of the HIB/BIB connection bus. -

As usually, buffer registers on both HIB and BIB boards
are employed to alleviate the above mentioned problem. They
are intended to balance sending and receiving process and to
reduce the waiting on either side that can happen. The larger
the buffers are, the shorter waiting is expected. In this
section, we tried to quantitatively evaluate the benefits of
twice as large transmit and receive buffers, for each of them
in particular.
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Doubling the buffer size generally introduces only small
improvement in the system for the conditions of our
experiment. The difference can be noticed only for larger
number of processors where the traffic over the BORM bus is
very intensive. The largest gain appears to be in the case of
increased transmit buffer size on the HIB board. It is shown
that processor utilization was increased between 2% and 3%
only.

Overall improvement in other three cases (larger FIFO
buffers on the BIB and receive buffer on the HIB) is usually
less than 1% and can be neglected. Therefore, all the results
lead to a conclusion that larger buffers can not contribute
much in the conditions of permanent overload. In a saturated
system, the effect is only delayed overflow of buffers. On the
other side, the benefits of increasing the buffer size can be
expected in the cases of transient system overloads.

6. CONCLUSION

This evaluation study tried to give the detailed
quantitative and qualitative insight into the performance
issues of proposed BORM design and implementation
variants, in a wide variety of conditions. The extensive
comparison was performed in regard to the different values of
input parameters. A large amount of results which can be
very helpful in decision making about the
implementation of an BORM system is available. Some of the
most important conclusions of our simulation analysis are
summarized here:

e variant with three ported on-board memory (from the

host bus, the receive buffer, and the local bus) appears to

have the best performance,

increased degree of the HIB/BIB multi-porting has no

impact on the performance of the UD proposal, while

the performance of the BD proposal is adversely affected

for higher number of processors,

the effects of having the receive translation RAM on the

BIB are shown to be significant for BD proposal, and
- negligible for UD proposal,

multiple request/grant feature can be useful evea for a

very low grant limit,

larger buffers can not contribute much in the conditions

of permanent overload, while the benefits can be

expected in the case of transient system overload.
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Abstract

In order to handle large routing tables very
Jast, routers in ATM networks need hardware support
Jor routing. The solution with associative memories is
inappropriate, because of its area and power
requirements. This paper analyzes and compares two
solutions that use standard RAM, and do table search
and update operations within a specified time limit
(which implies no cell loss due to router table lookup).
The paper contains both the performance and the
complexity analyses. In the case that the router chip is
slower than required, partitioning into several chips
working in parallel can be used, and the number of
chips can be determined knowing the required speed
of the router chip table lookup.

1. INTRODUCTION

With the rapid progress of information
technologies, new services, such as HDTV, video
conferencing, high speed data transfer, videophony,
and video on demand are appearing continuously.
These services make specific and mutually different
requirements for the networks that are to be used for
their transport. This large range of requirements
introduces the need for one universal network which is
flexible enough to provide ail of these services in the
same way. New communications networks must be
efficient for both computer data transfer and transfer
of analog data, like sound, voice, still picture, and full-
motion video. The currently used networks are
designed for only one type of service and are often not
applicable for the transport of another type of service.
A second drawback is an inefficiency in the using of
the internally available resources of the network. It is
expected that ATM (Asynchronous Transfer Mode)
will meet all requirements for present and future kinds
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of services, and so it will replace all today’s network
standards.

ATM uses packet switching with packets
(called cells in ATM terminology) that have a fixed
length of 53 bytes (5 bytes for header and 48 bytes for
data). Basic characteristics of the environment are: (a)
a large number of simultaneously active connections
(up to the order of 10000), and (b) high transmission
rates (from 150 Mb/s to several Gb/s). Therefore, the
efficient support for switching and routing has a great
importance. In order to satisfy the requirement for
search of large directories within one ATM cell time,
an ATM router must use routing tables implemented
in hardware [Killat89].

In the traditional solution to the problem,
associative memories (or CAMs, for Content
Addressable Memory) are used, and they are optimal
for small directories. However, that approach is not

applicable here, because of the size of the directories

involved, so we decided to realize an ATM router chip
using a standard off-the-shelf RAM and a fast
specialized search hardware. Because of its functional
similarity with asscciative memories, we call a router
of this kind pseudo-associative.

Advantages of the approach withi the standard
RAM are: (a) fast development cycle based on the
standard cell VLSI design, and (b) large and scalable
routing table. These advantages imply the lowest cost
and the shortest time to market, for the currently
available technology.

In the following text, we use the word “item”
to denote a data object that consists of a key and the
information part. The key is used for searching, and
the information part is the result of a (successful)
search. In the case of the ATM router design, key is an
ATM address, and the information part is the
corresponding number used for routing.



2. PROBLEM STATEMENT

In the ATM environment, connection is
established only when it is needed. Such connections
are called virtual connections. Table update in network
nodes is done only at connection establishing and
termination. During the data transport time, the only
operation needed is table search. Therefore, update
frequency is much lower than search frequency.
However, due to the large number of connections in
realistic systems, even the update operation should not
be time-consuming. The main goal of this research
was to find the optimal organization of the routing
table and the related mechanisms, and the architecture
of the accelerator chip that makes use of standard
RAM. The solutions using content-addressable
memory (CAM) are unsatisfactory, because of their
cost and small memory capacity. Also, non-
deterministic approaches were not considered (in these
methods, the search can sometimes exceed the time
limit, which may lead to cell loss, which is not in
conflict with the basic premises of the ATM standard).

The search and update time must be less than
a specified upper bound. If for some values of the
address space size the search and update times become
larger than this bound, then a system with several
chips working in parallel must be used. We call this
partitioning, and the number of chips is called the
degree of partitioning. The results of the analysis
presented in this paper can be used for system design
and dimensioning, if the following parameters are
given: (a) cell transfer rate, (b) maximum number of
table entries, and (c) speed of the used technology.

3. POSSIBLE SOLUTIONS

Implementation of a routing table
essentially a practical realization of address translation
in a given address space. When the address space is
small, the simplest and the fastest solution is direct
address mapping; however, in the case of ATM, where
the address is 24 or 28 bits wide, the routing tables
could not be realized using this method. In general,
possible realizations of hardwarized routing tables for
the ATM environment are as follows (only the last two
are of relevance for this research): ’

o Associative memory, Content Addressable
Memory (CAM)

o Trie-based architectures (TRIE)

o Hash-Based Pseudo-Associative Architecture
(HBPA)

e Standard memory with on-chip ALU for
searching (RAM-+ALU)

o Insertion Sort Binary Search pseudo-
associative memory (ISBS)

Associative memory approach is ideal for
small routing tables, or for a cache in larger
directories. However, excessive area and power
consumptions make it inappropriate for larger routing
tables in the ATM environment [Jovanov94]. Also, at
the current state of technology, associative memories

is
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are much more expensive per byte than the RAM
memories.

The trie-based architectures use a data
stracture called triec. They perform the search
operation within a predictable time. Their main
disadvantages are additional memory space for
keeping the trie structure, time overhead for trie
update, and large complexity of the contro] hardware.

The hash-based architectures use hash
functions that map a given key to address of a location
in RAM. If the hash function is carefully chosen, this
solution can have very good performances, while due
to its simplicity it requires a little chip area for the
control logic. Its drawback is the unpredictable search
and update times. These times can exceed the time
limit. To avoid cell loss; a buffer for ATM cells must
be used. The probability of cell loss depends on the
length of this buffer and on the quality of the hashing
function. To make the probability of a cell loss low, a
careful analysis for different hash functions must be
done. ’

The advantage of the fourth approach is small
complexity and the use of off-the-shelf components.
The smallest complexity is achieved if the list is
unorganized, and faster search is realized using
parallel search on multiple units. The disadvantage of
sequential search of unordered lists is that it requires a
large degree of partitioning, to satisfy tough ATM
requirements. [Jovanov94].

Pseudo associative memory could be realized
by maintaining an ordered list of table entries, using
insertion sort. It makes possible a binary search, and
therefore a high speed predictable search time.
Compared with the TRIE approach, the ISBS does not
require additional memory space for the search
structure, and features a comparable search time.
Unfortunately, table write/update may, in some cases,
take an excessively long time.

As we have already pointed out, this work is
only concerned with the last two solutions. We analyze
the performance and complexity of both solutions. The
final goal is to provide tables and graphs that help the
designer of an ATM router determine the necessary
degree of partitioning, if he chooses one of these two
solutions.

4. DESCRIPTION OF THE ANALYZED
SOLUTIONS

The proposed solutions that are analyzed in
this paper are RAM+ALU and ISBS. They are based
on the search techniques known as “sequential search”
and “binary search” (their detailed description can be
found in [Knuth73]). We call these solutions
“deterministic,” as opposed to “stochastic” solutions
like the hash-based architecture HBPA described in
the previous section.

4.1. RAM+ALU
The list of existing table items occupies the

first m RAM locations. A new item is always written at
the first free location. Because the list is kept



unordered, search is sequential. An item is deleted by
first finding that item, and then moving the item from
the last occupied location to the location of the deleted
item.

4.2. ISBS

The ordered solution uscs the fact that binary
scarch is much faster than linear search. Therefore, an
ordered list is maintained by inserting new items at the
appropriate places.

An item is deleted by finding it using binary
search and then moving all items after it (the items
with greater key values) one place down.

4.3. Partitioning

If the speed of one routing chip is not high
enough for the aimed application, a system with
several copies of the same chip working in parallel
(with one controller chip) is used. This system is
shown in Figure 1. ‘

Figure 1: Top level structure of the router system
Definitions: C - Controller, IB - Internal bus, EB -
External Bus; R - Router chip.

Description: In this organization all router chips are
connected with the controller through a common bus.
Explanation: The whole communication between the
system and the outside world is performed by the
controller.

Implication: The number of router chips in the system
must have no impact on the design of the router chips
themselves.

Table writes are done cyclically to keep
uniform loading factors for all the chips. For the
search operation, the chips work in parallel. The
operation is finished when either one chip finds the
item or all chips report that they have not found the
item.

S. THE ADOPTED CONDITIONS AND
ASSUMPTIONS

First, we have to define the terms condition
and assumption. A condition is a specification of the
real environment. An assumption is a simplification
that makes the analysis easier, and does not affect the

144

generality or the representativeness of the results.

Basic conditions of our research are:

e Standard RAM table realization.

e All the RAM that is used for the table is on the
same chip as the control logic.

e The memory is organized in 64-bit words: 32-bit
key and 32-bit data. The whole table entry is
accessed in one memory cycle.

s RAMisize is 4K words.

e Search, write, and delete operations have to be
completed within the specified time.

o Designed for standard cell VLSI implemeniation.

s Scalable and technologically independent
architecture.

o Distribution of key values is equal to the ATM
address distribution. .

In order to increase the price/performance ratio, we
adopted the following assumptions:

o If search, write, and delete operations can not be
completed within the specified time, partitioning
should be applied.

o Instead of the ATM distribution, the uniform
distribution can be used without a negative impact
on the simulation results. -

o Increasing the degree of partitioning produces a
linear speedup.

6. ANALYTICAL ANALYSIS AND
COMPARISON

All times are expressed as the numbers of
memory operations (reads and writes). We did not give
exact numbers of memory cycles, but only the
asymptotic formulae. A detailed analysis can be found
in [Knuth73].

The operations of interest are insert, search,
and delete. The times for thesc operations are
expressed as functions of the number of table items M
(in this case, a table item consists of an ATM address
and the corresponding number) and the degree of
partitioning d. We are using the following notation:
T max> Tsmax> and Ty 0y are the maximum values
for insert, search, and delete time, respectively, and
T, T,, and T are average values.

RAM+ALU:

Ko |

-é.‘!

Delete:



e i 1 i 4

Insert:

Search:
_ M
T;max ad ]:v ~ 21032 7

Delete:

M M M
T max ~ 2—d—+ 2|og27~ 27
a M

o~ ——

4 4

7. SIMULATIONAL ANALYSIS AND
COMPARISON

The simulational analysis was done separately
for the RAM+ALU and the ISBS architecture. A
system with the degrec of partitioning d was
simulated, and the non-parallel version was viewed as
the special case with d = 1. The following times were
measured:

average insert time

maximum insert time

unsuccessful search time

(average and maximum are equal)

average successful search time

maximum successful search time

average delete time

maximum delete time

The graphs are given on Figures 2 and 3.
Only maximum insert and maximum search times are
showed, because they give enough information to
evaluate the analyzed architectures.

It can be seen from the figures that the
critical operations for the ISBS architecture are table
updates (insert and delete), and for the RAM+ALU
search operation. To get the necessary degree of
partitioning, we must know M (the maximum number
of ATM addresses that will be active at any moment).
For that value we run the simulations and get the
tables for the numbers of memory cycles for all the
relevant operations. The time for one memory cycle
depends on the used technology, and the maximum
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allowed time for an operation depends on the required
bit rate of the ATM router. With these data the degrec
of partitioning can be easily obtained.

10000

1

M

Figure 2: Maximum insert and search times for the
ISBS architecture and the degree of partitioning equal
tol.

Definitions: ISIM - The insert maximum for the ISBS
architecture; ISSSM - Successful search maximum for
the ISBS architecture; RAIM - Insert maximum for
the RAM+ALU architecture; RASSM - Successful
search maximum for the RAM+ALU architecture;
M - The current number of existing items
Description: The time-critical operations are: insert
for the ISBS architecture and search for the
RAM+ALU architecture.

Explanation: For larger values of M, these operations
are by at least three orders of magnitude slower than
other operations.

Implication: Only the time-critical operations are
relevant for determination of the necessary degree of
partitioning.

8. IMPLEMENTATIONAL ANALYSIS AND
COMPARISON

The architectures were implemented in the
standard cell methodology using the 2um CMOS
technology in the sofiware package OrCad.

Complexity of the control
RAM+ALU is equal to 12855.

Complexity of the control logic for ISBS is
equal to 16025.

Complexity of the static RAM (for both
solutions) is equal to 4Kwordsx66bitsx6transistors =
1622016 transistors )

This analysis shows that control logic for both
architectures represents a relatively small part of the
complexity of the on-chip RAM.

logic for



Figure 3: Maximum insert and successful search
times for the ISBS architecture, M = 4000, and
different degrees of partitioning

Definitions: ISIM - Insert maximum for the ISBS
architecture; ISSSM - Successful search maximum for
the ISBS . architecture; RAIM - Insert maximum for
the RAM+ALU architecture; RASSM - Successful
search maximum for the RAM+ALU architecture;
d - The degree of partitioning

Description: In this simulation analysis it was
assumed that increasing the degrec of partitioning
produces a linear speedup.

KExplanation: This assumption is reasonable, because
the communication on the internal bus does not
increase when the degree of partitioning increases.
Implication: The router chip has the maximum speed
when there is only one item in the memory. This speed
can theoretically be attained for any number of items
by increasing the degree of partitioning.

9. CONCLUSION

It is very important to provide fast and cheap
hardware implementation of large routing tables for
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the future ATM network nodes. In our research, we
analyzed and compared two solutions that use standard
on-chip RAM. We categorized these solutions as
“deterministic” as opposed to “stochastic” (hash-based
solutions).

To improve performance, a system that makes
use of many routing table chips working in parallel
could be used. We call this method “partitioning”, and
in this research we analyze the ways to determine the
necessary degree of partitioning, in order to achieve
the required performance for a specified application.

In the further investigation, we intend to find
improvements to the algorithms used. The main
direction of the research is looking for faster
algorithms, while keeping the complexity of the
control logic simple.
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ABSTRACT

This paper analyzes the time domain aspects of the
mapping of interconnection networks for parallel
processing on one form of uniform massively parallel
architecture of the cellular type. So, together with the
accompanying paper, which analyzes the area domain,
this paper covers some of the main time domain problems
in the implementation of interconnection networks on the
advanced seca-of-gates VLSI. Formulae are derived that
sho the time necessary for eight different interconnecion
networks to perform their function. These eight
interconnection networks belong to all major
interconnection networks classes. The formulac show
that, when the technology changes, the mapping rules
also change. The main reason for that is because the
complexity for this form of uniform massively parallel®
architecture is expressed through the number of two-
dimensinal VLSI cells, while the complexity of the
classical massively parallel systems is expressed throught
the number of interconnection wires betwen elements.

1. INTRODUCTION

The main problems in implementing the interconnection
networks on the massively parallel systems are how to get
the most efficient communication between processors,
between processors and memory, and how to utilize the
processors in order to obtain the best results.

The above problems are present mostly because the
interconnection networks and algorithms are not adjusted
to each other.

2. THE PROPOSED SOLUTION

The HONEYCOMB archutecture [Milutinovic87] deals
with only one type of architectural element: an element
that can be internally reconfigured to serve as either a

processing element, or a memory cell, or an element of a
data communication bus (Fig. 2.1.). A cells function is
determined at compilation time (that is, whether it will
serve as a CPU (PE), as a memory cell, or as a bus
segment) and is established during the preprocessing
time, when the system is adjusted to the application (e.g.,
a semantic network of a desired topology).

This type of architecture is a class of massively parallel
system of the cellular type. The difference between this
type of architecture and the LATTICE architecure
[Snyder82] and [Snyder84} is in the fact that LATTICE
architecture deals with two types of architectural
clements: for processor/memory activities, and for data
communications.

3. MAPPING METHODOLOGY USED

We used one type of "heuristic® mapping methodology
[Fortes88), partly modified. General form of this
transformation is modified Leiserson, Rose and Sax'es
method [Fortes88] of transformation.

The two approaches are given in Fig.3.1. and Fig.3.2. For
details, see [Milutinovic92].

4. CONDITIONS OF THE TIME ANALYSIS
TO FOLLOW

In this paper we show the time analysis for the mapping
of eight different interconnection networks [Siegel83),
[Siegel88] and [Siegel89]. Interconnection network in our
analysis is of the quadriatic shape with the minimal area
for the complexity of the network;, with some idle cells,
which can be used for fault-tollerant processing. In one
time unit, & cell can have only one function, either of a
PE, a memory cell, or a communication bus.

Also, there are no theoretical constraints about the data
that the memory cell can transfer or memorize.
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Fig.3.2. Mapping based on the Y-transformation: Specific form used in this

research (improvement)

¢ A: Starting from a classical interconnection network

* B: Generation of s coarse grain schematic

* C: Generation of a fine grain schematic

* D: Determination of the appropriate “sea-of-gates” structure
* E: Determination of PE functions

* F: Determination of 1/0 functions

¢ G: Determination of memory functions

Generally, one cell can be used for more than one activity
in one time unit, under the condition that there is no
conflict inside the cell. Here, this means that it is allowed
to write a datum into the cell and read the datum from the
same cell, during one time unit. It is not allowed to
transfer two different data items through one cell during
one time unit. If it is necessary, one datum will wait in
the neighbouring cell, until the next time unit. For a more
formal explanation, see [Milutinovic 92].

Generally, there is no time limit for different processes.
Here, we assume that during one time unit, we can do the
following:

* Transfer the data from one of the inputs (i) to one of
the outputs (j) of one cell (1,j=0,1,2,3);

* Write the datum into the cell, i.e. transfer the datum
from the input of the cell to the memory location
inside the cell.

* Read the datum from the cell, i.e. transfer the datum
from the memory location inside the cell, to the output
of the cell.

We assume that in one cell, input and output connections
are at the middle of each side of the quadratic cell. It is
not allowed to transfer data trough the corners of the
cells. Generally, possible combinations in the
interconnection network are:

* Input: processors; output: memory modules;

* Input: processors; output: processors (different ones);

* Input: processors; output: processors (the same ones,
but shown twice, so that it is easier to see the transfer
of the data in the network).

In this paper, we analyze only the case when, in the input
we have N processors, and in the output we have different
N processors.

5. TIME ANALYSIS

Time analysis of the mapping consists of the following
elements:

(a) Finding the formulae for the maximum number of
time units necessary for communicating between two
PIocessors;

(b) Finding the formulae for the minimum number of
time units necessary for communicating between two
Processors;

(c) Finding the ratio between the number of time units
necessary for communicating between two processors and
the distance between the processors;

(d) Average number of time units nccessary for
transfering the data between two processors;

(e) Conclusion.

5.1 Max number of time units needed for
communication between two processors

Finding the formulac Tmax(Npe) is done for the same
eight interconnection networks as in the case of area

analysis. See [Milutinovic92].
Single Stage Cube

We assume that we have to transfer the data between PEi
and PEj, whose binary addresses are Pm-1..PO and
Qm-1...Q0. So, we have to do as many cube functions as
there are different binary numbers in their binary
addresses. We get the max time when all binary numbers
in binary addresses of PEi and PEj are different.
Formulae are given in Fig.5.1.
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Single Stage PM2!

We assume that we have to transfer the data from PEi to
PEj, whose binary addresses are Pm-1..P0 and Qm-
1...Q0, respectively. So, we have to do as many PM2I
functions as there are different binary pumbers in their
binary addresses. Max time is when all binary numbers
are different. Formulae are given in Fig.5.1.

Others

The formulac for Tmax(Npe) for Generalized Cube,
Augmented Data Manipulator, Binary Tree, Illiac Half
Torrus, Shared Bus, and Crossbar Switch are given in
Fig.5.1.

5.2. Minimal number of time units needed for
communication between two processors

Formulae for Tmin(Npe), for the same eight
interconnection networks, for classical systems and the
analyzed system, are given in the table on Fig.5.1.

5.3. Formulae for Tij(Npe,ij) for eight different
interconncction network types

These formulae are derived in an analogous way as the
previous formulae, and are to be used for comparison
purposes. Their discussion is given later in the paper.

Single Stage Cube

We assume a system of two PEs (m=1,2,...). Each PE can
be shown as a binary number: Pm-1Pm-2...P1P0. Assume
we want to transfer the data from PEi to PEj. We have to
do as many cube functions as there are different binary
numbers in their binary addresses (those cube functions
that correspond to the placement of different binary
numbers). Formulae are given in F.5.4.

Binary Tree

In [Milutinovic92]} we show one possible way of finding
the formulae for Ti,j(Npe,i,j) in the casc when PEi and
PE]j are in different levels. When PEi and PEj are at the
same level the formula is given in Fig.5.4.

Illiac Half Torrus

In Fig. 5.4.A. we show an example scheme of the
network, where n=sqr(N) and N is the number of PEs.
The numbers 1', 2',...,15 are PEl, PE2,.. . PElS
(Xi=MODn(i), Yi=(i/n)). The formulac are given in
Fig.5.4.

Others

Formulae for Tij(Npe,,j) for Single Stage PM2],
Generalized Cube Network, Augmented Data

Manipulator, Shared Bus, and Crossbar Switch are given
in Fig.5.4., respectively.

6. DISCUSSION OF THE TIME ANALYSIS
RESULTS

The table, where we compare formulae Tmax(Npe) for
classical systems and for the system that we analyze here
is given in Fig.5.1. The table, in which we show how
Tmax depends of Npe in classical sysiems and in the
system that we analyze (only qualitative dependence), is
given in Fig.5.2.

Formulae for Tu(Np), for the same eight
interconnection networks and the same itwo analyzed
systems, are given in the table on Fig. 5.3.

The table that shows how the number of time units,
necessary for the transfer of data between two PEs,
depends on the relative placement of the two PEs, for all
cight interconnection networks in the classical technology
and in the analyzed system, is given in Fig.5.4,

Average number of time units necessary for the transfer
of data between two processors can be found as a
weighted sum, with all possible combinations, as in the
given formula. In this formula, C means the total number
of combinations for i and j. Ty, and T, were defined
before.

7. CONCLUSIONS

From the area and time analysis, we can sce that the
functional dependencies in the system, analyzed here, are
different in comparison with the related dependencies in
classical systems. One of the main goals of this work is to
show that these differences are not only quantitative, but
also qualitative. Both in the area and time analysis, the
reasons for differences are:

* The technological differences in the geometric
dimensions of the basic element, when performing the
related functicns;

* The technological constraints during the mapping,
which is the most important reason, especially for the
interconnection networks whose topology is not strictly
planar.

From the formulae of the area [Milutinovic92] and time
analysis, we can derive the formulaec for A*T and
A*TH*2,

These results show that with a new technology the main
factors for the cost/performance analysis may change.
This work shows the mapping of interconnection
networks or the Honeycomb architecturr; which models
the “sea-of-gates™ VLSL
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ABSTRACT

This paper analyzes the area efficiency of the mapping of
interconnection networks for parallel processing on one
form of uniform massively paralle! architecture of cellular
type. This architecture is ment to model one trend in the
advanced sea-of-gates VLSL. The analytical analysis was
done for the mapping area of eight different types of
interconnection networks which, according to a widely
accepted  classification, belong to all major
interconnection network classes. In the domain of
analytical analysis, formulac were derived that show the
VLSI area necessary for mapping each chosen type of
interconnection network. Major results. of this research
are the formulae for: (a) the number of cells necessary to
realize a network, (b) the efficiency factor of the system.
Thesc formulae show, in some cases, significant
structural differences in comparison with the formulae
that imply classical implementations. This is because the
critical issue for the technology under consideration here
is the number of two-dimensional VLSI cells, and for the
classical technology the critical issue is the number of
interconnection wires being routed in a three-dimensional
space.

1. INTRODUCTION

One of the major problems in massively paralle]l systems
is the inefficiency in utilization of processing elements. In
some cases, this is due to the lack of high-volume
parallelism in the algorithms to be mapped onto a
massively parallel system. In other cases, this is because
of various constraints that do not allow the most efficient
mapping strategy.

The above two problems present an impottant bottleneck
for massively parallel processing. As it will be seen later,
these actions are easily done in the architecture under
consideration here. This architecture has its roots in the
LATTICE architecture of Snyder [Snyder82], and was
first introduced in [Milutinovic87] as the HONEYCOMB
architecture.

2. THE PROPOSED SOLUTION AND ITS
ESSENCE

The solution which is the subject of this paper can be
conditionally classified into the group of massively
parallel systems of cellular type. The idea is to have one
cell type, which can serve as either a simple processing
element, or a segment of a fault-tolerant bus, or a set of
memory cells. One uniform cell can serve only one
function at a time. Therefore, we go here one step beyond
the LATTICE architecture [Snyder82 and Snyder84), and
hope for an even better match between the algorithms and
the architecture. In this paper, we demonstrate the
capabilities of the introduced single-cell type architecture,
throngh the mapping area analysis for all major
interconnection network types.

Under the assumption that an extremely simple RISC-
type CPU may occupy the VLS] area which is equal to the
VLSI area of a complex fault-tolerant bus segment, we
propose the architecture with a general structure as in
Fig. 2.1. We refer to it as the HONEYCOMB
architecture. Each cell can serve either as a processing
node, or a set of memory cells, or as a bus segment, in a
system which mimics a cellular network. In principle, the
system can mimic the structures which are typical for
numeric or symbolic processing. All cells are identical in
their size and internal design. A function of a cell (i.c., if
it will serve as a CPU, as a memory cell, or as a bus
segment) is determined at compilation time, and at the
preprocessing time when the system is adjusted to a
network of the desired topology. The essence of the
concept can be best explained through an example, which
is given in [Milutinovic87].

Fig 2.1 General structure of the Honeycomb architecture
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We now summarize the difference between the
HONEYCOMB approach and other existing approaches
[Milutinovic89]:

1. Mismatch between the algorithm and the architecture
completely disappears. This is because the architecture
can be fully tailored to the needs of the algorithm.

2. Interconnection network is not a constraint any more,
as far as the mapping of algorithms onto an architecture
is concerned. This is because the HONEYCOMB
universal cells can be reconfigured to emulate any
realistic type of interconnection network.

3. Heterogeneity of system elements is not an issue any
more. This is because the universal HONEYCOMB cells
can be combined to form any desired processing element.

4. Inadequate granularity of the CPU is not an issue any
more. This is because the universal HONEYCOMB cells
can be combined to form any desired CPU granularity.

5. Inadequate capacity of the local memory is not an
issue any more. This is because the HONEYCOMB cells
can be processing eclement types (reincarnation of
"transformer” cartoons in computer engineering). This
overhead is larger in conventional technologies (c.g.,
semiconductor) and smaller in new technologies (e.g.,
biotechnology). Theoretical bounds for the overhead are
between 1 and 3. However, the work of Hoch at Purduc
University {Hoch87] has shown that, with a very careful
design, even in conventional technologies, this overhead
can be fairly small (between 1 and 2), which makes the
whole idea (about the HONEYCOMB architecture) very
attractive.

3. MAPPING METHODOLOGY USED

In this paper, we use the general "heuristic® mapping
methodology presented in [Fortes88]. Figure 3.1. shows
the general form of the used Y transformation [Fortes88},
which can result in a number of different specific
mapping methods. Here we use one specific mapping
method which is most similar to the Leiserson, Rose, and
Sax'es method of transformation [Fortes88].

Architectae
spooificatize

Fig.3.1. Mapping based on the Y-transformation: General form of the
Y-trapsformation

We start from the classical configuration of the
interconnection network to be mapped. The
interconnection network is shown as a
multigraph (logical scheme), with nodes as PEs
and connections that connect these PEs. Then we
transform the interconnection network given in
the classical form into a configuration that is
possible to use in HONEYCOMB technology.
By thus transformation the functions of PEs and
their connections are saved. That is shown in
Figure 3.2

>»O0mmg

Fig.3.2. Mapping based o6n the Y-transformation: Specific form used in
this research

* A: Starting from a classical imerconnection petwork

* B: Generation of a coarse grain schematio

* C: Generation of a fine grain schematic

* D: Determination of appropriate "sea-of-gates” structure

* E: Determination of PE functions

¢ F: Determination of /O functions

¢ G: Determination of memory functions

4. CONDITIONS OF THE AREA
ANALYSIS TO FOLLOW

In this paper we show the area analysis for the mapping
of ¢ight different interconnection networks, which cover
the complete set of interconnection network types in the
modificated Siegel classification of interconnection
networks [Siegel83] and [Siegel88], and [Siegel89]. These
network include: (a) Sinle Stage Cube, (b) Single stage
PM2I, (c) Generalized Cube Network, (d) Augmented
Data Manipulator, (¢) Binary Tree, (f) Illiac, (g) Shared
Bus and (h) Crossbar Switch.

We analyze the interconnection neiwork of the quadriatic
shape and the minimal area for the given complexity of
the network. Consequently, there are some idle cells after
mapping. The number of cells that serve the function of
PEs, memory cells, buses, 1/0 is: Npo, Nineww, Niws, and Ny,

The efficiency factor U(Np,) on pages to follow (N, is the
number of PEs) is the ratio between the number of cells
necessary for one type of interconnection network (N.g)
and the total number of célls (N) in the system
[UMN0)=Nog/Nead.
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The number of cells that are active is the sum of the
number of cells that, at some time unit, have the function
of PEs, memory, buses, or input/output units
[Neg=Nps*+Nper+ Nip+No].

In classical systems, the complexity of the interconnection
network C(N,.) is defined through the total number of
connections. The main goal of this analysis is to show
that in a new technology (the one that gives us the
possibility to realize the uniform architecture) the
formulae for the area complexity of the interconnection
networks are qualitatively different.

When the cell has the function of a PE, the following
operations are possible;

* Direct transfer between any of the four inputs and
four outputs,

*  Arithmetic functions: ADD/SUB/COMPLEMENT,

* Logic functions: AND/OR/NOT,

* NOOP: The cell is:

* Activated in the system, temporarily is not
used, but it preserves the contents of its
accumulator, or

* Not activated in the system, but is available
for eventual need of the FAULT-TOLERANT
processing.

Generally, it is possible to have many memory locations
per cell. Here, we have only one memory location per cell.
Also, there are no theoretical constraints about the
amount of data that the memory cell can keep. Here we
assume that one cell can transfer or memorize one datum
in one time unit.

S. AREA ANALYSIS

We analyze here eight different types of interconnection
networks. During the analysis, we use the variable 1 as an
intermediate variable (which is closer to the physical
representation), to generate Nigw(Npe,M), Nigie(Npe,M),
and U(N,.,M). At the end of each analysis, we will give
the relation between 1 and N, so all formulae are given
as a function of Ny, (which is closer to the architectural
representation). Details can be found in [Milutinovic92]).

6. DISCUSSION OF THE RESULTS

Tables with comparative results for classical
implementations, and the HONEYCOMB based
implementations, are given in Fig.6.1,, Fig.6.2., Fig.6.3.,
Fig.6.4., and Fig.6.5. From these tables, one can see that
the related formulaec for classical systems and the
HONEYCOMSB architecture are different, sometimes only
quantitatively, sometimes both quantitatively and
qualitatively. 1t seems that the differences appear because
of the following facts:

(a) In this new architecture mapping must be done in two
dimensions, while in classical architectures, it can be
done in three dimensions.

(b) Geometric relative placements of PEs and
communication elements are drastically different.

New technology brings new rules, which can also be seen
when we analyze the efficiency factor. '

Nudl, M) I(Npo) NioNpe M)
e I I R
Cube
|| ] e
AL 2 12
G"&’E.M aa (POPYY)) log N,-1 "F(“"'"F’")
Network
Augmented
Dota 2‘“(!-0»‘4‘{) mNn -1 N,(hl”p *"{)
mey | o | oaen | i edosd)
ac M N, M
'} {24?] J—F W,(h?]
Shared 2+ M) N, Nal2+40)
Crossher -
Sweitch (e1ea? fzﬁ [ﬁl +I+MI
2

Fig.6.1. Comparative Analysis: Table Ntotal(Np.,M)

7. CONCLUSIONS

We have shown here that, when the technology changes,
the rules for mapping will change, as well. In this work,
we have derived the rmules for mapping of the
interconnection networks in the case of the
HONEYCOMB architecture, which models some trends
in a new type of VLSI #tructures, known as the "sea-of-
gates” VLSI [Adams89), [Igusa89], [Meyer90], and
[Okabe89].

The main result of this work is that it is shown how the
main factors for the cost/performance analysis change,
when the technology changes. The factor that we analyze
here is the mapping area. The differences are both
quantitative and qualitative.

This work opens some new problems, which can be analy:
One is the time analysis; others are related to the creating
the system software for the HONEYCOMB architecture
the analysis of that software. Another problem is analyzing
utilization of the. HONEYCOMB architecture for the fa
tolerant processing. Also, it would be interesting to implen
one of the analyzed interconnection networks in the real ™
of-gates” VLSI technology, and to compare the empit
results (from this paper) with the theoretical results (from
implementation).
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Ring Interconnection for Distributed Memory
Automation and Computing System

Vinogradov V.1,
Institute for Nuclear Research
of the Russian Academy of Sciences, Moscow, Russia

Introduction

There are a lot of devices in different standards, existing for real-time application, in-
cluding science, technology and industry automation systems, but no international stan-
dard was developed. Different systems were developed for instrumentation, measurement
and test (HPIB, HPIL), data acquisiion (CAMAC-DW,-SHW), fieldbus control (MIL1553,
PROFIBUS) and robototechnics (BITBUS), but all of them were register-oriented and have
bus interconnection.

Development of first modular systems was constructed on the base of simple register-
oriented parallel interface or serial network for 16-bits microcomputers for measurement,
acquisition and control. Compatible parallel and serial bus interfaces were extended by ring
Interconnections. One of ‘the best ways for development of register-oriented modular system inter-
face (as the first step) and using of existing devices can be based on the ring structure for
control systems, compatible with MIL1553. Some comparative analysis for bus and non-bus
structure was done at symposium [1, 2. ‘

The new generation systems on the base of high-speed 32/64 bits microprocessors have
to be constructed on distributed direct access memory. Development of computer indepen-
dent interface for modular systems on the base of distributed memory and microprocessors
requires integrating of data processing, memory and input-output subsystems in one system
with multimedia links (electronics and optics) and multilevel interface both with parallel and
serial links. A new generation distributed microprocessor systems can be divided into next
subsystems, optimized for special system tasks:

1. distributed data-flow processing interconnects (SCI);

2. distributed memory and input-output links (RAMLINK);

3. object-oriented distributed control and data acquisition.

Scalable Coherent Interconnection is one of the best standards for constructing a dis-
tributed modular microprocessor systems and local area networks [3]. Special research and
development is devoted to RT systems on the base of SCI and for data acquisition and
processing, but this new way is very expensive now [4].

Distributed memory subsystem RAMLINK [5] is under development as a new standard
on the base of ring structure. It is a single controller subsystem with a number of transac-
tions and simple interconnection protocol, which can be used for input-output and external
memory.

One ‘of' the best decisions for distributed field-interconnection for control subsys-
tems with electronic and optic channels can be constructed on the base of ring structure
\ . AMLINK-type), including small or complex multiringlet systems. These systems have to
be # d on PC (WS) and diflerent modular system standards (CAMAC, VME). A new
protocol can capsulate the protocol of existing control devices.

Ring interface is developed according to Measurement, Acquisition and Control (MAC)
system task requirements, including short address field, direct data control, simple program-
ming, block data acquisition, simple data transfer protocol for connecting different types of
existing and new devices. Development of MAC-type Ring systems is discussed for con-
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structing a general Field Interconnection on the base of distributed memories and MP (DSP)
for RT-systems. The effective multiprocessor control system can have non-symmetrical hi-
erarchical structure with direct access of main controller to distributed local memory of
MiCroprocessors.

Ring-field-interconnection protocol

Primarily the RAMLINK protocol was developed as a high-bandwidth distributed RAM
interface to connect the main memory controller to large number of RAM. Multiple ringlets
can be used to reduce the average latency or improve the system reliability. Traffic on such
systems is hard to predict. An uncashed processor is expected to generate word access (4
or 8 bytes). RAMLINK could be used for connecting a processor to its RAM and ROM. The
processor’s memory interface becomes a significant part of the overall system costs. The SCI-
type interface is of particular interest in this approach. The SCI bridge chip can contain all
SCl-specific protocols and contain the request and response queues. Actual transfers of data
blocks from SCI to the memory would be routed through the processor/memory controller.
A minimum system can include a processor, controller, memory, a disk and an 1/0 interface
device. The memory device may control several memory components (DRAMs). The 1/0
and disk requests can interrupt the processor . Communication is performed by sending
packets. Each packet can consist of the data bytes, as well as associated flag and clock
signals. The point-to point communications give a high-bandwidth data-transfer path between
a memory controller and one or more memory slaves. A ringlet consist of one controller and
up to 60 slaves. Slave addresses 60 - 63 may be reserved for broadcast and future:

63 - is reserved, so that idle packets with this Slaveld may be ignored by all devices ;

61 - is reserved for broadcast so all devices must inspect the command fields;

60 - is the initial or default address for all nodes and used to initialize the ringlet;

62 - is reserved for the controller,so it can send check n-messages to itself. Setting the
idle signal to all ones and reserving the corresponding address 63 it can be implemented
interrupt mechanism for nodes. The link is uni-directional.

The links contain next 10 basic signals: 8-data, 1-clock and 1- flag. The clock signal
indicates that the signals are valid. The flag is used to mark the beginning and end of
the transmitted packets. The data signals are used to transmit bytes in packets. A dis-
tributed memory system may contain larger number of memory and used hierarchical hybrid
switches. It is possible to create a hierarchy, in which the upper link conforms to the standard
implementation, while the slave links can have a different physical implementation.

The read and write transactions contain 2 components, called request and response pack-
ets. During this split transaction other packets may be transmitted while the request is pro-
cessed by the slave. For write transaction, the request packet transfers command, address,
time, data from the controller to the slave.

The response packet returns the transaction-competition status. In some cases the slave
may be unable to complete the transaction within the requested time, and a retry packet
is returned at the specified time. For a read transaction, the request packet transfers the
command and address from the controller to the slave. The response packet returns the
requested data and status.

Request packets circulate past their addressed slaves, and are eventually stripped by
the controller. When a request packet has passed its addressed slave, the protocols allow
a returning packet to be inserted over part or all of the old request packet. Broadcast
transaction behaves similarly, with the exception that a response packet is never returned.

The controller is responsible for scheduling of its own request packets, to ensure that
slave-response packets do not corrupt other request or response packets. To support such
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scheduling, a max bit and 10 bit time field are included within each request packets. The time
field specifies the slave response time in multiples of 4 byte intervals as measured from the
slave’s request packet and slave’s return of it’s response packets. If bit max=0, the time field
specifies the time, when the response shall be returned. The predictive scheduling is expected
to be used, when deterministic behavior is desired or under heavy loading conditions. If
max=1, the time field specifies the time limit within which the slave’s response shell be
returned. This form of adaptive scheduling is expected to be used when the response time
is unpredictable or under light loading conditions.

A retry packet may be sent to the controller in place of an expected response, that causes

the original request packet to be resent with a modified time value. For non-zero transld
. value, transaction-related resources are released, when a transaction is rejected with a retry
packet. Since requested resource may be released due to conflict with concurrent accesses of
the resent request packet. For zero transld value , memory resources remain reserved, when
a request with transld value of zero is rejected. To ensure a forward progress, controller is
expected to reissue requests with decrcasing trans/d value. Controllers are often expected to
have 2 or more transaction simultanuously active. That needs I'IFO ordering for processing
transactions to  the same 63- byte aligned block address. Ringlet initialization used before
| controller begin to send command.
; CSR specifies a number of address spaces for a system, where the initial node space is
" identified as part of 64 bit address space. In RAMLINK we have a 32 bit address space
(extendable to 48 bit) and 6 bit slave /d space. The 512 Mbytes of high address space are
assigned to register and read only space.

CSR usually defines an indirect ROM window. The first 1K is set a.sude from address
1024 to 2047 in the CSR space. In order' to make the RAMLINK control simple they set
i the first half of the top 512 Mbytes for registers, the second half for read-only information.
The CSR must have a 6 bit register to store the slaveld, which must be writable by defined

commands.

Summary

1. The single controller multimedia ring interconnection links can be used for effective
field control systems.

2. The RAMLINK-type protocol can be used for ringlet links in non- symmetrlcal dis-
tributed memory architecture multiprocessor system interaction.

3. This approach with direct access distributed memory can be used as candidate of
cost-effective Field Interconnection standard for Control systems.

4.The protocols of different standard devices (MIL1553, HPIB) can be incapsulated in
this protocol for Measurement, Aquisition and Control (MAC) systems.
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1. Introduction

After unprecedented Chernobyl disaster on April 1986 a great amount of radioactive
substance was thrown. More than 70 per cent of the fall-out covered the territory of Belarus.
For many years to come it became the area of the ecological disaster. In order to reduce
the impact of radiation on people various efforts must be undertaken, such as creation of
radiological situation maps, resettling of people, decontamination, food and water control,
etc. In all cases an adequate devices for radioactivity measurements are needed.

At the current time one of the main danger for population health is the contaminated
agricultural products because the food and the water becomes the major source of radionu-
clides in human body, thus results in considerable radiation doses from the inner exposure.
For this reason strong State standard of food and water radioactive contamination was es-
tablished. For example, according to this standard bread and water contamination with
isotopes of Cs'3* and Cs'3” must not exceed about 0,2 Bq/g and 0.02 Bq/g accordingly. All
agricultural products must be controlled now.

Thus the main features of the apparatus for this goal is the massive low-level spectrom-
etry possibility. This leads to the following demands for the real device design: extremely
high efficiency of registration, extremely low background, maximum volume of the sample,
maximum energy resolution, maximum time resolution, stability, maximal automatization
of the process and archives data, minimum probe preparation, low cost per measurement,
and operating facility.

2. Design of spectrometer

We had some experience for low-level measurements before 1986. Created previously 32-
crystal spectrometer with large effective volume intended for nuclear physics investigations,
such as search for double beta decay, was too complicate for production and too expensive
for wide application, but it served as the prototype for more simple and cheaper installation.
The main features of the large spectrometer were: the 47-geometry, the extremely high
effectivity, the relatively large working volume, the automatic operation and the maximal
use of standard components.

Detecting part of the system consists of six Nal(Tl) $150x100 mm crystals assembled in
4m-geometry with sensitive volume about 5000 ml and surrounded by lead shielding up to
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300 mm thickness. One of the horisontally suited crystal is mounted on movable carrige and
shdes away automatically or by hand when a sample change is made.

The possibility for the changing the array of spectrometer is provided. Thus the lower
crystal can be replaced and Ge(Li) or HPG detector may be inserted. In this case Nal(Tl)-
crystals serve as an additional "active” shield for Ge-detector when anticoincidence mode is
used.

Two variants of electronics setup is provided. One of them is based on microprocessor
(KP580BMB80A) and is intended to massive routine analysis only. This setup provides all
needed functions in hard mode and can be exploited with low qualificated personnel.

Another electronics setup based on personal computer that provides more widespreaded
functions is described below.

Electronic part of installation consists of PM electronics (power supply, incorporated
dividers and amplifiers, external dividers), six threshold discriminators, logic unit, delay
lines, six 8-bit ADC, hodoscope, two scalers and another units. High voltage power suply is
common for all PM. External dividers serve for rough equalizig PM’s amplification, that is
controlled by hand with special switches.

An additional 12-bit ADC, charge-sensitive preamplifier with pulse shaper, discriminator
and power supply are used when germanium detector is inserted.

Apparatus is assembled mainly in CAMAC standard and works on-line with IBM PC
AT. ‘

Data for the every event consists of the number of detectors activated and its amplitudes
(ADC). Besides this information the scaler collect the data for "live” and "dead” time
fixation. Thus any angular, energy and multiplicity correlations data are collected.

3. Software

The software of the spectrometer has a wide service possibilities and can be easily adapted
for the specific aims. It provides the following procedures: calibration procedure, data
acquisition, data processing, data presentation and archivation and control for all procedures
automatically. ,

For procedure of calibration sertificated gamma sources are used, mainly Cs'¥ and K*°.
The sources characteristics are stored in the PC memory. Under the PC control the data
acquisition with required accuracy is accomplished and every channel gain correction is made
at the beginning of the working day. The procedure of calibration is advanced by background
exposition.

It is possible of recording on an event-by-event basis for each detector that gives the
identification number and the pulse height. Data for the events (up to 6-fold multiplicity)
arc accumulated at the computer memory. Thus angular, energy and multiplicity correlations
both in coincidence and anticoincidence can be combined by off-line treatment after finishing
of exposure. This makes possible to measure extremely low activities of cascades gamma
emitters in the presence of another gamma-emitters for example.

The "floating time exposition” mode may be installed. This means the exposition may
be interrupted when the error of determination of beforehand stated isotopes is achieved.

The collected at every run data are analysed as a spectrum information with various
multiplicity, peaks areas are detected and activities are calculated and indicated.

4. Perforimnance of the spectrometer
The main parameters of the installation at 1-fold multiplicity are as follows:
- The range of energies: 0,2...3,0 MeV;
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- Efficiency at 662 keV is 30%;

- Energy resolution is about 10% at 662 KeV;

- Time resolution (in coinc.) is 35 ns;

- Detection limit {min. activity, detected at 95% c.l, time = 300 s) is 0,001 Bk/g;
- Total weight of installation : 4200kg;

- Dimensions: 2,5 x 1,45 x 1,85 (m);

- Background at the "Cs! + Cs!37 window” is less then 20 c/s,

- Background at the "K* window” is less then 9 c/s.

R=KI-17 L= 1 sum=36304 A-255 | k=017 L= 1 sm=847198 R=29 |

M=

E-N
PRite
max=J906 | )

These spectra are shown on the figure. On the left side background spectrum of spectrom-
eter at k=1 (left top) and k1 (left bottom) at "Live” time = 461 s is shown.

The spectra on the right side are illustrating the low-level counting in coincidence mode.
The right upper spectrum of the sample with isotopes Cs!34 (A=T7,4 Bq), Cs"¥ (A=297 Bq),
K*? (A=598 Bq) at k=1 and k1 and "Live” time = 1987 s. Two peaks of Cs!®" are presented
at the right bottom spectrum.

5. Conclusion
The developed gamma-spectrometer PRIPYAT may be used for the food and water
control, radioactive waste studies, transport studies, nuclear physics investigation. Eight

installations are in use for massive control of environmental contamination and as arbitrary
devices.
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B IEPCOHAJIBHOM KOMIIBIOTEPE,
HCITIONB3YIOIHI KAHAJ NPAMOIO IOCTVYIA K IAMSATH
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HenpepriBHOe pa3dBuTHe MUKPO3JEKTPOHUKU BelleT K yBeIUYeHUIO
BLIYMCJINTEIbHOH MOIIHOCTM NHepCcoOHaldbHBIX kKoMnbloTepoB (IIK) nu
PACUIMPEHNIO UX BO3MOKHOCTelt. B yacTHoCTH, npuMeHeHUe BO Bcex
ITK IBM PC AT umusl ISA nmo3soaniao oOMeHUBATBHCSI ¢ BHEUIHUMU
ycTpoificTBaMHM yike lIeCTHAAUATUOUTOBEIMM JaHHbIMU. Takke Ka-
Haia mpsaMoro poctyna k mamaTtu ([IIII)  cran apyx6aiiToBbIM. DTO
IIO3BOJMJIO HaM CO3JaTh OYeHbL MPOCTOM MHOTIOKaHAJbHBIA aHaM3a-
TOp, UCHOJL3YIOIINIA NaMATh KOMOBIOTEPA M yHpaBiaAeMbIii KaHAJIOM
IIJII. O pa3sMelleH Ha OJHOMH IIJaTe, BCTABJIAEMOMN B coe AUHUTCIU
mwuHbl [SA. Ha 3aaHell maHeam Moaysida PAacCHONOMRCHBl IBA COeIUHU-
TeJs - OOUH IJIsl CBSI3U C AMITATY AHO-IMPPOBLIM IpeobpasoBaTeeM
(ALLIT) u Bropoit, Tuna BNC, ana nonydyesmns CUTHAJIOB €O CHEKTPO-
METPUYECKOT0 YCUINUTeN s, IpeJHa3HaYeHHbIX QI U3MepeHUsT UHTeH-
CUBHOCTH YaCTHUI[ MJIM KBAHTOB, IIONAJAIOIINX B JeTEKTOP.

Ha puc. 1 moka3aHa 6Iok-cxeMa aHAJIM3ATOPA, KOTODHI CcoCTO-
UT U3 4YeThblpeX QYHKIMOHAJBLHEIX OJIOKOB: Oydep MaHHBIX, YHpPaBJIsi-
jollas JOruKa, PEerucTp pexnMa paboThl U U3MepUTeIL BpPeMeHU U
BXO0/JHOl MHTEHCUBHOCTH.

Bydep IaHHBIX OCYI[eCTBAAET CBA3L MekIY BLIXOJOM JAHHBIX
AIIl m mmuoi i ISA TIK. MakcuMmanabHBIA pa3Mep BXOTHOTO CJOBa
(3afarolero HoMep KaHaJjla aHailuszaTopa) 14 OKTOB, T.e. MaKCHU-
MaJIbHOe 4Yucio KaHaloB - 16384. IIpu atoMm aBa Maagmux Outa
aapecHoi munusbl IIK He ucnonesyoTes, 4To obecneynBaet no 4 Dait-
Ta Ha KaHaJ, T.e. BO3MOKHOCTb HakalmuBaThb 10 4 x 107 co6uiTuit B
ONHOM KaHale. B 3ToM 6i0kKe MCHONL30BAHBI MHBCPTUpYIoUMe Oy-
depbl ¢ TpeMs BBIXOAHBIMU COCTOAHUAMU (ABC UHTCTPAJLHBIC CXeMbI
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741.S540, nockoabky Bce coBpemenuble AILIl BelzatoT gamHBIe B 06-
paTHOM Kojge (C akTMBHBIM ypoBHeM "07).

O6men paurbiMbl ¢ AIIIl yopasnsercsa kamamom ITATI koMmeroTe-
pa nocpejncTBoM bioka " Ynpasasronias noruka’ . Bpemennasa guar-
paMMa CUTHAJOB [JJIA yIpaBJlieHUAsA MHTep(elica moka3aHa Ha pHcC. 2.
Curnan roroBrocTH nepefayu favebx ¢ AIIII DR (data ready) moxa-
eTCA K HINHe KOMIbIOTepa Kak 3asaBjeHWe Joctyma k kamaay ILIIT -
DR=DRQ (DMA request) u ogroBpemernro k AIIIl xax curma Bulga-
un garEbIX - DR=DE (data enable), oTkpHBafomuif BHIXOAH NaHHEIX
ANl (DATA). Iocne monyuenns 3aaku DRQ xaman ILIAII Brgaet
curgax rorosHoct - DAC (DMA acknowledge), xoTopniit ucmoan3y-
eTcA 1A OTKEpUTUA BEX0ZoB OydepoB naHHEX - DAC=BE (buffer
enable). Bo Bpemsa storo curmaxa kagaa IIJIl Brimaer curHaJbl
”cunteiBaEua NaHHEEIX” - IOR (input output read) m ”3amucey B ma-
MaATh” - MEMW (memory write), ¥ JaHHBIe 3allUCEIBAIOTCA B OIpe-
nemeHubll cermedT namMaTty IIK. Hago oTMeTuTs 4YTO BpeMeHHasa IH-
arpamMma (puc. 2) oTaudaeTcs OT JAATPAMMEI B ¢MpPMeEHHBIX OIM-
CaHMUAX MHTerpaJnbHOM cxemnl 1 8237, kKoTopas mcmonasoBaxach AIA
dopmupoBarusa xauasa I[Il B mepsom Bapuarnte IBM AT. B cos-
pPEMEHHEIX KOMIOBIOTEpaX He CYIeCTByeT PerucTp MAJsi BPEMEHHOTO
3alIOMHHaHWUsI JaHHEIX, noaToMy curHaJgs IOR 1 MEMW mnogatorcsa
oxHoBpeMmeHo, kaHan IL/III orkpeiBaeTcsi M KaHHBIE MPOXOAAT HOpPHA-
MO U3 BHEIIHEro ycTpoiicTBa B maMaTb. DTa 0COOEHHOCThL He JaeT
BO3MOKHOCTH UCH0Jb30BaTh curaad MEMW kak curmas okoH4YaHHA
npuema gambIx ¢ AIIIT - DAC (data accepted), koTophIil pa3peniaer
ATIIl npeo6pa3oBath cienyouuil BxogHo# curaan. llostomy B 6110-
Ke yupaBJsmouei Joruky no 3agdeMy ¢pporTy curtana DACK mono-
BubpatopoMm remepupyerca curgaa DAC (sTo obGecmeunBaeT Heob-
XOAUMYIO 3aJepikKy Hocie npekpamennsa curaaigos IOR u MEMW).
Bce ympasnsmomue curdaisl MOyt K ALII 1 ¢ Hero npoxonsar yepes jo-
rudeckue aaemertst ACKJITIOYAIOUIEE UJIW (MC 74LS86). Do
II03BOJIAET 3aJaBaTh aKTUBHBIMA Jorndeckuit ypoBespb - "1”7 nmm 7 0”
B 3aBucuMocTH oT ucnouab3dyemoro AILIl (3azaBas mormueckuit ypo-
BeHb Ha BTOPEIX BXOJaX ®TUX CXeM IIEPEMbIYKAMH).

Peructp pexwnma paboThl aHalW3aTOopa 3adOMWHaeT 3aJaHHBIA C
knaBuaTypul [IK pexmnMm. [locnemamii onpefensgercs ABYXOUTOBBIM
YNCIOM, mocTynaromuM B peructp ¢ mmHH [IK. Bce umcna xpome
”00” coOoTBETCTBYIOT pexMMaM HAKOIJIEHWA CHeKTpa M OpW HUX K
AIIII nomaercs curran paspemernsa pabotsl - EC (enable convertor).
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OnUE onpegensAOT TONLKO CHOCO0 M3MepEeHUT BpEeMeHHbBIX napameipon
paboThl aHAIM3aTOpPA, Kak 9TO onucaHo Hmke. Yucao 00" cooTBert-
CTByeT IpeKpallleHnIo paboThl aHAJIM3aTOpPa M MPHU HEM CHUMAaeTCs
curgaa EC.

Biokx u3sMepeHMsa BpeMeHM M BXOJHONf MHTEHCHMBHOCTU COCTOUT W3
JBYX CUYETUYMKOB M KBapIeBoro reHepartopa. llocmemumit pabGoraer
Ha dacToTe 16 MHz, uTo obGecmeunBaeTr AJOCTATOYHYIO TOYHOCTHL U3-
MepeHMSA BpeMeBH. [lisg peaju3anuy CYETYUKOB HCIOJbL30BaHBI JIBE
MHTerpajbHbBle CXeMEI - 8-0uToBOM cueTumk 74LS592 u ynpaBiaseMsii
tatiMep I 8253. CueTuMk M3MepeHUS BpeMeHH colgep:kiUT 24 OuTa n
BraimonHeH C 74LS592 (nepBrie 8 6MTOB - A1a oGecnedeHus: Heob6Xo-
aUMOro GeICTpoaedcTBUs) U OXHUM 16-OMTOBBIM CUueTYMKOM TaliMepa,
I 8253. U3mepurens BpeMeHNM MMeeT TpHU peRkUMa paboOTHI:

¢ U3MepeHrne MepTBOro BpeMeHU (ynpasismwinee uuciao "01”); B
HeM CUYEeTYHK MOJIyJyaeT pa3pellleHre TOJbKO BO BpeMs HoAayu U3
AIIl curmana "MeprBoe Bpemsa” - DT (dead time);

¢ U3MepeHUe >KUBOTOo BpeMeHM (ympaBiselee umciao ”10”); B
9TOM CJIydae CYETUYHMK HOJy4yaeT pa3pelieHue MPU OTCYTCTBHUH
curraia DT;

® U3MepeHre peaJbHOr0 BpeMeHM (ympaBisemee umciao "117);
B ®TOM peXMMe IIOKa HaKallJIMBaeTCs CIEKTp c4eTuydk paboTaer
HellpePhIBHO.

HezaBucumo oT pexkuMa paboTH Ha Kak A0 CeKyHIe M3MepAeMOoro
BpeMeHM CUYETYMK IpepblBaeT paboTy KOMIObIOTEpPa, KOTOPHI peruc-
TpUpYyeT HOBOe 3HAUeHMe U MOXeT MOKa3aTh ero Ha JAUCIIee.

CueTuuK M3MepeHus BXOAHOK MHTEHCUBHOCTH uMeeT 32 OuTa U ucC-
mOoJb3yeT OCTaJbHEIE IBa 16-OMTOBEIX cyeTuMKka TaliMepa. OH moiy-
yaeT curfain ¢ TTL-ypoBEAMEM 0T oTaensHOro Bxoxa (BX1) m pa-
foTaeT HempepHIBHO BO BpeMs paboTHl aHAIM3aTOpa. depes KaxkAylo
cekyany IIK cuuThiBaeT HakolJIeHHOEe B CUETYMKE YKUCJIO M BBIUMTA-
HUeM Ipenblyliero pe3ylbTaTa olnpeleiifeT UHTEeHCUBHOCTH YaCTHUII.

[Iporpammace o6Gecmeuyenre pabOTH aHANM3ATOPAa COCTOMT U3
IByx dactei. IlepBasa U3 HMX ABIsgeTCa mporpamMmoii-apatisepoM.
OHa DOCTOAHHO HAXOQWUTCA B IaMATHU KOMIObIOTepa U paboTaeT B pe-
3UJeHTHOM pexuMe no npepuiBagnio. OHa IPpOBOIUT HaYaJIbHOE YC-
TaHOBJIeHMe pexknMa paboThl karaua [I1Il u aranmu3aropa, Hakanan-
BaHMe CIIeKTpa ¥ CUYUTHIBAHUE COJNEePKAaHMS CUETUYUKOB M3MepuTesel
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BPEMeCHM M BXOJHO MHTEeHCHUBHOCTH. s JocTuskeHMA TpebyeMoro
ObicTpoZeicTBUA OHa HalMcaHa Ha acceMbuepe.

Pabora amagusatopa mpoXomMT B CJCAYIOUIYIO IOCJIeNOBATEb-
HocTh. (CHayajla mporpaMMa yCTaHaBJIMBaeT YyKa3aTeJhL KaHaJja
IIIIl B HOMB, YTO COOTBECTBYeT HadaJjly HIEepPBOrO M3 BLIJeJeHHBIX
And ero paboTel ABa cerMeHTa maMATH. [Ipm perucTpanuu kakZoro
cobbiTua kaHaa Il 3amuceiBaetr mamuble ¢ AIIl mo Teryimemy an-
pecy U MHEpeMeHTUpyeT YKa3aTelb. [IpoJoaANATEeNIbHOCTD 3TOM one-
pamun 600 ns (opu cokpaileHHOM nukiae padorel kanaaa [1II), uro
He3HauWTeJbHO yBeamumBaeT MepTBoe Bpema AIlIl. Yepe3 raxanie
99 MMIJIMCEKYHJ o IpepEBaHUIO C TaiMepa KOMIbIOTepa IpPOrpaM-
Ma aKTUBHUPYeTCs, CHUTLIBAET COREePRUMoe yKa3aTens kananxa [TJIII,
YyCTaHABJIWBAaeT ero B HayalJle BTOPOro CcerMeHTa IMaMATU U HauyuHaeT
06pabaTBEIBaTh 3alMCAHHYIO IIOCTIeXOBaTedbHoCTh mamHBIX ¢ AIITL.
Tar rak ramgoe umcao, noaydeHHoe n3 AIlIl aBasercs HoMepom
KaHaJa CIeKTpa, IPOrpaMMa HCIOJb3yeT ero Kak ajJpec M MHEpe-
MEeHTHPYECT CconepRkuUMoe AUYekl ¢ 3TUM aApPeCcoM B BblAeJeHHOM JJs
HaKOIUIeHUd crekTpa cerMedTe maMaTu [Ik. Korxa uncino cuntanHbIX
HOMEPOB KaHAJIOB HJOTUTHET CoqepAUMOe Yka3aTelsd, IPpOorpaMMa oc-
TAaHABJIMBAETCS U KACT CleAyIolero mpepblBaHusa. hamapiii cerMeHT
nua ka”ana [LIII cogepxutr 8192 cnos, uto obecneyrBaeT HOPMAIL-
Hylo paboTy aHaau3aTopa A0 OkoJ0 15() ThICAY permcTpupoBaHHBIX
cobOLITUI B cCekyHAY. DTOT mponecc obpaboTku ganHbx ¢ AILII opo-
JOMAKaeTCA OO0 OJOCTUAREHAA 3aJaHHOT'O YCJIOBUA OCTAaHOBKM HaKOILJIe-
HUSA CIEKTpa.

Bropas nporpamMMa ynpaBiseT BHIBOJOM CIIeKTpa U OCTAJbHYIO
nHpopMmamnuio o paboTe aHaiM3zaTopa Ha guclireil. B Helt coxep-
AKUATCA UHTEPIPETATOP AJIA BBINOJHEHUS KOMaHJ ¢ kJaBuaTypn I[IK.
IIpeaycMoTpeHBI Bce XapakTepHbIe QU1 MHOTOKAHAJIBLHBIX AHAJIM3ATO-
pOB IIpomenyphbl BU3yaJU3alid HAKOIICHHON MHpopMmamuu. Omepa-
TOP MOeT BBIXOAUThH U3 Hee, BHINIOJHATL APYTUAe NpOrpaMMbl M CHO-
Ba BXOJAMUTH Oe3 HapylleHUsa Npollecca HakallJIUBaHUA CIeKTpa, IOTO-
My 4YTO IporpaMma-apaiiep 3amuuiaeT BCIO MHGOPMAULMIO B BhlIe-
JeHHBIX cerMeHTax ana paborel ka”ana [IJII m pusa makonnenus
cekTpa.
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The Multichannel System of Synchronous Photon Countlng
of Range 50 ns - 100 ms

Dmitriev S.M., Ermalitski F.A., Kolyada A.A.,
Sukhanin S.V., Vasilevich L.N.
Institute of Applied Physical Problems, Minsk, Belarus
E-mail: Ermal hep.belpak.minsk.by@demos.su

For many scientific applications there is a necessity of light processes decay curve regis-
- tration in wide time range. First of all this problem exists in scintillator physics, luminofor
physics and biophysics, where typical light processes have fast (nanoseconds) and slow (mil-
liseconds) components. On the other hand at excited energy transformation light is radiated
in wide spectral range from UV to IR. For its registration it is necessary to use special types
of high sensitive photomultipliers. -

For measuring such time processes a new type of multichannel system of synchronous
photon counting was designed. Special 1024-channel analyzer executes photon counting at
serial time intervals synchronized with the measured process. The electronic implementation
on the basis of nontraditional (modular) number system gives the possibility to use only more
simple TTL Shottky-base, but not more high speed and expensive ECL-base.

e Gml‘ _ImB

CT RG1 RG2 LSUB RG3

L-(+) RG4|| RW}_RGS

m r" RAM

m2

m3

Fig 1. The block-diagram of the registration part

The whole measurement process consists of many separate registrations cycles and 1s
continued until the any channel content achieves the given value, or after the end of time.
During one measurement cycle the circuit in every channel counts the pulses, coming on
signal input and accumulates the results in analyzer memory. To minimize the channel
width the counting part of analyzer is based on modular number system (MNS). As it is
known (1], in MNS the whole X is coded by vector (z1, 23, ..., zk), where z = \X\,» - the
remainder from division X at m, and m,; (set of simple in pairs real modules) - radix of
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MNS (7 = 1,2,..., k). \.X\,, denotes the least not negative deduction, comparative with X
by module rn. The fundamental difference MNS from position number system consists in
independent implementation on every module the additive and multiplicative operations at
whole A and B, given by their module codes (A = (a1, ay, ...,ar), B = (b1, by, ..., b)), that is
\A * B\pe = (\a % b\ 1, \a * b\ ;m2, ..., \@ * b\ ;i) where M, = mym,..my;  *C{+,— z}.

The multitude {0, 1, ..., M,— 1} is the working range of MNS.

Thus absence of interdigital carryings and low code length of modules (< 5 bits ) se-
cures the high speed of proceeding of modular operations and, consequently, carrying out
calculatings.

The block-diagram of registration part of analyzer is given on Fig 1.

The clock pulses that determine the analyzer channels width come from generator unit G.
These pulses are given at all diagram registers and rewrite their contents at every cycle. The
scheme includes k fully identical modular blocks of accumulation (MBA), working indepen-
dent from one another and doing calculations on modules my, mq, ..., mj, correspondingly.
Input pulses through strain unit are given at all MBA. In the :-th MBA (: = 1,2,..., k) input
pulses come at calculating input of counter on module m;. At the end of every clock pulse
the counter content is entered in register RG1, that is the number Cy(t = 0,1,...,T7 — ;T -
number of channels in analyzer) corresponds to ¢-th pulse ( channel ).

At the next clock pulse in the register RG2 value C; is carried, and in the register RG1
value Cy4; is carried, corresponding to (¢ + 1)-th channel. Then during the next cycle the
modular subtractor SUB calculates true quantity of pulses, came at input in (¢+1)-th channel
N1 = \C:+1 — Ct\mi--

During the next cycle the calculated value n,;; is added up in modular adder SM with
value N, accumulated before for (t+1)-th channel and calculated result Nyy := Nypp+neyq
is stored once more in the (¢ + 1)-th RAM’s cell. In practice two blocks of RAM are used
in MBA. From one of them readings are taken at given measurement cycle, and the second
receives new calculated values from adder. In the next measurement cycle RAM blocks
exchange one another. So in every measurement cycle all readings array for every channel is
rewritten in memory. After the measurement process is finished the readings of curve come
into computer. They move through the block M/B, that converts the modular data form to
16-bits binary code. :

One of the important aspects is reduction of interchannel losses during reading the counter
content into register RG1. This is achieved by expansion unit EU, that continues mput pulse
at moment of writing into the register.

Registration of wide spectral range is provided with photodetectors at the base of spe-
cial photomultiplier tubes. Two modifications of thermocooled single photon photo-receivers
(with GalnAs- photocathode and with AgCsO- vacuum monitoring photocathode) give the
possibility to measure  light signals in range 300 - 1200 nm and 200 - 1450 nm accordingly.

With spectrometers at the base of this system light processes dynamics in organic and
nonorganic scintillators and biology objects with singlet oxygen was measured.

Main characteristics of the analyzer

Number of channels 2425 ..., 210

Channel width (ms) 0.05 1073, ....100

Highest value of channel 65520

Input frequency (MHz) 75
References.
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About using of the high speed modular computing structures
in the systems of radiation express analysis

F.A Ermalitski, A.A . Kolyada, V.V.Revinski, L.N.Vasilevich
The Institute of Applied Physical Problems, Minsk, Belarus
E-mail: Ermal%hep.belpak.minsk.by@demos.su.

The designing of high-performance methods, algorithmic and apparature means for ra-
diation analysis assumes the wide introduction of different parallelism forms, as during the
measurement data forming [1], so during counting processes. In accordance with parallel
processing conception the original method for definition of stream intensity of Poisson group
is proposed. This method is based on the strategy of measurements with accidental syncs.
Within the framework of this method the parallel measure-calculating procedure is created
and the high speed pipeline table-type device is designed for its implementation.

The main speciality of used computer-algorithmic and scheme decision is the using of
minimal redundant modular computing structures (MCS) (2].

The method of accidental syncs for definition of studied radiation intensity

{£(n)}oenen (f(n) = f(a +nd);d =](b— a)/N[
N - number of discretization centers; [ a,b ] -the observed range; | x | - the least whole, but
not lesser the x is based on measuring the auxiliary signal {W, = W(nd)}ocn<n , which
looks like:
W (nd) = e(nd) — g(nd)/(rd),
where e(nd) -the contents of analyzer channel number n; g(nd) -the improve part for channel
number n; d - the width of channel; r -number of measurements.

" In case the radiation is the accidental stream of Poisson group, the differentiation of signal
{Wn} is the key operation of procedure for intensity {f(n)} determination by method of
accidental syncs. According to the apparatus of descending finite differences the formula

Wn = d_lln(l + d-n)a
- where d, = W, 41 —W,, is correct for n-th reading of derivative function W(nd). That is why
received in {1] calculating correlations for intensity of Poisson, negative-binomial streams and
Bernoulli stream generated by L independent sources, can be recorded as

£(n) = (in(1 + d)) /(W) (1)

F(n) = —(In(1+ d,))/((b — a)aW?) (2)

f(n) = (b a)/d)in(1 + d,)((b— a)Wa)O/D1 (3)
The expressions (1) - (3) show, that using of modular number systems (MNS) for determining
of intensity of Poisson and linked with it streams through the signal {Wn} measured
before, requires to enter into the composition of measuring-computing system the blocks of
modular subtraction, fractions multiplication, general division and units for calculation of
elementary functions. » |

The computer arithmetic of minimal redundant modular number systems (MRMNS) is
used for designing of necessary blocks. MRMNS is determined by set of simple in pairs
real modules m;, m,,...,m; (k >= 2) and also by auxiliary module mq >= k — 2, so that
myg >= 2mg + k — 2. The whole X in MRMNS is coded by vector (z1,z3,...,zx), where
i = \X\mi - the remainder from division X at m;(x = 1,2,...,k). By \a\m denotes the
least not negative deduction, comparative with @ by module m. Incidentally for MRMNS
the working range is determined as

D={-M-M+1,..M+1} (M =mmy..my_,).
Unlike the classic MNS, based on module m;, mg, ..., m;, MRMNS with the same mod-
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ule is redundant. In spite of tlis redundancy is very small, it permits to svnthesize more
perfect computer algorithms of modular arithmetic, than existing one [2]. The fundamen-
tal differences MNS from position number systems consist in independent execution on
every module the additive and multiplicative operations at wholes A and B. given by their
modular codes

(A = (ay,ay,...,ax), B = (b, by ....bK)),
that is to say properly '

VA * B\pae = (\a * b\ i1, \a * b\ 2, ... \a@ * b\ i)
(Mg = mymaq...my; xCl+, =, x )).
Natural internal parallelism of MNS secures:

- fulfilliment of all ring module My operations at the same time, that is deterimined for
biggest one among m, my, ...m;

- decomposition of realized computing processes at independent or weak connected sub-
processes, corresponded with module my my, o my;

- simplicity of pipeline computings at the lownumber operations level:

- regularity and homogencity of arithmetic blocks and their units;

- high extent of attainment of maximumn integral scheme packaging density with hited
number of pins. ‘

Thanks to as named, so to set of another unique characteristics and dignities of minimal
redundant MNS, they be in ideal conformity with conception of leading computer ideologics
and also with special features and limitations of VLSI technologies.

Becausc processes of readings f(n) forming for different meaning n in accordance with (1)
- (3) are fully independent, the calculation of intensity { f(n)} with a help of any mentioned
before correlations can be proceeded at less than 10V + T+ 25 cyeles, if used most high
specd pipeline modular blocks and units [ 2 - 5] from the developed set. This takes 205.31
ms for N = 1024, the length of word [ = 12 — 20 bit and modular cycle £y = 20ns .
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For cosmic rays protection, all low level activity measuring systems use
a guard detector, connected in anticoincidence with the measuring one [1].
In this way, all cosmic rays particles passing through both detectors are
excluded from the final result and the residual background is drastically
decreased. In [2] a new type low level beta-activity scintillation detector
system is described (fig. 1). The system consists of two photomultipliers
(PM1 and PM2). Each PM cathode contacts with a ¢ 80 mm plexiglass
disc (GS1, GS2) in the center of which a ¢ 30 mm thin plastic scintillator
disc (S1, S2) is mounted. The sample is placed between both plastic
scintillators. The output pulses of each PM are fed to two amplifiers
- one with low gain (Al, A4), called "measuring channel”, and second
- with high gain (A2, A3), called "guard channel”. The gain of the
measuring channel is so chosen that there are pulses corresponding only
to the scintillations in the plastic scintillator at its output, while the
output pulses of the guard channel correspond to the scintillations in the
plastic scintillator (S1, S2) as well as in the plexiglass disc (GS1, GS2).
The pulses from each measuring channel are fed to the active input of
an one-way anticoincidence circuit (AC1, AC2). In the same time each
anticoincidence circuit is controlled by the guard channel of the opposite
PM. In this way each detector is very effectively protected from the cosmic
rays by the plexiglass disc of the opposite one.

The ratio K between the number of excluded (N,) and residual (N,)
background pulses in this scintillation detector system

(1) | K = N,./N,

is investigated for a long period (78 hours). The results obtained (fig. 2)
show that K can be considered as constant (K = 12.4). The reason for
this phenomenon is most probably the fact that the larger part of the
residual background is due to cosmic rays, passing only through one of

the detectors.
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When K is constant, its value can be measured in advance and
after that the residual background count rate n, can be determined by

measuring the nuinber of excluded pulses (N,) and dividing this result
by K, i.e.

(2) n, = N /TK,

where T is the time of the measurement.

Thus this method permits to "measure” the background simultaneously
with the sample and to find its pure activity at the end of the measuring
by subtracting the determined background n, (using (1)) from the total .
result.

An essential advantage of this method is the decreasing of the statistical
error of n, when it is determined from (2). In fact, when n, is measured
directly by counting the output pulses of the anticoincidence circuit, the
standard deviation is

(3) 0’1':—\/—]\7:/T,

(where N, is the number of residual background pulses received in the
time interval T') and when it is calculated by (2), the standard deviation
is

(4) gy =VN,JTK.
In (4) N, can be replaced from (1), i.e.

(5) oy = VEN,/TK = N,/TVK.

The comparison between (3) and (5) shows that in the second case the
standard deviation of n, is decreased vK times.

For an experimental verification of this conclusion, 21 measurements
of the excluded and residual background pulses have been done, each
with a duration of 7' = 120 min. The results are given in Table 1, where

n,=N./T,nl =N, /TK,n, =¥n./21,n =¥n]/2], 6= |nrm n.|,
8" = |n},. — n’|. The standard deviations for both cases are
6) o' =/S62/21 =0.05997, o = /S 67/21 = 0.0182.

The ratio between them o'/o” = 3.295 is very close to the value

vK = 12.4 = 3.521 (especially taking into account the relatively
small number of measurements - 21) which confirms the advantage of
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Table 1
", & n' o
[min'l] [ =1 | [min =4 | [min ™!
0.416 0.024 0.440 0.0036
0.484 0.044 0.442 0.0056
0.425 0.015 0.380 0.0564
0.416 0.024 0.415 0.0214
0.416 0.024 0.412 0.0244
0.408 0.032 0.446 0.0096
(0.509 0.069 0.439 0.0026
0.308 0.132 0.439 0.0026
0.450 0.010 0.434 0.0024
0.433 0.007 0.450 0.0136
0.491 0.051 0.447 0.0106
().466 0.026 0.435 0.0014
(0.534 0.094 0.470 0.0336
().458 0.018 0.440 0.0036
0.475 0.035 0.461 0.0246
0.508 0.068 0.435 0.0014
0.425 0.015 0.437 0.0006
0.375 0.065 0.445 0.0086
0.427 0.013 0.449 0.0126
0.516 0.076 0.427 0.0094
0.300 0.140 0.422 0.0144
n,,, = 0.440 n! = 0.4364
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the method. Also the negligible difference between both mean values
n,,, = 0.440 and n = 0.4364 shows its correctness.

On the base of this method an universal low level beta-activity
radiometer 1s constructed. The electronic device consists of two parts
- measuring unit and PC for control and data processing. The measuring
unit (fig. 3) includes two-channel high voltage power supply (HV1,
HV2) for the scintillation detectors (DET1, DET2), blocks for analog
and digital processing, counters and control logic. It operates under the
control of an Intel 8031 microprocessor (CPU), supporting also the RS
232C interface with the PC. All user’s control is realized through the
keyboard and the display of the PC.

The diagram of the analog processing block (fig. 4) is similar to that
shown on fig. 1. In addition, two coincidence circuits (Cl, C2) are
included at which outputs the excluded background pulses from both
detectors are available. The digital processing block permits to establish
different operating modes (described below), the results of which are
registered in the counters.

Three modes of operation can be selected:

- measuring in solid angle close to 47 without background
compensation; in this case the output pulses of both anticoincidence
circuits (AC1, AC2, fig. 4) through an OR gate are fed to one of the
counters; in 47 mode the method of background compensation cannot
be used bhecause some of the beta-particles from the sample pass through
both scintillators due to the backscattering eftect and will give fault pulses
at the outputs of the coincidence circuits (C1, C2, fig. 4);

- measuring in solid angle close to 27 with compensation of
the background; in this mode each one of the detectors can be used
as “measuring” one, the other operating as "guarding”; one counter
receives the output pulses from the anticoincidence circuit connected to
the measuring channel of the "measuring” detector and a second counter
- the output pulses from the coincidence circuit which has one input
connected to the same channel (for example AC1 and C1 when PM1 is
used as "measuring” detector); the count rate of the sample (n;) is found

from

(7) - ns = N,/T — N, /TK,

where N, and N, are the number of pulses, received in first and second
counter respectively; in order to avoid the influence of the backscattering
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eftect mentioned above, a metal reflector must be placed between the

saiuple and the "guarding” detector, which in the same time increases the

efficiency of the measurement [3]; also beta-gamma radioactive isotopes
cannot be measured in this mode;

- measuring the ratio K’; for this purpose the output pulses of both
anticoincidence (AC1, AC2) and both coincidence (C1, C2) circuits are
counted separately; thus the ratio K for each channel can be calculated
using (1); a significant decreasing in the K values is very often an
indication for radioactive pollution of the detector system.

Plastic scintillators type NE 102 with 1 mm thickness and photomul-
tipliers EMI 9804 are used in the detector system of the radiometer. The
distance between both detectors is 6 mm. The system has a 8 cm lead
shielding. The gain of Al and A4 amplifiers is 1 and of A2 and A3 -
2000. Under these conditions the basic parameters of the radiometer are:
residual background of each detector n, == 0,8 min~!; K = 7; efficiency
for Y - 55 % in 47 mode and 32 % in 27 mode.

The control of the measuring unit can be realized from different types
of PC using RS 232C interface. The specialized software provides the
following possibilities: '

e establishing the high voltage for both detectors sepa.rately from 500
to 1500 V by step of 1 V;

¢ operating mode selection;

¢ pulse or time preselection;

e realization of a cycle of a fixed number of successive measurements
with equal duration; at the end a comparison procedure of the
obtained results permits to reject these of them, having a higher
standard deviation than a preselected limit.

REFERENCES

1. W. G. Cross, Report on 6th Tripartite Instruments Conf., Chalk

River, Canada (1959).
2. Ch. Kambourov, I. Vankov and S. Avramov, Nucl. Instr. and

Meth. 143 (1977) 537,
3. J. L. Wadchingham and J. D. Rowe. Report AERE-R 4246 Res.

Group U.K. Atomic Energy Authority (1966).

177



H3mMepHTeIbHO-HAKOIMTEILHEIH MOLY/L
CTIEKTPOMETPa Ha NoIApH30oBaHHbIX HeHTpoHax CITH-1
B.B.Xypannes, [I.A.Kopuees, E.H.JIutsunenxo, . U.JIanuu
O6benuHEHHBIA HHCTHTYT SIOEPHBIX UCCIIEfoBaHui, Jy6Ha

B JIH® OHSIH sa peaxrope UBP-2 meficTByeT CneKTpoMeTp MO BpeMeHHM NpoOJeTa Ha
nongpu3oBaHHbiX HeirpoHax CIIH-1. B OCHOBHOM OH MpefHa3sHa4YeH IS MpOBEACHHS
AETIONSPHU3ALHOHHBIX U pedlIEKTOMETPHIECKHX IKCMIEPHMEHTOB, TPeGYIOLIMX 6OMbLIONH CBETOCHIIbI
M YMEPEHHOro paspelueHus. B 4acTHOCTH, Ha HeM BEAYICS HCC/IENIOBAHMS MHKDOMArHeTHiMa B
¢eppoMarHeTHKax M CBEPXNPOBOJHHKAX, a TAKXKE HCCIEIOBAHHA MOHO M MYJBTHCIOHHBIX
MarHHTHBIX W CBEPXMPOBOASILIHX TOHKHX [UIEHOK.

1.001mas opraHH3alHA CIIEKTPOMETPA

Coexrpomerp CITH-1 pacnonoxed Ha 8 kaHane peakropa HBP-2. Ha cxeme
crnektpoMerpa (puc.]) NpPeACTaBlieHO pacro/iOXeHHE €ro OCHOBHBIX y370B. OCHOBHBIMH
OTIHYHTENIBHBIMH 3/IEMEHTAMH CIEKTPOMETpa SBISAITCS [Ba 3€pKanbHbIX nomspusylomux FeCo
H3OMHYTHIX HEHTPOHOBOAA. AHANM3aTOp MOJSPH3aLMH IyyKa YCTAHOBNEH Ha [OBOPOTHOM
wiarpopMe€ W HAcTpaHMBaeTCd Ha IMy4OK, NPOXOAAUIMiA 4Yepe3 oOpazeu. H3MeHeHue 3HakKa
MOJISAPH3ALKMHM NANAIOLIEN0 MYYKa OCYLIECTBISETCS ¢ MOMOIIbI CITHH-(uIMNNepa, npeacTaBIsoInero
coGoii CHCTeMy TOKOBBIX KaTyllleK, COJAIOIMX MArHMTHOE I0/e OIpENeTeHHOH KOH(HUIypauHH.
IUst cHUXeHHs (OHa 3ana3nblBAIOIIMX HEHTPOHOB M CATETHTHBIX BCIIBILIEK PEAKTOPa B KONBLIEBOM
KODHIIOpE DpeakTopa YCTaHOBIEH [BYXAMCKOBBIA TMpephiBaTe/lb HEHTPOHOB CO BCTPEYHBIM
BpAlICHHEM M pa3feNbHBIM YIpDaBIeHHEM AMCKOB. O6pajell pasMeilaeTcs Mexmy MOMICAMH
9JIEKTPOMArHMTa, YCTaHOBRICHHOrO Ha 3*-ocHoM ronnomerpe. Ilocne obpa3sua HeiTpoHbI MOryT
PETHCTPHPOBAThCS [BYMS NETEKTOPaMH.

’ \
3amennurens JIsyxauckosbiii  Konuveckwit \ Cnun-nunnep Yien Ananusarop
npepsiBatens  He#tpoHoson [Tonspusatop obpasua Herextops

Puc.1. Cxema pasmeinenns o6opynosanus CITH-1.

3a BpemMsa c Hayala 3Kcivtyarauud ycraHoBku CITH-1 (1985 ron) anmapatypa u
JIEKTPOHHKa [MPOLUIH HECKOJIbKO 3TallOB DPa3BHTHH, OTPAaXEHHbIX B mnybnukauusx /1-6/. B
HacTosulei pabore omnucaHel KoH(Hrypalus H NporpaMMHOe obecreyeHHe H3MEPHTENIbHO-
BBLIYMC/IMTENLHOTO Mofyias Ha Oaze anmapatypst KAMAK u II3BM PC/AT. O6mas cxema
H3MEPHUTENILHO-HAKOIMTUTEJILHONO MOMIY/ISt M aBTOMAaTH3aLMH 3KCIIEPHMEHTOB TOKa3aHa Ha pHcC.2.

Annapatypa monyns BbinmonHeHa B Buue Tpex kpedtoB KAMAK u croitku ynpasneHHs
NO3HUHOHHPOBAHHEM YITOB CIIEKTPOMETPA.
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Puc.2. Opranusaiua U3MepHTeIbHO-HAKONIHTEIBHONO MOAYIIS.

IBUraTesIH OBYXIAHCKOBOIO TpepbiBaTenst HEHTPOHOB (CKOPOCTH BpallleHus auckos 300, 600
win 900 o6/MHH) MOAKITIOMEHBI K THPUCTOPHOMY antekTponpuBofy Tuna DKT-2[1-63 c smixonHo#
motuHocThio 40 kBT, ynpasnseMoMy ot annapamyps cmabunuzayuu cosuza ¢pais npepwueamenei
(xpe#iT 3) orHOCHTENBLHO CTapTOBLIX HMMynscoB peakTopa HBP-2. TouHocTe cTabunusauum ¢assi
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npepbiBaresied - +300 mkcek npu nepuose paborbl peakropa - 207 mcex. Ilpu yxome a3l
npepbiBatesieit 6onee 1,5 mMcex B KpeHT | BblnaeTcs aBapHiHbI cHrHan paccasupoBkn ACO.

B kpeiite 2 paiMewieHa ynpamndiowias M H3MEpHTENbHas 31EKTPOHHKA. Kommymamop
cnun-paunnepa KC® nossonser npepuiBaTh TOK H BbUIAET CHTHAT COCTOSHHUA Q O HAIMYMM TOKA
B oBMoTkax cnuH-¢uunnepa (1A), NONKTIOYEHHBIX K [BYM MCTOYHHMKaM cTaGWiIbHOro ToKa
HCTI1,2 (6noku B5-47) . KC® ynparnsercs u3 kpeitra 1 curnanom CY. Hctounuk crabuibHoro
TOKa WIA NHTaHHA obmorok anektpoMarHuta (0-130B, 0-10A, TouHOCTH CTaGWIM3ALMM TOKA -
10,2%), BeinonHeHHbli Ha Gaze TupHcTopHOro perynstopa BT-1004A /7/ cosmaer MakcHManbHOe
none Ha obpasue no 12 k3. HcTouHMK ynpaBasercs aHAIOrOBHIM  CHTHAIOM  OT
yugpoananozo0eo2o npeobpaioéamens (LIATT), na Bxon koroporo nomaercs uudposoit kon KY
u3 KpedTta 1. Curnanel ¢ gerextopoB tHna CHM /8/ uepes npedycunumenu TIY W' ycurumenu-
gopmuposameru Y-8 /11/ nocrynaior B Kpeirr 1.

Annapatypa ynparleHHS MO3HLUHOHHPOBAaHHEM BBINMOIIHEHa ABTOHOMHO Ha 6ale MHMKpO-
9BM K-1520 /6/ n cnyxHuT a1 ynpasieHHs Tpems OCSMH FOHHOMETPA, IIOBOPOTOM IUIAaTOPMBI,
H IONEPEYHBIM CMeElleHHEM HEeHTPOHOBOAOB.

Annaparypa HakOIUIEHHS M YynpamieHus (kpe#it 1) noaxmodeHa k kxommeiorepy PC
AT386, xoropniii 4epe3 cerb ETHERNET mnoaxioueH K NOKanbHOH BBIYHCIIHTENILHOM CeTH
naboparopuu u OUSH.

2. D1eKTPOHHKA HBKOIUICHHR, PETHCTPALlHH H YNPaBjieHHR

Ha puc.3 noxaszaHa cxema HAKOIUICHHs [NaHHBIX, PETMCTPALMH H ynpasienus. [ns
HaKOIUICHHS CNEKTPOMeTpUYecKOoil HHPOPMaLIMM B H3MEPHUTENbHO-HaKONHTelbHOM Moayne CITH-1
Hcnonb3yercs  paspaboTasHbii M ocBoeHHbli B JIH®  komiviekT nporpamMMmHpyeMbix
cnektpomerpryeckux 6mokos BKII-4, O3Y-64 u KH]I /12/.

JerextopHbie curHaiel JIC;, nmocTymaloT Ha BXOIAbl KoMMymamopa Homepa OemeKkmopa
KHI /11/. Tlo curnany 3anpoca KHJI Ha Bbixoge épemeHnHozo koduposwuxa BKII-4 /9/
¢dopMHpyeTCcs KOA BPEMEHHOIO KaHala AETEKTOPHOIO CHIHAIAa OTHOCHTEILHO CTapTa peakTopa H
BPEMEHHOE OKHO, IIHPHHA KOTOPOrO OMNpEAeNnsderca IIHPHHOH H KOJIHYECTBOM KaHAIOB.
CMmeInanblit KoJ BpEMEHHOTO KaHama H HoMepa fetektopa ¢ KH]I nogaercs B KauecTBe afpecHOrO
KOAa Ha BXOA HaXOMNHTEILHOIO 3anouunarou4eed ycmpoucmea O3Y-64 /10/. 0O3Y-64
nporpaMmupyercs Iii paGoThl B HMHKDEMEHTHOM pexuMe paboThi MO BHEIIHEH MarucTpaiu
(M3MEHEHHE NaHHBIX, XPAHSAUIMXCA B MaMATH, HA €OMHHLY B sueiKe, aJpec KOTOPOH NPHHAT Ha
Bxogne). [lns pa3pnesieHHss CHEKTPOB NPH BKIKOUEHHOM (“TeMHad" MO3MLHA) M IIPH BBHIKJIIOUEHHOM
("ceetnas” mno3uuua) cnuH-¢unnepe O3Y-64 pa3buBaeTcd Ha ABE YacTH MEPE3arMChIO
crarycHoro cnosa B KHJI. Ilpu atom B HakonurtenbHo# namsatH O3Y-64 MOryT HakarutHBaThCs
cnexTpsl ot 8 nerekropoB no 4K BpeMeHHbIM KaHanaM Mo "teMHoi" u "ceernoi” noauuuam (TII
u CIT) c myOuHO# HakoOIUIeHHs 10 KaxaoMy KaHaiy 216,

IMporpaMmMHo ynpamisemblil pasmHoxumens umnyascos P (YP6-136 /13/), nmerommii 16
OTK/TIOYAEMBIX BBIXOJOB, MepefesiaH Ha 2 Bxofa C 8 BbLIXOJaMM MO KaXAOMY BXOILY M TNO3BOJIAET
OCYUIECTBHTh TPOIPaMMHBIH CTapT-CTONM HM3MEPEHH#l MO 3aJaHHOMY YHCNy CTapTOB, H3MEpEHHE
yucna paGoyMx CTapTOB M MHTErpaibHOrO cyera aerektopa (monutop) Kak B TIT rak u B CIL
KonuuecTso cTaproB HaKoIUIeHHS (BpeMs 3KCMO3HLHH) 3alUCHIBAETCA B CHemMuK IKCROIUYUU
KCO013, xoropslii nocne OTCY€Ta BbiaeT 3anpoc Ha npepbiBaiue B PC no L. B cuemuuxe KCO014
no Bxoay | cuuralorca “paGoume” cTapThl, KOTOpbl€ 3aT€M HCNOAB3YHTCS I HOPMHDOBKH.
CurHansl IETEKTOPOB C BHIXONOB 1,2 Bxola 2 pa3MHOXHTeNs nomaioTcs Ha sxomul 2,3 KCO14 mua
cyera Monutopa no TIT u CIT npu crpoGHpoBanuu 1o BpeMeHHOMY OKHY BKIT.

OpraHH3aius HaKOIUIEHHS CMEKTPOMETPHYECKHX [aHHBIX MO KaHaly NpsAMOro OOCTyna
HEMOCPEACTBEHHO B HHKPEMEHTHyH) MNaMsiTh 00eCrneyMBaeT MMHUMAIbHOE MEPTBOE BpeMs
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perucrpanuy gaHHbIX. MakcuManbHas 3arpy3ka Mo BXOAY HAKOIMHTEJIBHONO MOAYIS COCTAaBIAET
2,5x10° no/sec. Kommyratop nomepa perektopa KHII umeeT Ha Bxoge IpOMEXYTOYHOE
3arnoOMUHaIoLEe yCTPOHCTBO Ha 16 ciioB, 4yTO MO3BONAET 06ECIEYUTh MAKCHMANIBHYIO HMIMYJILCHYIO
3arpy3Kky uo 106 n°/sec wis 16 HeHTPOHOB.

Anpecauus u nogaya A
ynpasisowdx Koo Ha IIAIT ucrouyHuka ©AC b A
nuTaHus anextpoMarHuta (KY) v Ha L CC ‘ % :’ KP0OS |+ .
KOMMYTaTop cnuH-¢uiumnmnepa (OOUH pa3psy ° BX
u3 CY) npou3BomuTCA Yepes 6buxoOHbie ¢ cy i W
peaucmps 1,]1 KB0O2. *@ Ky [ [KBOO2 A

Bxoonou pezucmp KPOOS ciayxur :
a8 npueMa  aBapHHHbIX curHanoB AC I‘
(umubep 3aKPBIT, npephBartelb U
pacda3supoBaH, HeT BoAbl B OOMOTKax
MarHuTa M Jp., Bcero A0 16 CHr{HanoB) M OC1+8 C
curHansi cocrosuns CC (cnu-gumnmep T
BKJIIOYEH M Ap., Bcero Ao 16 curHanos), :
npH 3TOM aBapHiiHbIE CHIH&IH | P
OIHOBPEMEHHO nogalotcs Ha A
yrnpasnsomuid Bxog (L1) mns 3ampoca Ha
npepuiaiye PC. Tlo  curiany Ha J
ynpasnsiomeM ~ Bxoge B KP0O5  CTaPT b
aBTOMATHYECKH 3aNUCHLIBAIOTCA CHTHATN |
COCTOSIHHA.

3 P j¢&—n

3.0pranm3auus  NPOrpaMMHOro ?Monmop @ B‘Z‘f 1 K
obGecriedenHn ' 2 A

IIporpaMMHBIA ~ KOMIUIEKC — UIS

N Bx | M
HakKOIUIeHHY MW mepBHYHOHl 0OpaboTkn
IKCMEPUMEHTATBHBIX  AaHHBIX  BKJIIOYACT : @ z;:g A
cnemylouie  nporpammsl: SPNBASE - TN »| yp| KCO14 K
nporpamMma ynpasneHHs 6a3of HaHHBIX H ! BXx3
nepuuHOil  o6paborku; SPNMAIN - , BX4
nporpamma s ABTOMATHHECKOTO - ____’

HAKOIUVICHHS [aHHBIX M KOHTPONS 33 | po s 30e
ycnoBusMu  skcniepumenta; SPNSCAN - =%

Y

KKO012

nporpaMMa CKaHHpOBaHHS [ydKa. : :
®usnueckue OaHHble, v ,

HAaKOIUIEHHbIE B XOO€ 3IKCICpUMEHTa, H

faHHBIC,  OMMCHIBAIOLUME  YCTIOBMS €O p,. 3 BrexTpoHMKAa  HAKOIVIEHHA  JaHHbIX,

NpOBENEHHA, COXpaHsoTca B (paitax Ga3nl PETHCTDALIMH M YIpARTEHNS.
naHHpIX. Ba3a HaHHBIX OpraHH3oBaHa B

Bule Habopa OepeBbeB, KaXHoe M3 KOTOPIX OMMCHLIBAECT ONMH LMKJI PeaKToOpa U MMeET 5 ypoBHEH
pasgenienus pauHbix: Cycle (uamHsle o uukie peakropa), Method (memosmspusaimus WiH
pednexromerpua), Sample (nasubie 06 o6pasue), Measure (0 COCTOSHHM anmapatyphl
crieKTpoMeTpa) M Spectrum (umena caitnos cnektpos). Diementnl Cycle, Method u Sample
CO3HAIOTCS [OJIL30OBATE/IEM MEpE] HAyaloMm 3KCTepHMEHTa ¢ moMouwsio rporpammsi SPNBASE.
OcTanbHble 3EMEHTHl CO3AITCH aBTOMaTHueckH nporpammoii SPNMAIN Bo BpeMs H3MepeHHH.
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Kaxnoe nepeBo 6a3bl JaHHBIX ONHCHIBaETCA TpeMs painamH: ¢paiiioM 6a3bl JaHHBIX (CHCTEMHBIH
pexopa 6ashl JaHHBIX, ONMCHIBAIOLIMA €€ TEKyllee COCTOSHHE), (pafiom Katanora (IBYCBS3HbIH
CMHUCOK C pPerylsapHOil CTPYKTYpOH BCEX JIEMEHTOB TeKyILEro aepesBa Gasbl, HCIONB3YIOIIMACS s
noucka ajieMeHToB B 0ase MaHHBIX) W (aiioM maHHbIX (Gaiyl c HeperynsapHOi CTPYKTypo#, B
KOTOpbIH 3aIMCHIBAlOTCS JaHHBIE 19 KaXIOro YpOBHS JEpeBa B NPOLECCE HX CO3MaHHA). DTH TPH
¢aiina MMEIOT CTaHAapTH3OBaHHbie MMEHA, B KOTOPBIX 3allli¢poBaHbl B TOM YHC/IE HOMep LIMKJa
peakTopa B roffy M JIMYHbIHA HIeHTH(HKATOP NMOMB30BATENSA, KOTOPHIH 3anpaiuiMBaeTcs NpH BXOAE B
nporpaMMbl KOMIUTEKCA Ul 3aTPYAHEHHS HECAaHKLIHOHHPOBAHHOrO moctyna. Maiinpl 6a3bi JaHHBIX
COXPaHAIOTCS Ha XECTKOM MWCKE MEPCOHAbHOTO KOMIBIOTEpa, OOC/IyXHBAIOILETO H3IMEpEHHd,
OIHaKO MOryt 3amuceiBathcs no cerd Ethernet Ha mucku nabopatopHnix ¢aitn-cepsepoB (Puc.2)
VI8 TIPOCMOTpa M NEpBHYHOH OOpabOTKM 3KCNEPUMEHTATbHBIX JaHHBIX C pabodyero Mecra
NONL30BATEIS] BO BpEMA SKCIIEPHUMEHTa. ,

Iporpavma SPNBASE mno3sonser cosgaBaTh 3/1eMeHTHl Oa3bl JaHHBIX TNEPBbIX Tpex
YPOBHEH, IpOCMAaTpPHUBaTh, H3MEHATh HHGOPMALMIO H YHANATL 3JIEMEHTH BCEX YDOBHEH;
KONHPOBAaTh TeKylliee AepeBO 6Gasbl NAHHBIX; NPOBOAUTH MPOCMOTP CHEKTPOB M MX MMEPBUYHYIO
06pabotky.

ITporpamma SPNMAIN nepen HayaioM H3MEpEeHHH 3anpallMBaeT y MOJb30BaTeNd 3afaHHE
Ha SKCNEepUMEHT (KOTOpOE MOXET 3arpyxaTbCs H3 aiina 3anaHus) U TpeOyeT HACTPOWTHCS Ha
onHy u3 BerBeit Cycle-Method-Sample 6a3bl paHHbIX. 3aTeM OHa NPOBOOMT M3MEpPECHHE B
COOTBETCTBMH C 3aflaHKeM H TNPOM3BOAHT KOHTpOJb YCJIOBHH IIpOBEleHHs 3KClepuMeHTa. B
npouecce 3KCIEPUMEHTa NMPH OTCYTCTBMH aBapHHHBIX CHIHAIOB Ha BXxogHoM peruTpe KP0OOS
NporpaMma NEpPHOAHYECKH CO3NAET M 3amnMchiBaeT B ¢aiibl 6a3bl HaHHBIX 3/1eMEHTH Measure M
Spectrum nmoka He 3aKOHYHMTCS 3aJaHHOe BpeMs H3MepeHHH. Ilpu 3TOM naHHBIE CyMMHpYIOTCS B
yXe HMewluHecs Ha HHCKe ¢ainbl crekTpoB. B ¢ailmel cnexTpoB ayGiMpyercs Takxe
uHdopmaimus o6 aneMente Measure. Bo BpeMs H3MepeHHH MOXHO MpOCMaTpHBaTh Ha CIIEKTpe
pe3y/bTaThl TEKYIMX M3MepeHHil U HexoTtopbie ¢(yHKIMH OT Hux. HMeercs BO3MOXHOCTDb
3anucatb B 6a3y NaHHbIX (haiyipl MONAPH3aLIKH, AENONIPH3ALMH U K03¢GPHIIMEHTOB OTPAXEHHS.

Iporpamma SPNSCAN npepHa3HayeHa U4 aBTOMAarTH3alMM Mpolecca OMNpeneneHHs
npodwis NPAMOTO M OTPAXEHHOTO MYYKOB H KOOPAHHATHI HX LEHTPA C LEJIbI0 HACTPOHKH
AETEKTOpa Ha OfHH M3 MyYKOB.

TIpencraBieHHB HM3MEPHTEIBHO-HAKONMTENBHBIA MOAYNb ycremHo ¢(YHKLHOHHPYET C
1992 ropa. [anbHeiiias NepcrneKTHBA €ro pa3sBHTHA H3NoXeHa B paborte /14/.
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KOMIIBIOTEPHO-HHTEI'PUPOBAHHBIE CPEJLI JUIA IIPOBJIEMHOI'O OBYYEHHSA
11O INEKTPOHHKE HA OCHOBE AHAJIOI'CBOINO CHMYJIATOPA PSPICE

H.Mmunega, A.Ilerpos, H.Ilarnos
ILhosausckuii yHusepcurer — Ilnosnus, HPb

HepocTatkm npoBeneHUR NaboparopHbiX 3IKCNEPHMEeHTOB B YHRBEPCHTETCKOM
06pa3oBaHNy NO KHKEHEePHLIM M GHINUECKNM HAaYKaM TONLKO MNpH NMOMOINH anma-
PaTHbIX CPEACTB, TaKHe KAK BPEMAEMKOCTh, HW3Kan 3¢pQPexTMBHOCTL M nHPopMaTHB-
HOCTb, HEOBXOAMMOCTD (B HEKOTOPLIX CAyuanx) B8 paboTe C BLICOKHA HANPAIKOHWAMY
M GonbwKMY TOKaMM © T.0. YCUINBAIOT MNTEPEC K WX KOMNDbIOTOPHOMY MORSNNpO-
BaHmi0. TEOpMA 2ONENMPOBAHUA INOKTPOHHLIX CXeM Y@ Xopowo pa3pabovana [1], a
eCTb y)Xe pa3paborTkm M NPaKTUYECKOro xapaxkrepa, npusennembie B chepe obpaloea-
HMA [2]. Uenb naHHO® paboTb! - CO3RAHWE NOAXOOAALMX KOMNLIOTEPHO-WHTErpupo-
BaHHbiX cpen (KUC) ans mopenuposaHua NabopatopHeiX 3KCNEPUMEHTOB NO pas-
NUYHbIM NpeamMeTam - pasgenam 3NeXTPoOHUKN W dmanku. Mogenuposanne anext-
POHHLIX CXem NPORBOAKRTCA NPR NOMOLLM COOTEESTCTBYIOMX aHANOTOBLIX N LUPPOBbIX
cumynatopos TMna PSpice, PLogic, Design Center n 7.a.[3]. B uensx obyuerus pech-
Ma yno6HO NOAroTOBKTL 3apanee Habop TUNOBbLIX CXeM K COOTBETCTBYIOUMM pa3nenan
INEKTPOHNKK: OOLAA INGKTPOHNKA, INEKTPOHNKA CHNOBLIX NPUGOPOB, ANGPHAR INOKT-
POHMKA, INGKTPOHHLIC CXERL! NA3OPHON TOXHNUKN M AP. N aHANN3NPOBRATD HX BHIOCIE]-
cteun. Coananne KUC ans noprotoskm 6a3n: RaHHBIX, COASPXKALMX NOAOGHLIE CXeMb!
N COOTBETCTBYIOWME uCCnenosartensCkue 3anaHwA, a vakxke KUC gns nposenexms
CambiXx MCCNEeNOBAHKY TUNOBLIX CXSM CTyROHTAMRK, ABNAGTCA BAXHLIM 3TaNOM NOMAro-
TOBKM NPOGNemHOro oGyuexHuna MEeTONaMKW KOMNbIOTEPHOrO MMOMENMpPOoBaHnAa. Huxe
NPUBOAKTCA ONMMHCAHHE Pa3paboTkm ABYX NOAoGHbix KUC.

1. KKC anAa cosnpanmna 6a3bt  JaHHBIX — OCHOBDI KOMITbIOTEPHOTO MOJEIHPOBAHHA

Ha3snavenus nannoin KUC, naibisaemoit TEACHER’S MODULE (xopotko
TM -monyne npenopasavens), - co3natb 6a3y NAHHBIX, COBEPXKAWYIO HAGOP THUNOBBIX
INEKTPOHHLIX CXEM K COOTBETCTBYIOWMA pa3penas JeKTPOHHMKH, HayyaembiM 8 BY3ax. -
KUC TM pabotaeT B MHTEPaxKTUBHOM PEXMME W MMEeT CNenylowme BO3MOXHOCTH M
ocobeHoCTH:

a) Beenexue n B6iIG0p COOTBETCTBYIOWEro NPEAMETa (AUCLUMNIIMHDL), HANPKMEP
OGwan 3NEeKTPOHMKA, ANA KOTOPOro 6yneT cO3aABaTLCA HAGOP TMNOBLIX Cxem B Ga3e
A2HHDBIX, 8 TAIOK® BBOAGHWE HEKOTOPOR NONONHNTENEHOK NHOOPMALINKY K HeMY.

6) BeencHne u BLIGOP ONpeneneHHON Tembl W3 NAHHOrO npeamera. [na npeame-
Ta O6wan INEeKTPOHMKA NPMMOPHLIE TemMbl MOryT 6biTb: TPAH3NCTOPHBIS YCHNMTENM,
OnepauroxHbie yCUNKWTeNn n 1.0,

8) BBeneHne xabopa KOHKPETHBIX TMNOBLIX CXOM OANA BLIGPAHHOR Tembi. AnNA
TeMbi TDAH3NCTOPHBIE YCUNUTENW NPHMEPHLIS TMNOBBIG CXOMbI MOTYT GbiTb: Cxema C
obuien 6a3oi (OB), Cxema ¢ 06wmm ansuTTepom (O3) n 1.4. 30eCh 6CTb ABA MOMEHTA:

- Baenenne TexcToBOR MacTH, COROPXAGR HANMOHOBEHNG CXeMbl M MCCNeno-
BaTeNbCKOES 3aNAKME [NA BIONHOHNA CTYAGHTOM;

- BBeaexne rpadpuueckoro N306paxenss Cxemsl N0 NPUHATOMY CTAHAAPTY.

r) NpocmoTp n xoppexuna (NP HECGXORNMOCTH) BBEREHHON UHdOPMaLMK.

n) CoxpaHeHue BEEAGHHOR MHOOPMALMN HA BHOWHKEM HOCHTENe (HD wnun FD) c
Uensio nansHenlwero ee UCNoNb30BaHuUs.

e) Ynobcreo npu pabore ¢ KUC, xotopos Tpebyer, yto6n: ona Guina cospana Kak

nepapxuuecKan wn MOAYNbHAA C WHPOKKUM NCNONbIOBAHHMOM BUIYANLHbIX O6BEKTOB TH-
na ''MeHI0"', OKOH CTATHMECKOro M JHANIOrOBOI0 THIIA, COOOIICHNA CTATYCHOIO H BCIIOMOTd-

TeJibHOro xapakrepa M 1.a. KHC ne nomxna tpeGoBarh CrieLHANbHbIX 3HAHII 110 KOMNbIO-
TepaM H HX NPOrpaMMHPOBAHHIO M JOJXKHA H3Y4aTBCH JIErKo.

X) HanexHocTs B pa6ove, uto Tpebyer CO3NAHNA COOTBOTCTBYIOWBH 3BWMTHE
NpOTMB HeNP2BOMEPHOro BBEREHWA W CTUPaHUA WHGOPMaUMn 1 np.
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Npoexinpopaune KUC THA. Mpoextuposanme KUC TM 6bin0 cornacosaxo C
BbIIEYKA3aHHLIMN TPEGOBAHNAMY, 8 TAKKe C HauGonee NPHMEHAGMbIMY K HacTOAWe-

My BPEMEHN annaparHbIng W NPOrPaMMHBIMM CPeACTBamMN Ins 6e peann3auun. Ucxo-
AR W3 3TOr0 32 OCHOBY Gbink NpuHATE! NM3BM Tuna IBM PC XT/AT M nporpamMmHbii
A3k Turbo Pascal 8 ero nocneaxeix sepcunx ana MS DOS (V 6.0 w 7.0 c naketom
Turbo Vision) n WINDOWS (Turbo Paecal for WINDOWS unu Borland Pascal). LLinpoxo
6LUIM WCNONB30OBAHL! BCE NPEeMAMYIecTaa OObeKTHO-OPHOHTMPOBAHHOIO NPOrPamMMn-
posanus (QOTM) n roToesix 6MENNOTEK BHIyanbHBIX N HEBU3YANbHBIX O6bEKTOB (MEHIO,
CTaTyCHbI@ CTPOKM, CTAaTHMECKHEG W ANANOIoBHIe OKNHa, TOKCTOBLIA PEAAKTOP W T.J.) KoTo-
pbie NPeNNAaraloT yKkasaxHbie CPeAcTsa,B TOM HMMCNe W ynobcrsa pnin cospaxwa 6a3
NAHHBIX W WX COXPAHBHMA Ha NMCKE B BUAE PECYPCHbIX Gannos n xonnexukh [4]. Npr
MCNION3b30BaHWN 3THX MAKETOB ABTOMATHUECKM OGECNeuMBaeTCA padota C MbilbiO
3mua cnocobor 60in CO3maK HameXHbLIl noTpeSutennckuit utepdeinc KUC.
Ha puc.1 noxasaxa yHxumonanbHan aexomnosuusa KUC TM.

— BbIEOP

—— KOPPEKLINA
<MPEOMETbLI>

—— JOBABNEHUE
T CTUPAHUE
[ BblBOP

— KOPPEKLINA

— <TEMbI> :
— JOBABNEHUE

BXOA

- CTUPAHUE
MOLYIb

NPEMNOOABATENA ——BblBOP

(TM)
——— KOPPEKLIMA
) ~<CXEMbI>—— TEKCTA
——BOBABNEHUE

rPAGUKH
— CTUPAHUE

<BbIXOA
Puc.1

B rnasnom meic KMC Brniouens: deTbipe 3nementa: [ipegmemes, Tembl, CXoMb
n Beixog. Ctpyxrypa anemenvtob [Ipegssemes, Tesmb v CX0Mb! NONHOCTHIO MAGHTHYHA.
O CO3naHD! KAK NapaIUieNnbHbie, HO mpapxumcm-caﬁaauuue 066KThi, TAK YT0 3N6-
MOHT Teats! MOXeT 6biTe BHIGpaH TONLKO eCNY co3nana 6a3a naHHLIX ANA KAHHOIO npe-
AMeTa 1 BoIGPaH BMEKHO ITOT npenMer. AHanornuHa maucuuomb anemenTa CXeMbl
ot 3nemenva Temuw. Moganementot: Buibop, Koppexuus, HobGalaenue, Cmupanue, coc-
TaBNAOWMG NOJMOHIO [/IR KAMIONO K3 YKASEHKBIX anemeHTOB OAMHAKOBDIG, YTO O6ne-
T428T CO3nAHIHS 0OLeKTOE.
~ Tipr eutBope noganementa Bu/G0p ANA AAKHOIO NGMEHTE, NOABIAGTCA COOTBE-
TCTBYIOWMA CNUCOK NPESIAIETOB, TOM WK CXeM (8cnu yxKe bbin co3san) C BO3MOXXHOC-
Toi0 BoibOpa. HanmeHoBaHKS BLIGPAHHOIO NPAAMSTA (TOMBI, CXOMb!) NORBNARETCR B HKU-
XHOR YBCTH 3KpaHa B BWAE CTATHMECKOro TOKCTa W NOTOM Pa3pelasTcR BbiGop 3ne-
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MEHTa, NOAYMHEHHOIO N2HHOMY W3 COOTBETCTBYIOUISrO CMNKCKA, HMES B BHIAY, YTO He-
papxun cnepyowan: lIpegmempi --> Terusi --> Cxempl.

Mpu snibope nop3nemeHTa Koppexiua NORBNAGTCA AWANOTOBOS OKHO, CORSP-
JXauiee BCE MONA IAMUCH HAHHLIX COOTBETCTBYIOWOND IMeMeNHTa, HanprMep, HaKkMeHo-
BaHue npenmerta (Temn:, cxembl), dammnna NPENORABaTANA, aHHOTauMA W T.4. B auano-
rOBOM OKHE BO3MOXXEH AOCTYN KO BCeM NOMSM 3aNnMca C UeNbIo KOPPeKLMM.

Mpn Bwibope nopsnemskta [o62840HUS NOABNAGTCH NYCTOS AUANOIroBOE OKHO
TaKoro xe THNa, KaKk W nNpu BLIGOpe Koppexyuu, NONA KOTOPOrO KOXKHO 3aNONKWTL W
COXPaHMTb Ha AMCKe BIIOCICACTBHH, C LEMNbi0 PACIIHPEHHE Ga3bi AAHKLIK.

Mpu BoiGOpe noa3anemenTa CMuUPaHUS NOABNAGTCA TAKOM X6 CNUCOK, KaK U npy
nopanemexte Buifop, HO Teneps eCTb BO3MOXHOCTD CTEPETL BhLiGpaHHbIk M3 cnucka
INEeMEHT CO BCOW CONYTCTBYICLSH RHGOpMaLMn.

MocnepoBsatenbHOCTh CO3BaHMA Gasn gaHHpX B KMC TM cnepyiowan:

1. Benyw#a npenopasarent enibnpaer 3noneHT U3 meo lpeamern u Hauuxa-
T BBOANTL CNUCOK NPeAMSTOB M 32NNCK JAHHLIX, CBA3AHHDLIX C HRMN.

2. Norom npenogaBatent - CREUUANNCT NO AZHHOMY Npenmery, BuibupaeTt ITOT
npeaMmeT u HauKHaeT BBOAWTL CNUCOK TeM W 3anNMCK DAHNDLIX K Hua,

3. Tor e npenoaaBavesib BbiGMPaeT NO OYEpPSAr COOTBETCTBYICWME TOMbI M3
MoHIO TeMbi  HaUMHAET BBOAMTL COOTBETCTBYIOWME CNUCKM THNOBLIX CXEH W . CBA3AH-
Hble ¢ HUMH 3aJaHHA.

4. Danee nnNA KaXKOR THNOBOR CXeMbt BEOAUTCR €8 rpaduueckoe u3odbpaxenue
¥ 3anomuHasTCA B COOTBeTCTBYIOWME daln npr nomMowp FpaduUecKOro pepaxKTopz
nporpammson cucrembl OrCAD [5]. lina 3To#k uenn NpagycMmOTPEHa BO3RONIHOCTD CO-
BMOECTHOR pabotm: KMUC TM ¢ nporpamasnoik cucremos OrCAD.

5. NyukTst 2,3 1 4 NOBTOPAICTCA APYrik Npenonasarenes: - cNeuwanucTom no
Apyromy npeamerty u T.A.

KKC TM paspa6ovaHa B f8yxX BapHaHTax - ans paborm nop ynpasnexwess MS
DOS w nop ynpaenexues WINDOWS. Bropo#t BapuaHT 3HaYMTaNbHO YRobuee n Harnna-
AHee, TaK Kax Tam Cpena paboTaeT BCerna B rpaduuUecKor pexnaie, HO ero Henb3r uc-
nonn3osats Ha Kaxxpom N3BM Tuna IBM PC, yto Bbi3BaNo HEOOX0AMMOCTL B pa3pabo-
TKE W NepBOoro BapuaHTta.

2. KMC mn uccnenonaum TRNOBbIX ananoroaux mempouuwc CXen: MeToacm

I'Ipenuaauauanue nauuou KVIC - nposeneuua naﬁopa'ropﬂux SKCNePHALISHTOR
METOA0OM KOMNDIOTEPHOIO MORENKPOBAHKA, HCNONLIYR Gasy NaHHb, co3aaHryl0 KMC
TM w conepxaigyio HaGopb: THNOBLIX 3NMOKTPOHHDIX CXEM N3 PaaNHMuUHLIX Pa3nencs
anextponuky. KMC HaspisaeTca STUDENT'S MODULE (kopotxo SM - mogynb CTyneH-
Ta) U ©CNONb3YeT B CBOSH paboTe aHANOTrOBbIl CUMYNATOP INeKTPOoHMbIX cxem PSpice.

KIC SM paboTtaer B MHTEPAKTHBHOM PEXXMAME W UAZSET CNeARYIoIME BO3MONKHO-
CTH N OCOGeHOCTH:

1. Bx60p npenerta, no KoTopoMy GyAeT NPpoBOAKTECHR odyueHKne.

2. BoibOp TeMbI M KOHKPETHOR CXOMB! IR UCCNEAOBAHKNS.

3. Nposenexne CamMoro KOMNLIOTOPHOTO IKCNSPUMEHTA KAX CNegyeT:

a) Bu3yansHoe 3HAKOMCTBO € rpaduuecknm W300paXkeHnen CXeMbl W TOKC-
TOM 3a,aHUA IR BLINONTHEHMA.

6) BeeneHne CTyQeHTOM YCNOBMA NPOACTOAILGIO XOMMLIOTOPHOIO 3IKCNOPM-
MeHTa (BMp aHanu3a, NapameTpbi, BLXOOHLI? BENMUMHL! M TJ.), T.6. NNAHMPOBAHME
3KCNOePHMBHTA.

8) Mogrovoexa pa6ouero danna *.CiR pnn cumynsavopa PSpice Ha ocxoBe te-
xcrosoro ¢aina tuna *.CON, cOnepx aiero onkCaHue TONONOMMK W INGMBNHTOB HC-
cnexyemoii cxemul. Gain tna *.CON ofpasyerca B pe3ynbTare KOMNWNAUMK rpaduue-
cxoro daitna *.SCH, coamanHoro rpaduueckune papaxropor OrCAD. PaGouniz dann
*.CIR c03n26TCA B COOTBETCTBWW C NCCNEAOBATONLCKKM 3808HNEeM ¥ CHHTAKCHCOM TO-
KCTOBbIX ONKCaHWM 3apanuik, Tpedysmbim cuMynrTopos PSpice.
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r) Crapruposanue cumynavopa PSpice n nposeaeHne aHann3a cxeatb! B 3aBKu-
CMMOCTH OT 3aaHKA (21ANN3a NO ROCTORHHOMY TOKY, NePEeMEeHHOMY TOKY, BPEReHHO-
ro ananmaa m aHanuaa MyscTBuTeNsHOCTH [6,7]). MNpk ToM asTomaTiueckn GOpmMKpy-
otrca dainst *.OUT, PROBE.DAT n *.DAT.

n) Mpeacvasnenne pesynbiaTos IXCNEPUMEHTa Ha 3KPaHe B TabnuuHoR ¢op-
me nwnu B rpadr4ecKoss BuAe NpK NomolwM rpadguieckoro nocripoueccopa PROBE.

@) MoeTtopetiue NyHKYOB 6), B) W r) NpHu APYIKX 3HAUCHMAX HEKOTOPLIX M3 3ne-
FR@HTOB CXORbI. ,

) JOKymeHTHpOBaHKE Pe3yNbLTaToB 3KCMEePHMSHTA B BKHAS NEepCOoHAaNsHOro
danna crynenra n/vuny Ka npUKTepe.

4. TloBTOpeHME KOMMLIOTEPHOIO IJKCNepiKMeHTa C 1.3 ANA NPYrok TWNOBOW
CXemMbl B COOTBETCTBMY C 33/iaHKEM NPenoaasarenn Npx yecnosun, YTo 3agaktbii npe-
NOJABATONEA 3apaned NUMUT BPOMEHN IS He KOHUNNCH.

5. Ouenxa Ka4ecTsa NPORenaHHOA CTYAGHTOM WCCNeAOoBaYenbCKofn paéoTsl Coo-
TBETCTBYIOLIMA? NPENCHASATEeNEeM HA OCHOBE NONYUSHHLIX PE3YNILTATOB, CKOPOCTb W Ka-
4eCTBO BbINONHOHUA PaGOTH! N T.J. W 32aNNCH 62 B NGPCOHANbHLIA Gaikn CTYAeNT, a Ta-
K)Ke B 8pXMBHbIA Gakn Camoro npenosaBavens.

JononauTensapiMH Tpebosanmamvu Kk KMIC SM asnaworcn ewe: yno6ctso s paéore,
HArNARHOCTL, BO3MOXHOETL NErKOro OCBaMBAHWA W BLICOKAA CTONEHL HaMEHOCTH.
Wgen cnepyioman: He yrnyGnssch B K3yuenne BXOAHOro A3biKA cusmynavropa PSpice,
NPeROCTaBKTL BOZMONHOCTD CTYAGHTY UCNONL3IOBATL S0 VIR Uenelt KOMNLIOTEPHOTO
axcnepuaeHTa. NpKr 370N B MAKCHMANRHO YNPOLEGHHOM OUANOre CTYASHT 3a/aeT Bax-
HEMLWME ANA IKCNOPRMSHTE K CAMIOTO COYHOHMA NAPAMETR:! M BLIXOAKLIE BEMNUNHDL, 8
3anaHe OCTANbHLIX N2pamMeTPos W BeNMUMH, KaK W nonyuexne pabouero damna ans
PSplce, sBoaurca aBTOMaTRYeCKkM. B cny«ae neobxopumocTH CTyQeHT BCerga MoXer
o6palua1'bcﬂ K KInC SM s MmoyyeHHs BCIOMOraTebHONH Mg opMalHM.

xrupopanse KMC SM. Mpeke suifops annaparHbX n NPOrpamMMHibiX CPeacTs
npu peanuaauuu KNC Si% 6uunn yuterb: cpoenaxHe:s npw paspaborke KUC TM coo6-
pameHnn W Gbinn BLIGPaHH 76 e annaparHbie W NPorPaMmHbLIe CpeacTea, 1.e. N3BM
Tuna IBM PC/XT/AT u nporpammnan cucreasa Turbo Pascal ¢ Turbo Vision s nepaom
sapuante u Turbo Pascal for WINDOWS wnu Borland Pascal Bo stopom sapuaute. Ha
pHC.2 NoKAa3aHa B ynpowsHrom auae GyHxumoranshas nexomnosuuna KIUC SM.

pameemmmmemenns S <---HET
! ]
| BLIEOP BLIEOP BbLIBOP NPOBEIEHMUE !
H o] e >e(1) (2)-[KOHELL>----fA
INPEAMETA  TEMbl  CXEMbl 3KCNEPWMEHTA ;
) \
S —— APXVIBALIAS d
BXOA >---}
| NPOCMOTP
MORYNL  heeee] >eeee IPEAMETH! --> TEMb! ---> CXEMb --==-1
CTYHEHTA | BA3b! DAHHbIX .'
(SMm) l | :
beasad maa <4
}
L. BbIXOA >

Pmwe.2

BroK-CXems SQUIFOPUTME, ONHCLIBAIOWErc RERCTBME NPOrPaMMNOrc MOmYns
cpeab! ANA NPOBeeHKS CaMOro KOMNBIOTePHONO 3KCTIOPUMeHTa, IoKA3aHa Ha Pre.3.
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Puc.3

3ANAHUE NAPAMETPOB
- AHAITU3A

3ADAHUE BbIXOOHbLIX
BENMMYUH

NMOArOTOBKA PABOYMX
DANIOB NA PSPICE A PROBE |

<_BBElIEHWE KOPPEKLUVUN?

AHANN3 CXEMbI (CTAPTUPOBAHUE PSPICE)
W NPOCMOTP PE3YNbTATOB

EPEMEHA YCNOBWA? NEPEMEHA YCNOBWHA |
hA

HET

(2)-—{BNUCbIBAHVE BbLIBOAOB SKCHEPMMEHTA
N _DOKYMEHTUPOBAHUE PE3YNLTATOB

Mpopenanbl HeKOTOpbie NpensapuTenbHbie ucnbitTadun obemx KUC. B Gyaywem
npenycMaTpuBaeTCA AONONHeHMe 6ubnuoTexm 6a3bl NAHHBLIX C HEXOTOPbIMW  MAKPO-
MOQSNAMY INEKTPOHHLIX InemenTos [8,9].
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Abstract

The latest generation of High Energy Physics (HEP) experiments and accelerators require

complex control systems to guarantee their safe operation and to optimise their performance.
Due to their sophistication and to the very large number of sensors needed for monitoring
and control, these so-called slow-control systems tend to be complex to implement and

- increasingly expensive to maintain. This situation can only worsen with the forthcoming

Large Hadron Collider (LHC) experimental era. These problems are mirrored in research
departments of large industrial companies involved in the control of power plants, satellite
monitoring and other complex automated systems. The CICERO project [1] aims to combine
the efforts of research institutes and industrial partners to study the various aspects of this
problem. The main building blocks of a generic control information system will be
identified and designed using emerging object-based methods. The project will produce an
integrating framework (Cortex [2]), into which distributed user control objects may be
plugged and a supporting control information system for the configuration and management
of that framework. Development of Cortex will follow the ESA PSS-05-02 [3] software
engineering standards. Technical solutions will be identified in CICERO which could later
be the major components of a basic turnkey system for future medium to large scale HEP
experiments and accelerators as well as forming the basis for industrial control systems.
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Introduction

Modern HEP experiments are composed of many sophisticated (sub-)detectors each built
potentially by different institutes using different complex electronics and software. The
detectors require many sensors and actuators to ensure the stability of the experiment and
minimise downtime: one recent CERN ‘experiment, DELPHI, had over 96000 sensors. The
slow-control system of such experiments monitors the supervision and operation of these
sensors and actuators, guarantees the safety of the experiment and controls the low level
automation loops to automatically maintain devices in operational conditions.

The four CERN experiments at the Large Electron Positron (LEP) [5] collider have invested
heavily in slow-control systems [6] using large numbers of sensors distributed at critical
points to ensure stability and to minimise electronic damage. This large number of sensors
required complex electronic instruments, sophisticated read-out systems (normally VME
crates) and substantial dedicated software. The induced complexity of inore sensors has made
the LEP experiments difficult to operate, upgrade and maintain and thus less reliable. The
next generation of experiments (LHC), due for completion in the next few years, will see an
order of magnitude increase in complexity of detectors and a consequent increase in
complexity required for operational control.

Each of the LEP experiments has layered their software and distributed the functions of their
systems; to reduce redundancy in the code, each group has written layer-dedicated and
general-purpose slow-control programs. They have gone to considerable effort to employ
(commercial) databases and to design data-driven systems. This has largely been successful
only at the higher levels of experimental control. In general the LEP experiments have not
used modern software engineering tools nor a standard framework and provide no shell to
help integrate experiments into the general system; there is no general mechanism for one
slow-control component to share data and services with another.

Similar problems are confronted by the research and development departments of companies
involved in industrial automation systems for eg power or chemical plants. These problem
may be alleviated with the emergence of the CORBA [7] standard from OMG, since
industrial automation systems designed following that specification should become more
"open’ with transparent collaboration between user objects involved in industrial control
systems. The CICERO project (Control Information system Concepts based on Encapsulated
Real-time Objects) is a research and development project involving both academic institutions
and industrial partners which aims to investigate the use of object-oriented techniques and
commercial products to address the needs of complex control systems both at CERN and,
ultimately, in industry.

CICERO aims to design and build a system which allows control systems to share
information, control and analysis functions; which presents a uniform human interface;
which permits upgrades and additions without code modification; and which is sufficiently
generic to allow its use by most of the existing or future control systems at CERN. It will
provide both high level data access, abstracting objects to a level appropriate for online
control and low level data access to allow views of experimental sub-components for detailed
control. The need for expert interventions will be reduced by the use of eéxpert-assistance
facilities in CICERO and the control information system will also provide operational,
maintenance and alarm reports to aid in experimental monitoring.
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Future HEP Control Systems

The development of control systems for LHC experiments will involve considerabie problems
both of logistics and technical complexity. LHC experiments will involve many tens of
institutes and over 1,000 physicists, engineers and computer scientists from around the
world. The knowledge required to construct and monitor the (sub-)detectors will be
distributed between these institutes and it will be difficult to impose experimental standards.
The responsibility of detector monitoring will probably lie with the constructing institute and
each detector will work independently owher than for overall experimental monitoring and
supervision. There will be significant problems of information transfer to ensure that each
(sub-)detector is autonomous but can work with other (sub-)detectors for data-acquisition.

Technical constraints will be severe: LHC experiments may have more than 100,000 input/
output channels each requiring monitoring. These experiments must also operate in
potentially hazardous environments eg in radiation zones and underground conditions and are
often very heterogeneous in nature. The LHC detectors will need to have a long lifecycle
since the experiments will take data for several years and as a consequence maintainability
is an important consideration. In addition, as the experiments grow, so the control systems
should grow from an initial lab-based test system to the fully-fledged experimental system.
The cortrol system must therefore be both scalable and flexible to change.

To reduce development costs physicists are looking for partially reusable solutions to their
technical problems. The object-oriented approach to designing control systems adopted in
CICERO should ensure reusability of software where appropriate. Also the LHC experiments
are looking to incorporate industrial tools for tasks in the control system. Such products
include low-level Programmable Logic Controllers (PLCs) with commercial supervisory
software such as FactoryLink [8], Vigil [9], Imagin [10] or Monitrol [11], VME with
supervisory software (eg Damatic XD [12]) and artificial intelligence tools such as Expert
Systems (eg G2 [13]) covering high-level features such as intelligent user interfaces. It is
hoped that incorporating these ’off-the-shelf” commercial products potentially with existing
’home-made’ systems (such as EPICS [14]) will reduce the manpower needed to operate the
LHC experiments thereby reducing costs. Additionally, research and development [15] is
underway in industry to provide a generic approach to providing user assistance for operators
in the Process industries. CICERO aims to capitalise on this research and supplement it with
complex alarm diagnosis, maintenance (preventive or post-mortem) and global operational
facilities in providing user interfaces which greatly simplify HEP experiment control.

The Cortex Approach

In the recent past HEP experimental control systems have been built using commercial
products such as VME and FactoryLink. However, it has proved difficult to integrate
different commercial products together (eg PLCs with VME) and to integrate these products
with existing CERN-made control (sub-)systems. In addition, most of the implemented HEP
control systems have been based on client-server or point-to-point communication which have
lead to a problem of multiple distribution of control information by servers throughout the
system. The complex procedure of integrating control sub-systems over many (sub-)detectors
in the absence of a central repository describing the experiment and the lack of a mechanism
for standard information exchange between experimental components has lead to further
problems. In essence, what is needed is an overall framework to facilitate integration between
control system components. Such a framework (or software integration platform) should
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Figure 1. The CIM model adapted to high-energy physics experiments



go beyond defining standard interfaces, it should guarantee that commercial products can
exchange information and collaborate regardless of the organisation of the overall control
system. The Cortex element of the CICERO project intends to provide an integrating scheme
to build distributed control systems where responsibilities are distributed among nodes that
have to collaborate together.

In Cortex the concepts behind the CIM (computer-integrated manufacturing) model of
industrial control systems have been used. In the CIM model, 'integrated’ means that various
software vendors use standard interfaces, and customise where necessary, in order to deliver
a system that meets the users’s needs. The CIM model comprises several software layers in
which the lowest level (level 1, L1) consists of individual control devices such as PLCs, level
2 (L2) is the first control level for crates of PLCs or VME boards, level 3 (L3) is a general-
purpose supervisory control platform and higher levels provide general summary information
and forward information to other systems. Similarly, we can identify such levels in a typical
LEP experiment (see figure 1). Here L1 corresponds to the functions performed by VME
cards, L2 corresponds to local slow-control management of groups of sensors, L3 to the
management of a (sub-)detector and L4 to the overall management for the entire experiment.
In general, lower levels gather information, intermediate levels filter and refine the data and
make it available for monitoring at the higher supervisory levels where control decisions are
made appropriate to their domains.

The Cortex Backbone implemented on top of CORBA will be the mechanism to allow
communication between the layers of the CIM model. It will facilitate integration of control
system components and will dppear like a ’software bus’ with plug-in/plug-out components
dedicated to specific activities. The Backbone will enable nodes in a control system to
collaborate by sharing data and services over a software bus with improved performance and
flexibility of communication over the normal peer-to-peer communications. Figure 2 shows
a demonstrator system, currently under development, in which a collection of (sub-)detector
control systems exchange data and services through a Cortex/CORBA software layer. To
facilitate ongoing modification of such a Cortex control system without disturbing the
currently operating system, a stand-by development system is used in Cortex. The Cortex
Backbone will be generated from an Offline Repository which contains both a description of
the Run-Time Model (the actual online system) and a Development Model for holding
ongoing amendments to the Real-Time Model. The Offline Repository will be a database
comprising the control system architecture. Cortex will facilitate integration of existing
control systems by providing interfaces to existing control databases. The Cortex system will
be scalable to cope with the inevitable upgrades of the overall control system. It will reduce
costs during the lifecycle of control systems by providing a CERN standard, allowing
shareability and therefore reducing effort during the maintenance and upgrade phases.

Cortex and CICERO Research

CICERO will investigate firstly aspects of low-level control where information is stored in
an automation hardware and software database and from which actual automation code will
be automatically generated, compiled and installed on target platforms. Secondly, CICERO
will research high-level operational tools such as alarm handling, preventive maintenance,
fault diagnosis and user assistance in an attempt to reduce the apparent complexity of HEP
experiments by providing more refined information. Ultimately it will allow generic
operational tools to be reused in HEP experiments and industry simply by redefining the
databases used in those environments. The control applications implemenied by experiments
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using CICERO therefore become reduced in size while the common control infrastructure
increases. The CICERO project will use the Cortex Backbone as its integrating framework.

The CICERO Offline Repository will allow capture of all the configuration information
needed to describe the system to be controlled. This will include the system architecture, the
definition of data to be exchanged and any knowledge engineering data required. The
Repository will contain device descriptions, and the relationships between devices together
with a process model which describes possible alarm chains, alarm filtering schemes and any
automatic actions required by the control system. This Repository will facilitate the creation
(generation) of a new on-line system by providing the relevant information that is required
by each part of the on-line system and will incorporate version management to minimise
disruption to the operating control system.
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The CICERO Online System will provide the autonomous control required by those
responsible for HEP (sub-)detectors. Each sub-system will be responsible for its own
input/output and for its own automation. Each sub-system will be able to produce and
consume information and services from other units. In effect sub-systems are autonomous
units in a modular control system. Communication with other sub-systems will be through
a so-called Distributor whose role is to provide or request Items (data parameters or services)
to/from other Distributors using CORBA as the underlying mechanisin. Each Distributor may
or may not be a parent to one or more so-called User Controllers. These User Controllers
are the 'plug-and-play’ modules written by the detector specialists to perform the detector
monitoring and control (or higher level user-oriented functions). Each User Controller will
integrate different modules (either commercial or home-grown) and shall provide data
persistency. Controllers exchange data with other controllers through Distributors.

The CICERO Online System provides active collaberation between Distributors by the
mcchanisms of publication of and subscription to Items. These mechanisms are fully captured
in the Offline Repository and are generated to provide interfaces between User Controllers
and Distributors or between Distributors. The act of publishing Items makes data and
services available to other User Controllers or Distributors, updates and maintains data for
subscribers and allows services to be carried out upon request of a subscriber. The execution
of the service is the decision and responsibility of the publisher. The act of subscribing to
information allows User Controllers or Distributors to obtain data and access to services in
other (sub-)systems and to request the execution of a service to a publisher of that service.

These publication and subscription mechanisms allow the development of a generic
integrating framework with active collaboration between (sub-)detector systems and inside
(sub-)detector systems in a pre-defined and clear manner (through Distributors) without
compromising the autonomy of individual (sub-)detectors. So that, for example, in an HEP
experiment the Muon Chamber Detector system using FactoryLink for supervisory control
cail communicate to the Electromagnetic Calorimeter Detector system using Vigil and to the
Hadron Calorimeter Detector system using CERN-supplied monitoring and control software
transparently through the Cortex Backbone element of CICERO.

Status of CICERO

The CICERO project was approved as a CERN research and development project (RD-38)
in February 1994. Since then the project has grown and has attracted further commercial and
research interest. It has undertaken a period of specification following the ESA Software
Engineering standards [4]. Following these standards the Cortex element of CICERO has had
both User and Software Requirements [16] specified and is now undergoing Architectural and
Detailed Design. Rumbaugh’s OMT object-oriented modelling technique [17] is being used
to supplement the ESA standards with object models of the Cortex system.

The platform on which the Cortex Backbone will be implemented in the CICERO project is
that of CORBA [7]. CORBA offers a dynamic invocation interface called the Object Request
Broker(ORB). This provides the mechanisms by which modules, called objects in this
context, transparently make requests and receive responses. CICERO is investigating how
the ORB provides interoperability between applications on different machines in
heterogeneous distributed environments and how it seamlessly interconnects multiple control
object systems. CICERO will extend this architecture by adding a layer which will support
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timing and sequencing functionality at the module level. Presently Orbix [18] from IONA
Technologies is being evaluated as an implementation of CORBA.

Technical research is being carried out into the use of Object Oriented Database management
Systems (OODBMS) such as GemStone [19] for the Offline Repository of Cortex. In addition
Object Oriented languages such as C++ and Smalltalk will be used to implement the User
Controller and Distributor Objects and are being investigated. Extended graphic design
(AutoCAD) tools are being studied to define the input/output automation loops graphically
so that executable C++ code may be automatically generated for User Controllers and/or
Distributors. Finally, Expert System tools are being coupled to semantic networks and the
OODBMS to look into online user assistance facilities.

CICERO will produce a field demonstration late in 1994 or early in 1995. It aims to:

* validate the basic concepts of the Cortex/CORBA integrating scheme
* employ an OODBMS as the Cortex Repository

* investigate basic automatic code generation of Cortex objects

* evaluate industrial software for use in CICERO

* study basic alarm filtering, fault diagnosis and user assistance

Figure 2 shows the intended demonstrator architecture. Following successful delivery of the
1994 demonstrator, a further prototype will look into the following areas:

* further evaluation of basic concepts (reusability, scalability, reliability)

* preventive maintenance and knowledge-based tools

* extension of automation system production

* extended analysis facilities (alarm filtering, fault diagnosis, user assistance)
* integrated scheme extensions (generation, simulation)

Conclusion

CICERO is a collaborative project between industrial companies and research institutes to
study how heterogeneous tools for control systems can be integrated into a single generic
control information system environment. It aims to simplify the design and use of control
systems for the next generation of HEP experiments and for the control of industrial
processes. CICERO is investing heavily in emerging software techniques such as CORBA,
OODBMS, OMT and Expert Systems to ensure that it can achieve its aims.
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HOHH(‘HHI)UI CUCTCM aBTOMATHU3AIIVMKM KOHTDOJIA M YIIpAaBJICHUA
TeXHOJOTMYECKAMHE 00ObeKTaMH YCKOpHUTEJA

K.A T'yaxos, A.C YenypHos, A.B.lllymakos
HUUAD MI'Y, Mocxsa, Poccus

B.H.Bunorpanos
HAH PAH, Mocxesa, Poccua

Brenenue

BB nacroaumee spema B yckopurensnux uentpax - CERN, CEBAF, LANL, SLAC sze-
JIYTCSL WCCNEJIOBaHUS ¥ pa3paboTKy HOBHX CHCTEM ynpaBlieHHA Ha OCHOBE MCMONb30BAHUA HO-
BIIX uIlopManoHunXx Texuonoruii u DSP. Boasuloe snumanue ynenserca subopy cHcTeMHOro
obpekTHO-OpUenTHpoBanHoro uutepdeica (fieldbus) [1,2,5]. IIposenenne uccienosanuit u pas-
paboTOK TaKHX CHCTEM yNpaBleHWs ABIAECTCA 0COO0eHHO 3P EeKTHEHHM Ha 0aze KOMMAKTHOIO
COBPEMEHHOr0 YCKOPHUTENA, B KAaYeCTBE KOTOPOTO MOKET CIYHKATh NPOEKTHPYEMH COBMECTHO
HUNUAD MT'Y uw UAAU PAH paspesunoit muxporpon. K 1995 r. nmanupyercd 3aBepiiuTh
3CKU3HNN [IPOEKT HOBOro MHorocekiuonnoro yckopurens Ha 100 MsB ¢ mommocrsio nmyyka
no 100 Msr. K 2000 r. Bo3MOMHO CO3laHMe NPOTOTHNA MOUIHOTO YCKOPHUTENA 3JIEKTPOHOB Ha
10 MsB ¢ mownoctsio nyuxa 200-400 KB, upnrogsoro ana nepepaboTKu OTXOLOB ANEPHOrO
TOIIMBA ¥ IJIA PCIUCHUA APYI'MX 3aJlad B NPOMBIIJIEHHOCTH M 3KOJIOTHH. ¥YBEJIHYCHNE SHEPIHH
CHJILHOTOYHOIO HENpPEPHBHOIO NMyYKa MOMET OWTh ZOCTHTHYTO Ha OCHOBe IIDUMEHEHUA paspa-
6aTHBACMKX CBEPXIIPOBOAALIMX CTPYKTYP M COBPEMEHHBIX CACTEM aBTOMATHU3ALIMH.

1. Uroru aBroMarmsarum mepBoil 9acTU YCKOPHUTEJA

B nacrosuiee BpeMs cosnan ummerrop paspesnoro Mukporpona (PM) ¢ Makcumansrolt snep-
rueit snextporos 6.5 MsB [3,4], paboTaiomuit B HeNpepHBHOM peXUME M MCIOJIb3YEMHit 1ndA
3KCnepuMenToB no saepHolt dunyopecuenunu. Umxekrop PM ynpasnserca cucremot ynpasie-
HMA, COPOEKTHPOBanoi panee nna yckopurena PM menpepusHoro peficteua. CucreMa npes-
cTaBJAeT cODOK MHOrOypOBHEBYIO HEPAPXHIECKYI0 CTPYKTYDY, obecnedynBarouyo ZOCTyN one-
paropa K 0bbeKTy ynpaBneHud, paboTy 'cTaHHUM yupaBieHUA', CenHaIM3MPOBAHHYIO aunapa-
Typy 06paboTKH CHIHAJIOB, aHAJIOrOBhie CHCTEME peryrmupoBanua # 6nokaposok. Mcnomsayerca
orpannueHHw# nabop monynett : ALTT, MY /], ananorosuft MyasTHIIEKCOp, TaliMep, BXOAHON
M BHXOHHOH peructphl. MsMepenue oCHOBHHIX aHAJOrOBHX IapaMeTPOB, Bh/ada aHAJOIOBHX
YNPaBAAOMKEX YCTABOK,KOHTPOJIbL M BhiJlada CAIHAJIOB OCYMECTBIAETCA UCpe3 MHOIOKaHAIbHKE
ALII, JAIT u npueMonepenaTYuky C ONTOBONOKOHHHMY JHHEAME CBA3u. TeMneparypa BomH
Bo Bcex To4ykax (okono 20 B Hacroslee BpeMA) U3MEPAIOTCA C NOMOIIbIO T€PMOCONPOTHBIE-
auA TCM-50. Curuaisl co Bcex TepMOCONPOTHBIEHH IOCTYNAIOT B aHAJIOTOBOM BHJE Ha BXOX
mymprunnexcopa ALIIT (crasuus 'CBY’) u o6pabaThBaloTCA HEHTPATH30BAHHO.

Ocobennoctbio yckopuTene#f mogobHOro THHA ABIAETCA AOCTATOYHO CIOKHAA NPOIENypa
BBoa CBY-MomuoCcTR B ceKURM ¥ DOAliepaHue ONTAMANBHOTO PEXHEMA YCKOPEHHA, UTO IPH-
BOIMT K COo3faHMio cucreM cTabunusauum ocHoBHNX CBUY-mapamerpor (dasw, aMmiaTyss u
cobcTBerHOl YacToTh Kamno# cexuun). Jiaa crabunuszanmu dpasn CBUY-nons, aMnnaryns u da-
CTOTH YCHOpHTENA NPUMEHATCH aHaNOTOBLIC CHCTEMbI CTaGHHH:iau"H. PCANH3YIOIIHE NPONOPUHOHAIBHO-
MHTETpaJbHHM QJrOpDHTM PETyJIMpOBaHHA. OJTH JOKalbHHE CHCTEMH paboTaloT moj ymnpasie-
nreM CAY u obecneunBaroT KpoMe cTabuinsanug GyHKIAE yIPaBIeHHA, JOIHIECKOe NEPERIIIo-
yenHe pasnuysnx 3eMenToB CBU Tpakra ¥ 6710kHpOBKY B aBapHiHKX cHuTyanuax. HKpome Toro
peasu30oBaHh AUHAMHUYECKHE ANTOPUTMH IPAMOro Mg pPOBOro yHpaBlIeHHA, KOTOPhE IpAMEHA-
IOTCA 1A CTabMJIM3AINUA TeMIepaTyph oXJamaamwel BOAL ¥ yAepKaHUA JacCTOTH 3aJAK0MErO
reHepaTopa B 3a/JaHHOM /IMalla3cHe.
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2. TpeboBaHMA K cUcTeMaM yIpaBJeHNA 0ObeKTaMHU

YckopHTenh 3J€KTPOHOB HEOpepHBHOTO Ae#cTBUA Ha 3Hepruio 175 MaB c¢ pasbpocom no
saeprau 0.01% n nopmanuzosanuuM smutrancoM 0.05 mm*mrad coorsercrByer TpeboBanuam
COBpPEMEHHHX ANEPHO-DUIRIECKHX UCCIEJOBATENbCKEX NPOrpaMM B 06aCTH CPeiHAX W HUIKUX
3Hepruft. YCKOpUTENb COCTOMT U3 MHIKEKTOpa, npeiyckoputens Ha 6 MaB n peunpkynartopa.
Onz onpeensaoT TpeboBaHUA K CHCTEMaM KOHTPOJIA M YIIPaBJIEHHUA, a Tak#e obuly1o Konuenunio
nocrpoenna MoaynbHux cucreM (Puc. 1).

Jna TemuepaTypHOro cliexenus Heob6XoAMMa JMUCKPETHaA CHCTEeMa yNpaBJIeHHA, BKJIOYaIO0-
man noacucremy oxnawjenus, natuaku, AIII u IJAIl. Temneparypa moan crabunusupyercs
¢ tognoctsio 0,02 °C. Bpema ycrasoBkn mapamerpos 100 Hc. O6patHas cBA3b aHaJoropoi
CHCTEMH yNpaBjeHHA pe30HAHCHOH 9acCTOTH 3aMKKAETCH [OCJE NOCTyNACHUA Y¥- TAHUA PaJuo-
9acTOTHON MOUHOCTH M BKJIOUEHHA BHemHero Bo3bymaenus 6aszoBo#t vacrore. ObpaTHan cBA3b
IHECKPETHOW CHCTEMH yNpaBJeHHA TeMIepaTypolt B 3TO BpeMA Pa3OMKHYTa 1O KOMAaHAE 43 CH-
crems. CHrsan omubK¥ CHCTEMH yIpaBJ€HWA PE30HAHCHOR yYacroToit obecnevuBaer asonuii
JeTeKTop, cpaBHUBaloluit a3 MONA YCKOPHTENLHON CeKuMu u magalomero nons. Heobxonu-
MHH (pa30BHHA CABHT ycTaHaBjMBaeTCA (ha30BLIM CABHraTeNeM NO KOMaHJaM CHUCTEMH ylpaslie-
HuA. BXogHme cxeMH aHanoroBo# CHCTEMH YNpaBJIEHHA COAEPIHAT OHEPalMOHHKA YyCHIATEND,
CYMMEPYIOUIK# 2 BXOAHKX CHTHANa, Pe3yNbTUPYIOUMA CUTHAN KOTOPOro NponopuHoOHaien Ko-
curycy a3oBoft pasHMIN. AHAJOrOBHI PErylATOp COCTOMT W3 YCHJIMTENA CHCHAJIOB NATYMKA,
AH3KONI ponycKHOro ¢puisTpa B cxeM PI- komnescauun. Ilonoca vacror ananorosoro perynsntopa
40 Tvy. OntemanbHu# Ko3ddUIAEHT ycuieHHA KoMmIiencatopa 10, a BpeMa unterpuposauus 8
¢, Koa(puimenT nponopuuonanshoctu 1,5. Crabunsrocts pesonancho#t wacrota +/- 2 Kl
ARanoropas cucTeMa ynpapierua ha3solf ¢ obpaTHol caasbio nogobna. Tounocts cuctemn 0,5%.
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B ITUUA® MI'Y cosnan minkexrop ua suepruio 6 MaB3 [T]. na xoropom seayren necaeona-
HuA B obsactu meplioi duoopeciienunu [8]. FoToB K YCTauOBKE 0CHOBINC KOMIOUCHTH PClLK-
PKYJIATOPA: NOBOPOTILIC MATHUTBL € I0CTUPOROUHBIMU CTOIAMU, YCKOPAIOUUC CCKILMK OCHOBHOT'O
YCKOPUTCIIA, IJMCTPOLL, BakyyMice kamephl U T Cuerema yvopasacuus [9.10). obecucunnact
3A1YCK, HACTPORKY W BKCIIYATAUMIO NCPBOR HACTH YCKOPUTCNA.

Bropan yacri yckopurens ipectasinet cobolt peipryJIsTop, KOTOpui CocTonT i uneil-
HOIO YCKOPHTCIIA, HOJHOCTLIO allaJIONHUTIONO ¢ TOUKHA 3PCIUA YIPARICHUA SIMHCHIIOMY YCROPH-
TCJO HIBKCKTOPA, HOBOPOTHIX MallluTon, U 27 nosopotiinix opbur. Ha jaunom staue rpebyeren
€O3/Ia1NC CAMHOR CHCTCMBL KONTPOJIA ¥ YIPARICHUA BAKYYMILIM obopyiosaiinem (obuee unciio
nacocoB tuna 11QOP/1-100 10 15 wt.), eannod cueteMil Kolrrpods pajiiaiolniiodt Gesonacnoctn
- 20 10 Touck mamepenua gona, CUCTECMB KOUTPOIA CHCTEMOR 3CKTPOIIMTANNA W BoAoCHaDMkC-
nuA. Cucrema yupasicind ontnucckumy sacmeuraMu u cucremodt CBYU-nuranun mucitnoro
YCKOPHTCIIA 1IOJIHOCTHIO allajiorUuila cUCTeMe, puMetacMoit B uinkertope PN JLlan nwranua
IIOBOPOTHHKX MATIIUTOB TPCOYIOTCH KCTOMITKKK BHRCOKOCTADWILIIONO TOKA JUIA 00CCHCHCtA BhCo-
KOU OAHOPOIOCTH MaruuTioro o ua yposue 10-5 T npu nanpswennoctn marnurnoro no;n
I Tn. Han ycuemnoit npoBsoju nyuka uepes peuupryastop na kawjof nosoporinoit opbure
PCLHUPKYJIATOPA YCTaNABAUBACTCA KOPPEKTOP (B FOPU3ONTAILHOR W BCPTUKANBION 11210CKOCTH).
Obuiec uucno koppexropos aocturaer 108 mr.

Yposeiis lokaabnbix cucteM cTabuinsaitun OYICT PEAIU30Ball 114 OCIOBC CNCIKANLIO paspa-
DOTAUIINX UITCINCKTYANBUMX YCTPORCTH la Hane JIMCKPCETHRX cHrtaibinx nponcccopos (DS
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vanpuMep, cepun TMS3200XX) nas undposoit 0bpaborku curnaios (Puc.2). Ounu Oyiyr
COCTOATHL M3 TPeX HacTel: NPOUeCCOpHOe HAPO, YCTPORCTBO CBA3K ¢ obbekTaMu (1laTa aiaio-
roBoro M MG pPOBOro BRojla-BhiBoaa ¥ uHTepdenrc RS232 u untepdeirc memMonyantoro obmena
no MaructpaiabinM (Tuna MIL-STD-1553B) unu konsuennm crpykrypam.

3. Pa3BuTHe cucTeM aBTOMATH3AUUHA TEXHOJOTHYCCKAX 00BEKTOB

IpenycMoTpeHn crenyiouine 3rank pasBUTHA CHCTEM aBTOMATH3AllMH.

1. HoBaa cHMcTeMa KOHTPOJA TCXHONOTMYECKUMH llapaMeTpaMH IJJaHMpycTCA Ha 6ase HH-
terpauuu Kommiekcos PC-CAMAC u PC-VME, Brmouatouux Tpebyemutt Habop MoaynbHux
NOACHCTEM AMCTAHIIMOHHOI'O H3MEPCHHUA U YIPABJIEHUA TCXHOJOTHYECKUMU 0OLCKTaMH Ha OCIIORE
cBeToBOAOB. JlaHHaA CTaHIMA COEAUHAETCA C OENTpalbHOR MOLYAbHOR MUKpoNpoleccophoi (Ha
6aze MC680XX) cranuneit VME 110 31cKTpOHEBIM M ONITHYCCKUM KaHanaM CBA3M, obecneyrBa-
IOLEH X MHTErPALMIO € CYWECTBYIOWUMHA MOAYIbHHMHE CHCTEMAMH.

PaspaboTia HOBHX METO/I0B M CPEACTS YIIPaBJICHUA BKIIOYAET CO3/Ialine BCeX YPOBHER U nod-
CHCTEM OCHOBHOTO JIMHEHHOTO YyCKOpHTEA Ha Da3e COBPEMEHHRX MUKPONPOLUECCOPHNX CPEJACTB,
BKJIIOYAA HUAKHHE YPOBHH IIPOrPaMMHOrO JHCKPETHOrO ylpaBienuA (KOHTPONJEPH), peryiu-
poBaHKe ¢ noMombio BcTpauBaeMbix DSP, KOMMYHUKAIMOHHBIX KOJbUEBKX CTPYKTYp C JleTep-
MHHHPOBAHIMNM YIpaBJeHHEM B CETAX M CPEJCTB MHTErpajibHOrO yINpaBJeHUA YCKOPUTENEM C
ApYKECTBEIHBIM MHTEPPEHcoM HOIB3OBATEIIA.

Ha ummHeM ypoBHe 118 3aiau [IPAMOro MOC/N€I0BATENLHOIO YN PABJICHHA W PETyIHPOBaHUA
llapaMeTPOB KCCEYIOTCA BOSMOKHOCTH MCIOJIh30BaHUA MArMCTPabHOTO CHCTEMHOrO CONMpAKe-
nua (tuna MIL1553) ana ceasu MIT (DSP) u konbueBnx crpyktyp. Mcnonssyemne ananorosue
¥ JUCKPETHHE CHCTEMH yNpaBJeHUA ¢ 0OpaTHOR CBA3bIO He BCETZa MOJHOCTbIO COOTBETCTBYIOT
TpeGoBanuAM obbexTa. Henmneftnbie cBoficTBa paMOYaCTOTHHX 3JIEMEHTOB U HAaJIMYME PAa3HEIX
MCTOUHHMKOB BO3MYIllleHH#H TpebyeT UCIoIb30BaHUA OHCTPRX MUKPONPOLLECCOPOB AJIA JIOKAaJbHOTO
ynpaBnerua no 6osee ciowHuM anroputMaM. OIHH U3 BO3MOXHBIX BAapHAHTOB - HCMOJIb30BaHKE
DSP 8 kayecTBe KOHTpONIEPOB.

Ha BTOpoM ypoBHe ynpaBienus npoueccamu NMpeEANoNaraeTca WCIOJAb30BaTh 32-paspaaHye
mukponpoueccopu THna MC680xx, a Takke KonbleBLE CETH B KaYeCTBEe HOBOrO BapUaHTa MoJe-
Boro untepgettca. [n cucrem yupasnenns TpebyOTCA IBYXTOPTOBbIE€ MOAYIH AUCTaHIIHOHHOTO
M3MEpCHHUA U ynpaBienns Ha 6ase cBeTOBOJOB M KonblieBuX cTpyKTYp U MII B crannapre VME.

Ha TpeTheM cynepBu3opHOM ypoBHe MpejiioNaraeTcA HCMONB30BaTh AJA MHTETPALMU CETH
csasu c nporokonom tuna TCP/IP naa opranusaunu ssammoneicrsua pacnpenenennux DSP
¥ MukponpoueccpoB VME ¢ pabouuMu ctaHuMAME C UeJibio apXUBHPOBaHUA, aHaA3a ¥ obpa-
6oTku nannmx. Ocoboe BHMMaHHe yaenAeTcA rpaguyeckoMy HHTepgeiicy onepaTopa Ha AMC-
IJIeHHNX cTanUMAX. JlaHHHW# 3Tan ABJAETCA OCHOBONOJATAIOUWMM [UIA Pa3BHUTUA HMHTErpallHH
COBPEMEHHBIX CHCTEM H OyneT B AanbHellleM KCNONb30Bal [JIA UCCJIEJIOBAHUA H COBEPIIEHCTBO-
BaHMA BCEX CUCTEM YNpaBJEHUA YCKOPHUTEJA.

lenTpansHaa cTaHUMA CylepBU3OPHOro ypoBHA yupabaenua Ha 6asze VME 6yner coenu-
HATHCA ¢ 6a30BKM KoMObioTepoM (HanpuMep, THna microVAX), koTopwit NpeanonaraeTcA uc-
110JIb30BaTh JJA BCEX MOACHCTEM yckopuTead. Ha naHHoM ypoBHe CBA3b BHIMONHAETCA IO CETH
tuna ETHERNET.

2.BTopoit sTan nporpaMMu peayCMaTpUBaeT HCClleloBaHUA M pa3paboTKU paja HHHOBAIH-
OHHBIX TIPOEKTOB 110 HOBHM HI(POPMAIlMOHHKM TEXHOJNOTHAM. B HacToAuee BpeMa B cHCTeMOTe-
XIMKE [1a4MHAETCA NepeXod 0T pa3paboTOK PErMCTPO-OpHEHTHPOBAHHHX CTPYKTYP K CHCTeMaM
lla OCHOBC paciipefileJleHHO! MaMATH.

Jro Tpebyer MccienoBaHMi M pa3dpaboTOK METONOB CONPHIKEHHA C UCIONb3OBAHHEM 3JICK-
TPOHHBX M ONTHYECKUX JMHME CBH3M IIPH LIEPEXO/IC OT TPAAULHMOHHLIX METONOB Nepejaun co-
obuICHUA K IPAMOMY JIOCTYHY 8 GobliMe aJipecHbiC IPOCTPAHCTBA MUKPOIIPOIECCOPHHX Y3JI0H.

200



Onuum 13 waubonee coBepiieHHKX METOOB ABJIAIOTCA pa3pabaTeBaeMbie METOAN JIJIA NOJCHCTEM
pacnpejcicHHoft naMAaTk Tuna. IHa ochoBe pacupeenenHol maMATH MoxHO cosjath Gonee 3¢-
(heKTHBHBC CHCTEMR ynipaBienns, cbopa u obpaborku fauusx Ha ocHoBe MIT u nepcnexkruBunx
KOJIBIEBBIX CTPYKTYp. CTpyKTYpHOM OCHOBOW CHCTEM EBJIAETCA PHMHINIET, yIpaBJigeMud KOH-
rpoanepoM. (UBA3b y3/I0B RHMHOONHAETCA Ha OCHOBe nepenauu nakeros. llenpio gannod paboru
ABJIACTCA UCCIleJJOBaHUe M pa3paboTKa 3JTCKTPONHKX YCTPOUCTB Ha 6aze WHMPPOBHNX CHTHAJNB-
X MPOIECCOPOB AJA NMOCTPOEHUA MHTENJIEKTYaJbHHX CHCTEM PEryJlHpOBaHUA M YIpaBICHHA
saepuo-dusndeckumu ¥ CBY-ycTanoBKaMu, a Takke TEXHOJOrMYECKHMH IpolleccaMy ¢ Goub-
UIMM YHCJIOM 11apaMETPOB.

3. Coaganue coBpeMEHHHX MOAYIbHHX NOACHCTEM M MHTErpallMfA UX B E€IAUHYIO CHCTEMY
KOHTPOJIfi U YIPABAEHUA [POIECCAMM KaK YCKOPHUTENA, TaK U IKCICPUMCHTANBHOIO KOMIJIEKCa,
BRJIIOYAA 3a/1a4¥ JIMAarHOCTUKM MyYKa ¥ ONTHMU3AIINM €ro lapaMeTpoB, NO3BOJUT BePBHE obec-
IICUUTh HOBHH YpOBEHb OpraHM3alUU aBTOMATH3AIllMM M KOMIbIOTEpU3allMM NpolleccoB cbopax
JJAHHWX B 3KCHEPUMEHTANbHNX UCCJEC/IOBAHUAX, a TaKkKe ylpaBleHUA TEXHOJNOTHUYCCKUMH Ipo-
[eccaMd M ODbEKTaMHU.

4. UccrnemoBanue XapaKTepUCTUK M aHAJU3 OTAEJHHEX MOJACHCTEM M METOIOB, pealn30BaH-
HHX B aNllapaTHO-IPOrPaMMHKNX KOMIIJIEKCAX, [HO3BOJHUT IONY4YUTh B PE3yJLTATE PEKOMEH UM
N0 CO3JaHUI0 pacnpeleseHHHX MOAYJIbHHX CHCTEM C OTKPHTON apXMTEKTYpol MJIA aBTOMATH-
3aHM HAYYHHX M TEXHOJIOTMUYECKHX ODhEKTOB B peallbHOM BPEMEHH Ha OCHOBE COBPEMEHHBIX
MII-cTpyxryp.

BrBonu

1. Tlepexon Ha KosblEBbE CTPYKTY Phl MOMKET OKa3aThcH 3 EKTHBHNM JUIA CO3JaHAA O6bEKTHO-
OPHMEHTHPOBAHHEX CHCTEM aBTOMATHU3AIMM HAYUHKX H TEXHOJOTUYECKHX OOBEKTOB, a TakKe JI0-
CTHIXEHMA B JalbHelilieM Gojlee BHCOKOM NMPOM3BOAUTENBHOCTH CUCTEM C UCIIONB30BAHUEM OTede-
CTBEHHHIX M HOBHIX 3apybGeHWX TexHonormi (Bitouan Mukponpoueccopu u DSP), npu 6onee
SKOHOMHMYHAIX METOAaX MX MOCTPOEHHA CHCTEM Ha Hase HOBHX NPHHUANOB IPAMOLO JOCTyHNa K
pactipenenentoit namatu u MII, a He paa TpaAMUHOHHKX PETHCTPO-OPHEHTHPOBAHHKX METO-
JIOB nepeliadyu coobuieHull.

2. ITonyyennne pe3ynbraTh MOI'YT GHTh MCHONL30BAUK NMPU CO3/JaHUHU JAHEHHBIX YCKOPUTE-
Niefl 3JIEKTPOHOB HENPEPHBHOIO JEHCTBHA JUIA IIPOMBIUIEHHOCTH, U 3HEPTETHKH UM 3KOJOTHH.
3 obnactu Gonee 10 Mss u Momnoctu nydka 100-150 MBT rakuM yckopurenaM HeT ampTepHa-
THBH.

PaspaboTtanune MeTolm, CpeICTBa W pe3yNbTaThi MCCAeJOBaHHA B BHAEe pEKOMeHZAUud u
CTaHAAPTH3aLUK MOTYT OWTh ACIIONb3OBAHM A aBTOMATH3alMH U KOMIIBIOTEPH3AIMA JPYTHX
Hay4HHX ¥ DPOMUIUJIEHHHX OOBEKTOB.
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Abstract

A PC-based control system of the internal target station at the Nuclotron is de-
scribed. The system is based on CAMAC-control of the step motor of the station and
screen representation of information about needed beam paraineters and space-time posi-
tion of targets relative to a beam. It allows one by means of a mouse to choose operatively
a necessary target for experiment , to point a desirable algorithm of target motion into a
beam in depth and time exposure, and also to control visually the peculiarities of beam-
target interaction by means of target material radiation.

1. Introduction

Beginning with the fundamental paper [1], internal targets are widely used for
nuclear physics experiments in circulating beams. First experiments at the Nuclotron
(a strong focusing superconducting accelerator of relativistic nuclei at the Laboratory of
High Energies, JINR, Dubna) have shown good possibilities for internal target technique
(2,3]. The internal target station, which was used in these experiments, is described in
ref.[1]. The extraction of all the targets from the beam transport line, choice of a necessary
target for experiment and control of its spatial position relative to the transport line axis
are realized by means of an electro-optical device and a distant control system of the step
motor. Operative information on the ion energy, current of the circulating bean, lifetime
of ions interacting with the target and beam profiles at the target station area allow one
to choose an optimum algorithm of target motion into the beam in depth and at a needed
time moment relative to the begining of an ion acceleration cycle.

The contribution describes the current status of the PC-based control system of
the internal target station at the Nuclotron, which is being developed in collaboration

between LHE JINR (Dubna) and Institute of Physics SAS (Bratislava).

2. Description of experimental equipment and requirements on control sys-
tem

The developed system is based on CAMAC-control of the step motor of the station
and screen representation of information about needed beam parameters and space-time
position of targets relative to a beam.

Information on the magnetic field of the Nuclotron, dipoles comes in the form of
NIM-pulses. One pulse corresponds to a magnetic field (H) change of 10 Gauss. The
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interval between pulses depends on the gradient of changing the magnetic field. The
signals corresponding to a rise and a fall of the field are separated from one another.

The kinetic energy per projectile nucleon (Ex/A) is calculated at each point of
measurement of the magnetic field to its fall by means of the expression

E, - Z-H\? 1 1
= q —_
Yl y) (1)

where a = 0.938GeV/u, b = 4.95-10""Gauss™*, A and Z are the mass number and charge
of the projectile, respectively.

Information about the current of a circulating beam is fed to CAMAC as an analog
signal. The beam profile monitors based on residual gas ionization at the target station
area are used. During an acceleration cycle approximately 10 readouts from all the coun-
ters are assumed. The radiation of a scintillation fibre crossing the beam can be used as
a variant for measuring the profile of a low intensity beam.

To control the beam-target interaction and lifetime of projectiles crossing the tar-
get, two detectors registering the radiation of the target material are used. The signals
coming from these detectors are converted to ADCs plugged in the CAMAC crate. The
theoretical value of lifetiine is calculated by means of the algorithm described in ref.[5].

The control of the internal target station includes:

e screen representation of the values of A and Z for accelerating ions;

e screen representation of the type of internal targets and their characteristics (thick-
ness, effective mass number and charge);

e time representation of the magnetic field of the Nuclotron dipoles , ion energy,
current of the circulating beam, signals from the target radiation detectors and
theoretical value of the lifetime of projectiles crossing the used target on the PC-
screen every cycle of the accelerator (f= 1/10 Hz);

® screen representation of the space-position of the targets relative to the station;

e mouse-definition of a necessary target for experiment and its starting position in
space-time relative to the beam;

e definition of the direction of target motion into the beam;
e target must follow the space-time trajectory presented by means of a mouse on the

screen every cycle of the accelerator run to the next commands of the operator.

3. Hardware configuration

A block-diagram of Nuclotron data acquisition and internal target station control
is shown in fig. 1.
Description of the modules

® B-timer - it provides to measure the intensity of the magnetic field, beam profiles
in both horizontal and vertical directions (10 imbeded counters per profile) and to
define the start of measuring and the control cycle.

e ADCI - it is used to measure ion current in the beam;
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e ADC?2, 3 - they are applied to measure the target radiation registered by the detec-
tors;

o Input register - 3-bit information about the target placed in the starting position
for experiment;

e Motor control interface CAM 2.13 - step motor control. The unit was made at

KFKI Budapest, Hungary;
o CC-KK012 - crate coutroller [6];

e Motor driver-MS 0107/50 - power module used to control step motors. Produced
by MicroStep Limited, Bratislava, Slovakia (a rotation step of 0.18° ).

position signals (3 bits)

detector 2 ey
detector 1 e

ion current  =ee———

magnelic field
profile counters

cycle start signal
CAMAC
CRATE
target station
(R C
A|ALA nlo C
DID|D p.lt K
cl|C|C K
rjc 0
112{3|e]o 1
4 g.|n. 2
|
1
|
,"L\-~
/ Step. motor
f \
; mo?or/ driver PC
o distance
approx. 70 m
Fig. 1

4. Software

The program TARGET, aimed to collect some selected data from the Nuclotron
needed to control the internal target station, was written in C language. It works under
DOS-system. The program is an interactive menu driven and controlled by a mouse. It
intensively utilizes a system of windows. It is written in an object-oriented style that
ensures its modularity and easy adaptability. Commands are organized in a command
tree. In each tree node the user can proceed one level down after selecting a window by
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pressing a left mouse push-button or return one level up by pressing a right mouse push-
button. When the accelerator cycle starts, the acquisition part of the program TARGET:

e periodically reads out the values of magnetic field from the B-timer;
e periodically calculates, using (1), the values of ion kinetic energy;
e periodically reads out the values of ion current from ADCI;

e periodically reads out the beam profiles from the counters built in the B-timer
module;

o after bringing the operating target into the beam, reads out periodically signals
from the detectors of target radiation converted in ADC2, ADC3;

o calculates the lifetime of the beam crossing the target for every combination of the
target, projectiles and their energy.

During one accelerator cycle all these values and characteristics of the used target are
recorded in the computer memory. At the determined instant of time the control part of
the program TARGET begins to insert the target into the beam. The situation of time
insertion is derived as shown in fig. 2. The operator defines by means of a mouse the
space-time trajectory of target motion by a broken line consisting of three segments. The
broken line defines:

e starting space-position of the working target;

e starting time-moment and speed of target motion to the beam;
e space-time position of the target at the beginning of exposure;
e direction and speed of target motion during the exposure;

e space-time position of the target at the end of exposure;

e speed and direction of target motion out of the beam;

¢ final space-position of the target after the exposure.

Control can be also realized by the program TARGET when the speed of target motion
during the exposure is automatically chosen from the calculated value of projectile lifetime.
During acquisition, pictures are presented on the screen according to the defined display
configuration. The display configuration can be defined by the operator. In fig.3 we give
an example of a possible display configuration. The internal target station with target
space-position relative to the beam can be also displayed (fig. 4).

After completing the measurement, the recorded data (magnetic field, ion current,
kinetic energy of ions, beam profiles, signals from the detectors of target radiation and
space-time position of the target during the exposure) can be written as files. Reading
out information from these files and its looking through the analysis of other experimental
data are possible. In the program TARGET one can modify

e configuration of measurement (measuring time, number of measured points, etc.);

e display configuration (display, deletion, replacement, printing the contents) of the
above data;
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o definition of the working target, its type, thickness, effective mass, effective charge;

o definition of the starting position of the working target and the target motion tra-
jectory in space-time.

FL1-HELP Hon Au 22 15:57:39 1994
[(RucItron | Target T Hotor [ Detactor | Config [Dir [ Tn¥c TExit l

Targat 1 - CH2
Target 2 - Cu
Target 3 - Au
PEEET w=363 |
A}
Fig. 1

The entire configuration of the program can be shown on the screen, modified, stored as
file. This file can be used in the next application.

5. Conclusions

The developed PC-based system of control of the internal target station allows one
to choose operatively a necessary target for experiment, an optimum algorithm of beam-
internal target interaction and to present required information about this interaction on
a PC-screen. At present the program TARGET is adjusted along with the hardware
configuration, and the whole system is prepared for final testing in a real experiment at
the Nuclotron. The system is modular from the hardware as well as the software point of
view. Therefore it can be easily modified for other applications.
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ABTOMATH3AUKA HTEKTPOCTATUUYCCKOTO U MATHUTHOTO
(B-CIIeKTpoMeTpoB

B.T.Cuuopos, H.A Metes

Obvedunennvii uncmumym sdepunz uccaedosanuii, Hybia

Jns nakonnenus 3-ciiekTpos B obslacTu GUINKA HE3KUX SUEPIUH UCHOTLIYIOTCH 3ICKTPOCTa-
THUeCKHe U MarHuTHbie 3-cnextpomerpnl. Haxomiaenue ogioro cinexrpa B 3aBHCUMOCTH OT na-
paMeTpoB UCTOUHUKA MOKET 3alUMATL BPEMA OT HCCKOJIBKUX YACOB JIO HIECKONLKUX CYTOK.

Haa saekrpocratudeckoro fJ-cuckrpomerpa nanpsiketiue or 0 o 50000 I jomkno uame-
HATHCA C MHHUMadbLIM WaroM He bonee 1V u fo/mkHo Guith ¢TabMIILIO BO BpeMA M3MCPCHUI
110601 TOYKM CrieKTpa (M3MEePCHUE O/IHON TOUKYM CIICKTPa MGIKeT JUIMTheA oT | ceki 1o 5-6 yacon).

lna maruutHoro 3-cnexrpomerpa Tok ot O 10 400 A ¢ warom 4 MA  He JIOKCH MEHATLCA R
TeUYeHUC U3MEPEHUA OTHOR TOUKH.

ITH npeasapUTENLHBIC YCIOBUA OBA3BIBAIOT Pa3paboTUMKA CHCTEM aBTOMATHU3AMHA UCIIONL-
30BaTh /A YNpaBJeHHUA CHIEKTPOMETPOB UCTOYIMK BHCOKOBOJILTHOIO IIUTAHMA U HCTOUHHMK TOKA
C JUCTAHLKHOHNKM yNpaBleHUeM, KOTOPHE JIONKHb 0BECICUNTh UIMCHCHUEC HANIPAIKCHUA M TOKa
C HYKHOR TOMHOCTHIO ¥ CTabMIBHOCTHIO.

Buicokue TpeboBanusa, upegbABAseMbie K CTabUABHOCTH, BUHYIKJAIOT IPUIHEMATh MEpbl CTa-
GUIM3aN MM YNIpaBAAOIIETO KOMIOHEHTA B CaMoll CHCTeMe aBTOMaTi3anuu clickrpoMmerpa. [lian
3TO# uesu norpeHoBaJOCH CIIPOEKTHPOBATH U peaNn30BaTh OJIOKH ylipaBaeHuA HAIPAKEHUCM K
TOKOM CIIEKTPOMETPOB, OTBCYAIOUIHE CIIE/1Y IOUIUM YCIOBUAM:

1. Bxoasoe Bosgeiictsue - Kol UMC/IA, COOTHRCTCTBYIOWMN BCJIMUMHC 3a/laBaeMOI0 TOKa MJIN
HAlPAKEHHA. ‘

2. Buxoaxo#t curnan - Haupsenue ¢ amnanryaolt or 0 no 5 B, aubo ot 0 10 10 B ¢ marom
vimerenus 100 mB.

3. CTabunbHOCTh yNpaBAAIOUICIO KOMIIOHEHTA CHCTEMBI He Xysike 1073,

[Tpeobpazosanue roga B HaNpAKeHHe NMPH TaKoM CTADUIBHOCTH He obeclieywBaeT HU O/l
HATI. CyuecTBysoT Mioro cnocobos nosucuts crabuisnocts npecdpasosanus L{ATI snaors jo
BBCJCHUA MHKDOKOMINBIOTEPA, €IRHCTBEHHON 3aaue#t KOTOPOrO ABJIAETCA KOPPEKUKA HalpAke-
uua LIATI B 3aBucUMOCTH OT TeMnepaTypul OKpyKawIeR €pen U APYTUX AeCTabUIH3HPY OMUX
¢aKTOPOB.

v S tc spec.

Puc. 1 Ynpasndwwan uacts 3nekTpoctaTuyeckoro 3-cnekrpomerpa.

[Tockonbky BXoaHas M BHXOAHAA BeJIMYMHB PA3HOTUNHBL, JUIA pcand3auuu obpaTHoll cBA3M
nmaso npeobpasoBHBaTh BHXOAHYIO BEJUYMHY M3 aHaJoroso# B uudposyio GopMy # CpaBHH-
BaTh ee ¢ sagaHnolt. [lockonasky peannszoBarh TeXHUYECKH 3TO Npeobpa3oBanue ¢ JOCTaTOYHOR
cTabUAhHOCTBIO COKIO, TO AJMA 3THX Ucjeil MCIoNb30BaH UG POBOU BOJBTMETD C HYKHHMH
XapaKTepUCTHKAMHU, KOTOpHE rapaHTHPYIOTCH NPOU3BONUTENICM.

Tounse BonLTMETPH He U3MEPAIOT HanpAcHue bosbiic 1000 B. ns M3Mepenn#l HanpAmxe-
HUA 10 S0000 B nalo KCHOAKh30BaTh HOCTaTOuHO cTabuabHut neanrem, Hanpaxenus. Coananue
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et e o RN 1%+

TAKOIo JICAHTCNA CaMo No cehe Towe JIOCTaTOYHO COMHAA 3a/lada, [M03TOMY HCIONb3YETCA Jle-
avreas 1110000 pupmut SPELMAN| koropuit rapantapyer Tounocts 0,5

B y1oM cayuae ormnuune sakiiotnaeTca B TOM, 4TO BMECTO BHCOKOBOJBLTHOIO UCTOUHUKA NH-
TAHUA CCTh BHICOKOAMICPHEN MCTOUYHKK TOKA M MCIONB3YeTCH He JeluTellh, a 0CeJ0BATebHO
BIJHOMCHHBI PE3HCTOP JUIA UBMEPCeHUA TOKa (puc. 2).

u to spec.
TN DAC . b Heps b >

N

Puc. 2 Ynpasaniomas 4acth MaruHuTHoro:3-clekrpoMerpa

Cyuectsyer apyro# cnocob peanuzosaTs obpatnyto cBast (pHc.3), koraa xoMnbloTep cuu-
THBACT Ka/Jyl0 CEKYH/Y [OKa3aHHue BOJbTMETpA, B PeKHME [pepHBaliMd CpaBHKBACT ero ¢
3a/IAIHBIM U KOPPEKTHPYeET unciio, koTopoe noaaerca na sxon HATL.

Ul . to spec.

from comp. !

tocomp.[U/}]
<

Puc. 3. BapuaHT peanusauuu koMIObsioTepHON 0OpATHON CBA3M

P_H KA1:0 i‘ High Voltage Pawer Supply
BT-34A BERTAN M205-50P

MULTIMETER DC Power Supp
MERA V543 BERTAN Moadel 305

| o
Puc. 4 Brok-cxema aBTOMaTH3HPOBAHHOIO 3JIEKTPOCTATAYECKOTO
B-cnexrpomerpa B crangapre CAMAC.

IIporpammuoe obecneuenne TaKko# CHCTEMH MOXKeT OHTbh BHIONHEHO AByMHA cnocobamu:

1. Peanusosath nporpamMmy, KoTopas 3aHMMaeT BCe BpeMA KOMIbIOTEpAa H pealH3yeTr Ha-
KONJIEHHE CIeKTpa, BU3yajM3allAlo CNEKTPA Ha 3KpPaHe C BO3MOMKHOCTHIO H3MEHATDH MacmTab
CIleKTpa, NPOCMATPHBATh OT/AEJIbHEE €ro YaCTH, a TaKiKe 3aIUCHBATh CIEKTPH B Bue ¢daitia Ha
JHCK.

2. Peammsosars nBe nporpamMu. [lepBas W3 HMX pe3dlieHTHAa W peandsyeT HaKOIJECHHE
CIleKTpa B peUMe NIPephBaHiA, 3alIUCHBAET CIIEKTp B BHJE Qaltyia Ha JHUCK, 3alIUCHBAA KAKIY IO
TOYKy JHOO Bech CIEKTP, KOIZla OH MONHOCTHhIO HAKOMJEH.
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Puc. 5. Cnex1ph, #sMepenHne Ha 3JeKTPOCTaTHUECKOM (3-ClIEKTpOMeTpe

Bropaa suauBaerca mo jkenaHuio oneparopa M KpoMme BH3YaJIM3allHM CAEKTpa lia 3KpaHe
MOHUTOpa KOMMLIGTEPA, KaK B NIepBO# nporpamMme, faeT BO3MOMKHOCTh Y3HATh,CKONbXO BPEMEHH
HCTEK:I0 OT Haasa SKCNEPUMEHTA M CKONbKO OCTaeTcH A0 KoHlla. Taxo# cnocob paboT cHcreMul
0CBOOOKIACT KOMIIBIOTED BO BpEMA HAKOUJNCHHA [JA MCHONbI0OBAHHA B JIPYUAX IENAX.

B aroit paborte Guuu peanusoransl oba cnocoba. Ilpu mepsom caenanu caeayroune ocHo-
BHHlE LIATH AJTOPHUTMA:

[. [ToarotoBuTenbHbE onepanuy (3ajaHie HaUYaIbHHX BEIUUUH).

2. UYrenue noHurypauuonnoro dalina, KoTopult jJomxed buTh co3AaH lpeABAPUTELHO H
COJIEPIKUT HoMeDp xpeitta, 6asoBHit agpec KOHTpOANepa KpeliTa, HoMepa cTaHlKUi B KpeltTe bnoka
uH(pPOaHaTOroBoTo | YIpABJIEHUA 0 CYETUHKA UMIUIYALCOB POTOYMHOMUTCNA CHEKTPOMETpa.

3. Ilposepxka, 4To Kpe#T BKAIOYEH.

4. luanor c¢ oilepaTopoM, IpU KOTOPOM 3a]al0TCA HapaMeTpLE SKCIePUMeNTa: Havaibllafd 1
KOHeYHaA BESIAYMHB U 1Al UBMElensa NanpmExeidd WK Toka, BPCMeHa HKCIIO3HIIMKM U MEePTROC

BpeMA.
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5. Peasvsaumsa usnepenns olHOR TOUKM CHCKTPA, KOTOPa# BKIIOYACT:

a) 3aJlaliMe KOHKPCTHOR BCIRUMHN TOKA MM HATPHKCHMNI

6) HIMCPCHUC MCPIBOTO BPOMCHU, HCODXOAUMOIO JUIA ¢TabBHIAMBAIMN VIPABIAIOWCH Beay-
UMHBL OKOJIO 3aJIAHHON, CUMTBIBAHUC CHCTUMKA MMIVALCOB (DOTOYMHOKUTCA (3apCrHCTpUpO-
BalBIX BO BPCOMA NPCJIUIVILCTO H3MCPCHUA) U M30BPAKCINe NPCILAYILCH TOUKK Ha skpane
MOHUTOPA;

B) MBMCPEHUC  BPEMERM 3KCHOZHILIM, KOT/LA PCTHCTPUPYIOTCA UMIVIBCH OT GOTOVMHORKTC .

6. Ecayn ne see rodku vsMepennl, BHIOIHACTCA CIIOBA IIVHKT 3.

7. Ecnn see tourn wamepenn - ciekTp nepelucusacres w3 6vdepa na ek, Hpu sropos
C1ocoDe 3ra HporpaMMa JcAauTcs lla jIBe YacTH.

Hepsas peanusyer nognocthio NEPBRE HCOTHPE NVIKTA AJIOpHTMA. W3 ITATOrO BHIILOIHACT
Hee, kpoMe uaobpaskenunsn toku tia skpanc. Hlecrol n cetbMoil IVHET BUIIOAIAIOTCH HOAHOCThIO.
Ta YacTh Pe3HICHTHA U HC MeHACT pabore KoMmubloTepa.

Brapas uporpaMma orofpaikact Ha 3Kpale MouuTopa Haladhivio U KOUCHUYIO BEIUHUHM,
Al UIMCHCHUA HALPHKCHUA WM TOKA, BPCMeHAa 3KCIO3UILMK, MCPTHOC BPCMA. IPOJOLKNTC -
HOCTL BRCHCPUMCEHTA, BPOMA O CLO OKOIMANMA, CHCKTP. HAKOILICIMH /10 MOMCHTA HL30Ba
HPOIPAMMBL 1 BO BpeMs ce pabothl, cro MacurabDupoBanue, okHo JUIS J1eTAIbIOro NpocMoTpa
YACTCH CHCKTPA, KOJAUUYCCTBO UMITYIbCOB, COOTRCTCTBYIOMMX JHOOOH TOMKE CIICKTpa. YEasaiiyio
MapHCpPOM.

IIpu arom Bapuanrte vaMepennn BpeMf 3a1aCTCH 11 TPOIPAMMHO. a PN HOMOILK TafiMepa
KOMIIBIOTCPA.
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RU9710287

Mamepenue napaMerpoB BHBEJEHHKX [y YKOB 3apMAKEHHHX YaCTHIL
Ha yckopureabHoMm koMmiexce JIBO

A H.Bananauxos, B.U.Bonkos, B.M.I'opuenxo, U.U.Kynukos,
C.B.Pomanos, A.Il.Llapeukos
Obvedunennviii uncmumym sdepuniz uccaedosanud, Jybua

C uenbio pacliMpeHUs AMarHOCTHYECKUX BO3MOMXKHOCTER aBTOMATH3UPOBaHHHX
CHCTeM KOHTPOJIA NMapaMeTpoB yCKopuTeiabHoro komiuiekca JIBJ [1,2] 6una co-
3laHa ¥ BBellcHa B JleficTBMe ONMMCHBaeMas afnaparypa AJA U3MepeHHH HHTEHCH-
BHOCTH M NMPOCTPAHCTBEHHHX XapaKTePUCTHK IYyYKOB, BHBOAUMHX U3 CHHXpoda-
30TPOHA.

IIpy a6conmoOTHHX H3MepeHHAX MHTEHCHBHOCTH B KauecTBe JETEKTOPOB UCHOAb-
3YIOTCA MMJIOCKONapajieibHHEe BOCBMH- M YeTHPEeX3a3opHHe MOHM3allMOHHHE Ka-
mepH (MK), HanonHeHHHe aproHoM.

30HA YCKOPWTENLA 3AN YIPABIZHGR YCROPUTEAL.

|
! =500m \
| HB \
!
' HLnav 4PB |-
] t YTPARIEIME |
| | ICPHOITIE LINAOHOB | F AT WUTM
LI B T —
T A P B! C1 ]
| ‘ |
ﬂﬂnt}-iljw MEIELE L oB?2 C2
LT | THUEPATYPA iT 83 5
[ I
MBH ! :KB MACACTPANLD
FKAVAK

Puc. 1. CtpykTypHas cxeMa annapaTypH M3MepeHMA MHTEHCHMBHOCTH Ny4YKa

Haubosee oTBeTCTBEHHHM MOAYJEM annaparypH perMcTpaiuu JaHHHX OT KO-
HHM3aUMOHHOM KaMepH (puc.1) apnsercsa nuterpatop Toka nonusaunu (UT, puc.2).
OH coctout n3 npeobpasosarens ” Tok-HanpsixeHue” , BRCOKOI PP EeKTUBHONR cXeMu
KOMIIEHCALlK K BOIMOXKHHX OHOBHX TOKOB, BH3BAHHHX HaBeJeHHOA paiHOAKTHBHO-
CTBIO 3JIEMEHTOB KaMepH M KOHCTPYKUMN KaHana TpaHCIIOPTHPOBKM IIyuyKa, cob-

212



CTBEHHO MilTerpaTopa u npeobpasopaTens ”Hanpsamenue-uacrora” (ITHY). Ilpe-
obpasopaTelib ” TOK-HaNpAKeHe” BHIIONHEH Ha onepalinoHHOM ycuautele AD515L
(pupmMa ANALOG DEVICES). Peaucropu o6parHoit cBA3u noaGupaloTca TaKKM
obpa3oM, UTOGH KpAaTHOCTb UX cOOTHoWeHUs coctansianana 100 ¢ norpemHocThIO He
Gonee 1%. DBuctponefictpe npeobpasopaTesd HAa CAMOM UyBCTBUTENLHOM JHa-
nasone coctanageT 1.5 ki, 4To AOCTHraeTcA ykasaHHHMH Ha CXeMe 3JeMEHTIaMH
KOPppeKIHK YacToTHOMt xapakTepucTuku. Ha apyrux amanasonax 6ucTponeiicTeue
He xyxe 40 kI'u. Bxoguont Tok ADSLISL [ < 0.075 nA. JocTaToyHo MaiHe BXO-
JAHHE TOKH MOKHO IONYUYUTh, €CJIM [MOCTPONUTh BXOMHOM KAacKaj HA I[ONE€BOM TpaH-
auctope KIIC104A no cxeme anddepeHnidanbHOro CTOKOBOTO MTOBTOPHUTEIA.
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Puc.2. CrpyxrypHasa cxeMa HHTerparopa

CxeMa KoMIleHCallUM BHIIONHEHA Ha ABYX ONEpPallHOHHHX YCHAHTENAX B Hed
HpuMeHeHH npeunusvoHHHe pesucropH tHna C5-5B. Cxema sddexTupHO OTCHE-
HHMBaeT NOCTOAHHYIO COCTaBIAIOUYIO (POHOBHX TOKOB KaMepH 6narozxapa HaJIM4HIO
HHTerpupyioute#t eny ¢ NOCTOAHHON BpeMeHH ] c.
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Ilepenaua ungpopmanuu ot uhrerpaTopa k IBM, pacnonoxenHoft B 3ajne ynpa-
BJIEHMA YCKopHuTeneM, npoussoantca ¢ nomomsio ITHY naa noaxoro ncwiovenuns
BIMAHMA NOMEX, BOSHMKAIOMMX Ha MPOTAKEHHOR TUHMM cBA3M (~ 500M).

UT pabotaer B Tpex AnamnasoHax 4yBCTBHTEIbHOCTH C KO3PPULMEHTaMHU Npe-
obpasoBanusa 3apana b nHanpaxenue 2 * 10° B/Ka, 2 x 107 B/Kn u 2 » 10° B/Ka
coorBeTcTBeHHO. Ha Bcex AMamasoHax YyBCTBHTENBHOCTH CKOPOCTh Apefida BH-
XOJIHOro CHrHaja MHTerparopa, nogxiioyensoro xk MK, ne npesnmaer 0.3 MB/c.
Ilepexniouenne auanasoHoB pou3poANTCA AucTaHHOHHO (Gaok ITJAN). daa kou-
TPOJIA PErMcTpUpYylolieft annapaTypH npeaycMorpeld pexum “Tect”, npu Bubope
KoToporo Ha Buxogax VUT noapiaglorca 3TajoHHHe HanpsxeHue n uacrora. UT
ynpaBaserca curdanamu Taitmepa (T). B nayse memuy uMkiaMu BHBOAA IIyYKa
MHTErpaTop HaxoAuTcA B cocToAnuM ”cbpoc” ( ~ 8c). CunxpoumMnynscoM ” Hauano
suBoga” (HB) ou Ha ase cexynan nepesogutca B pexxuM ”unrterpnposanne”. [lo
oxkoHuyanuu BuBoxa ( 500 Mc) curuaisom KB sanyckaerca cxema ¢popmuposanusa
BpeMeHHoro cursana u sopor (®B1), nponyckalomas B Teyenue 1 ¢ UMNynbCH OT
ITHY unrerpaTtopa Ha Bxon cyerunka (C1). JlocTuriyTas BHCOKasA YyBCTBHIENb-
HOCTb alNapaTypH II03BOJNIMJIA [POBECTH ee KaluOpPOBKY C MCIONb3OBAHHEM Me-
TOAMKH CUMHTHJIAUMOHHHX CYETYMKOB HAa BHBEJEHHOM Ny4yke ANep yrjiepojaa npu
MHTEHCUBHOCTH ~ 10 wacTMn/UMKN B yCNOBMAX, KOTHA BEPOATHOCTH NPOCYETOB
KpallHe He3HauyuTeNbHa. OKCIIEPHUMEHTH IPOBEJEeHH IIPH HECKOJNbKMX IHEprMAxX
BHBeleHHOro nyuka. Pesyaprar kaauGpoBkuM - BeauumHa 3apaga, o6pasyeMoro
onHOM yacTuueh nyuyka B pabouem obrveme UK npm onpenenennux nasaenuu u
TeMnepatype rasa. Jna ydera nonpaBok npu obpaboTke naHHHX Ha 9BM B Ka-
MAOM UMKJIE M3MEPEHMA [IPOM3BOAMTCA PErucTpauMa JaBJeHUA ¥ TeMNepaTypH.
Otobpaxenune uHPpopManun o6 UHTEHCHBHOCTH BMeCTe C JPYTMMM rapaMeTpaMu
CHCTEM BHBOJA IyuyKa IPOM3BOAMUTCA HA 3KPaHe IIBETHOTO TEJIE€BU3MOHHOIO MOHH-
topa (ML[TM - unrepdetic MonuTopa).

[Iposesennne uccnenosaHMsa IOKasaly, YTO BBeJleHHaA B JIeACTBME anmnapa-
Typa [O03BOJIAET NPOBOAKTL abCONIOTHHE U3MEPEHUA MHTEHCMBHOCTU B JHalla3oHe
10%..101? OIHO3aPAAHHX YaCTHL/UMKI C NOrPEMHOCTHIO He Golee +3%.

Hapsany c obecneueHMeM KOHTPOJA OJHOTO M3 OCHOBHHX MapaMeTpPOB BHBe-
JE€HHHX NMYYKOB, CO3JaHHHE JHAaTHOCTHYECKMe CPeACTBA NMPEACTABIAIOT WIMPOKHe
BO3MOHOCTH AJ1fi 3KCIIEPMMEHTATOPOB M0 ONITUMM3alUMK PEXMMOB BHBOJA M TPaHC-
NOPTUPOBKM NYYKOB K PUINUYECKMM YCTAHOBKAM.

Jna M3sMepeHMA NMPOCTPAHCTBEHHHX XapaKTePHCTMK AYYKOB B KaHajlax Me-
AJleHHOro BHBoAa [3] npuMeHAIOTCA ABYXKOOPAMHATHHE MHOrONposoiouHKe (30x30
CHTHAJILHHX HUTER) nponopunoHanbHuHe uonusaunonnue kamepu (ITHK) B ana-
JIOTOBOM peKHUMe.

Annapatypa npeasapurenbHo#t perucrpauuu curtanos or [IMK pasmewena
Ha KaHaJlaX TpaHCIOPTHPOBKHM NyukoB. Ee ocHopHHe y3nu - npeobpasoBaTenu
” TOK-HanpAameHHe” M aHaNorobHe komMyTaTopH. [Ipuem Hakonnenne u obpaborka
RaHHHX NPOUSBOAUTCA B MecTe pacnoaoxenus IBM (san ynpasnenus yckopure-
neM). Annaparypa Braiouaer TafiMepHHe YCTPOHCTBA, IHHeHHe NDHEMHUKH CH-
rHanos, aHajnorouugposHe npeobpasosatenu. [lepeupcieHHoe nUarHocTHYecKoe
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obopynosanue BXOAMT B COCTaB aBTOMAaTM3MPOBAHHHX CHMCTEM KOHTPOJIA M yIpa-
BJleHMA [lapaMeTpaMyu BHBoJa I1yuka [4,5].
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Puc.3. CtpyktypHasa cxeMa npukamepiioft aniaparypH

CrpyKkTypHas cxeMa npukaMepHo# snexkrponHoit annaparypu (IIUK) noka-
saHa Ha puc.3. Bxoxnne pesuctopu 20 MOM u emkoctn Kabeneft cpasu ¢ IINK
o6pasyioT PpUALTpyIOUME LeNH, yCpeJHAIolMe TOK KOHK3alMK MO BHCOKOYACTOT-
HHM coctapiafiomuM. IIpeobpasoBarenu ” TOK-HanpAMeHHe” BHIOJHEHH Ha orne-
paunoHHuX ycunurenax (OY) K544Y/I1A, koTopHe MMEIOT MallHe BXOAHHE TOKH,
BHCOKYIO TepMOCTabMJILHOCTh M HOPMMPOBaHH IO mymMaM. B mpouecce Hanaaku
OV 6anancupylorca a0 yposHsa BhxopHoro Hanpsxenua 0 £+ 0,5 mB monGopom
NOCTOAHHHX pe3ucTopoB B uenax 6anancuposku. BxoaHHe pesucTopH M AMOAH
K503 BHNOAHAIOT GPYHKIMH 3aLMTH OT BO3MOXKHHX NepeHanpaxeHut, BH3HBA-
eMHX 3JeKTpuuecKuMu paspaaamu B pabouem o6veMe ITUK, apapuftHuMyu 3aMH-
KaHMAMH CHTHAJbHEX HUTEN HA BHCOKOBOJbTHHE 3JIEKTPOAN B Pe3yJibTaTe OGPLIBOB
u 1.4. [Ipeo6pasopaTenu ” TOK-HaNpAKeHNe” MMEIOT CTyNeHYaToe pPeryauMpoBaHue
YyBCTBUTEIBHOCTH.

64-xaHaNbHHR aHaJOrOBHI KOMMYTATOpP BHIOJHEH Ha YeTHpeX MMKpOCXeMax
K591KH3. KomMmyTaTop ynpasnserca BHEIIHMMM CHTHalaMu ” cb6poc/paspeumenue
taktHpoBanus”’ (CPT) n "takta”. ®@opMuposarenn ciykeGHHX HMIYIbCOB B
MecTe pacnonoxenus IBM, renepupyionue Ha BXOoAHHX coraacyiomux (50 Om)
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pesuctopax SIIUK curnanw yposneir TTL, obecneunsalor HajekHoe ynpasie-
Hue npuKkamepHoft annapatypo#. Kampaul# KoMNIeKT annapaTypH COmepkHT pe-
TPaHCMUTTepH caykeGHHX curHanos (Mukpocxemu K531JIA16), uto nossonser

NCNOoJIL30BAaTh TOJLKO ABA MarucTpajibHHX Kabenda aAna ynpabiieHHA JNIOOGHM KOJIM-
YecTBOM M3MecpHTelient.

I'napHan ocobennocts SITUK, cyumecrBenso oTiuuaowan ee or annaparypH
NpeAH/y X BEPCHA, COCTOMT B IPUMEHEHUH yCTPoicTB BHGOpku-xpanenna (YBX,
mukpocxemu K1100CK2), sratoueHHnx Mexcay npeobpasoparensmMu "Tok-HanpsxeHue"
M aHajorosumu komMmyTatropamu. Ilpumenenue YBX nossonser nonyuats upe-
a/bHHe ” MrHOBeHHHe” npodunn nyuka. PeanusyeTcs BOMOXKHOCTb perucTpaLuy
npo¢puneRt, OTHOCAIWMXCA K OAHOMY MOMEHTY BPEMEHHM, B CHCTEMaX C NOCAENOBa-
TeabHuM onipocom [TUK.

30Ha YCKODHTONAR I 38 YUpABNEHEA YCKOPKTeXeM
~ 500
1
QILM-01 BXOH CAM.4.31-11]
MK (4AiMN-03)
TARTH . =
B32 Al
copas SHT-01
90 90 B3I Ton(KCT) , T2
x 1y [
0 S
crapr(HCT)

IMK-3 |
NETAHES, M1OPOXJMYOHNO m ' Marderpass
TYBCTBETSABHOCTR KAMAK

EP COK0S HANDARSHHE MBH

Puc.4. CrpykrypHas cxeMa annapaTypH npuMeMa ZaHHHX

Jlanee, noasnaerca BoamoxHocTh TecTupoBaHua IIUK u saexTponnoit amna-
PaTypH MyTeM MOAAYM MCMNKTATEABHOTO UMIYIbCa HAa BHCOKOBOJbLTHHE 3JEKTPOAH
KaMepH.

B npouecce anntenbHux crenaosux ucnuranui UK b pexume cranuposa-
HHJA N0 BCEM KaHaJlaM yCTaHOBJIEHO, YTO NPH OTCYTCTBMM MH(pOPMaLlHH HA BXOAAX
H3MepHuTeJiel U H3MEHEHUHM TeMNepaTypH OKpykaiomeft cpeau Ha 20°C yposun
OTKJIOHEHHA OT HYNA BHXOLHOrO CHIHaJa B MeCTe NpKeMa AAaHHHX He [peBHUaloT
+1 MB.
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KoHcTpyKTHBHO mnpMKaMepHas annaparypa BHIIONHEHa Ha UeTHpeX IIaTax
KAMAK, pasmemennnx B 6oxce paaMepamu 90x210x390 .am.

CTpyKTypHas cxeMa anmapaTypH lpueMa M Hakomjenua nadHHux ot [TUK
nokasaHa Ha puc.4. BpemeHnnHe guarpaMMu paGoTH NpejcTaBjleHH Ha PHUC.J.

BuBoj nyuka npousBoAMTCA Ha IJIATO IIIaBHOTO MAarHKTHOIO IIOJIA YCKOPHUTEIA.
B npouecce BHBOJA OCYMCCTBAAIOTCA MHOIOKpaTHHe M3MepeHua npodunen [6].
OxHa u3 Henell yKasaHHOA oNepaiMy - perMcTpaluA BOIMOXKHHX HeCTaOMAbLHO-
cTel My4ka M JanpHeilliee ycTpaHeHue BH3BaBWHMX MX ¢akropos. Ha ocHoBaHHM
3THX M3MEepEeHHUN OnpeneldloTCA TaKke MHTIerpajbHHe 3a BpeMf BHBOAA XapakKTe-
PMCTHKM Nyuka. Bce kaMepH, noakmioueHHHe k OBM, OIpaIIMBAIOTCA OJIHOBpPE-
meHHo. Hauanbnaa sanepika u mepuop onpoca MK onpenensiorca spemen-
HHMMU llapaMeTpaMM PacTiKKM NMyuyka H XapakTepoM paboTH AMArHOCTHUYECKOH
annapatrypH. IIpumeM M HakornjeHue MHGPOPMAUMHK B KaKAOM LMKIE YCKOPHTEIA
npoussoaurTca 6ea yuactua JBM.
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Puc.5. BpeMenHne anarpaMMH paboTH annapatypH
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OnurHas skcnayatanua aByx kommiaekTos SIIMK noaTsepauna npasunasHocTsh
TeXHUYECKUX pelleHMH, MCIONb30OBAaHHHX NPH CO3JaHMM annapaTypH, IOKa3aja
ee BHCOKYIO Hafie)XHOocTh. K HacToAlleMy BpeMeHM y)e M3rOTOBJIEHO ¥ BBEJEHO B
skcnayatauuio 6osee 10 xoMniaexToB usMepuresest.

Jlureparypa

1. Boakos B.1. u ap. B ¢6.: Tpyau ceapmoro BcecolosHoro  cosemanus no
yCKOpUTeNAM 3apskeHHHX yactul. Jybua, OMAU, 1980, 1.2, ¢.268.

2. Bananaukos A.H. n ap. Coobumenne OUAU 9-88-396, Iy6una, 1988.

3. Bacuauwun B.B. u uap. Cooburerine OUAN P9-6973, ly6ua, 1973.

4. Bonkos B.A. n ap. B ¢6.: Tpyan ceapmoro BcecolosHoro coBemaHus 1o
yckopuTenaM sapmkeHHHX yactul. Jdy6na, OMAU, 1980, 1.2, c.268.

5. Banauaukos A.H. u ap. Coobmenne OUAN 9-88-396, Ily6ua, 1988.

6. Boakos-B.1., Kyankop U.U. Coobuienne OUAUN 10-12498, ly6ua, 1979.

218



i

€ S R S <

R

RU9710288
BAOK OTBOPA U COXPAHEHUS BUIEOU3OBPAXKEHUS

J1.Qumumpos, I''I'eopaues, H.Bankos
Muemumym sigepnuix uccacgoBanui u sagepnioll snep2emuku bAH.

Codusi, boazapus

B.Boakos*
*Obvegunenmoili uniemumym sigepHuix uccacgoBanui. Jly6na

I:-mail: ivankov(@bgearn.bitnct

baok ombopa u coxpanchus BugeousoGpaxkenust (Frame grabber)
Buinoanci 8 Buge Mmogyast KAMAK cgunuunoti wupuiint u umeem Bxog gas
cmangapmiiozo  Bugeocuznaaa. M3- omozo cuenaaa no Buympennet uau
Binecwnet komange usobGpakenue pasmepom 256x256 mouck npeobpasyemcs
B BocomubuimoBoili yudppoBoli kog u sanomunacmes B cobemBennoii
Bugeonamsimu Gaoka gast nocacgyloweti komnulomepuoii 06paGomku.

baok-cxema Mogyast npuBegena na pucynike.

Komangur KAMAK  nemngpytorca B 61oke  CML u nocmynalom
gast Buioaticnust B 6a0k CNL. Kpome smoeo, B8 CNL nocmynalom ecmpounnic
I1S  u  kagpoBuic VS  cunxpoumnyacur ¢ BuixogoB  omgeaumceas
cunxpoumnyancoB SD, cuznaa nepenoancnus OVIE agpecnozo cuemuuka AC.
a makske u cuenaa Bucuniczo szanycka sanomunanus kagpa EXT START. B
3aBucumocmu om cocmosiius Mogyass CNL - popmupyem omBemin DIW-X,
DW-Q u DW-1. u BuipabamuiBacm cacgylowue ynpaBasowue cuznidaau :

- RDA - cuumuBanuc  agpecnozo  cucmuuka  AC. llpu  Hmom
omkpuiBalomes Gypepul RAB. '

- RDD - cuumpiBanue Gatima us namsimu SRAM fagpee ykaszan ACY.
Ipu smom omkpuiBalomes Gydepul RDB.

- WRA - sanucu B anpecHsbiit cueryux AC. |Ipu hmom omkpuiBalomest
Oydepul WR.

- WRD - sanucn 6alima B namsms SRAM  /agpee ykasan AC/. 1lpu
amom omkpuiBalomest Gypepu WB.

- INC - unkpemenmupoBanue agpecnozo cuemuuka AC .

- WVD - sanuce Galima  wu3 aHanoroundpoBoro npcobpasoBameas
ADC 8 namsimb SRAM  /agpee ykasan AC/. Hpu rmom omkpuiBalomes
Oypeput WVD.

- CLK - makmoBuic uMnyancot ¢ yvacmomoii 6,75 MHyz gas dGuicmpozo
napaaacabnozo ADC. Cucmema paszoBoll cunxponuwsaguu  cunxpouusupyem
pabomy Mogyast ¢ Bugecokamepoii.
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CAMAC DATAWAY
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YN
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N
pW-X
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(2+C)S2
CAMAC | NA(1)F(8) CONTROL
OW.N LOGIC NA(1)F(10) LOGIC
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DW-S1 NA(8)F(24) RDD
W62 NA(8B)F(26) WRA
DW.C NA(0)F(24) WRD _
W2 > { _NA(O)F(26) . INC
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NA(0)F(1) CLK
NA(0)F(16) R
NA(0)F(17)
o)_EXT START
7
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-'39-9-: OVL
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S K
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E'E VIDEO IN mmuﬁ
SD HS
ety
— VS | ck ] _WVD_
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CNL BuipabamviBaem makke u cuenaa Bhewnell cunxponusauyuu
SYNC, cunxponnwbili ¢ kagpoBbiM cunxpouMnyabcom.

Homep navaabnoli cmpoku kakgozo kagpa u Homep HauaabHoli
mouku kaxkgoli cmpoku 3anucviBaemozo u3z06paXkenus 3agalomcst
Bcmpoennvimu B CNL npozpammupyeMbiMu /nepeMbiukamu/ cuemyuukamu go
255.

B caegyloweli mabauue onucannt Bce geticmBylowpjue KAMAK

komangw:
Komanga OnucaHue Q X
(Z+C)S2 UHUYUaAu3ayus MOgyas L 1
NA(1)F(8) npoBepka 3anpoca 1 1
NA(1)F(10) | c6poc 3anpoca 1 1
NA(1)F(24) | 6aokupoBka 3anpoca 1 1
NA(1)F(26) | pa3z6aokupoBka 3anpoca 1 1
NA(8)F(24) 6A6kup08ka Brewnez0 3anycka 1 1
NA(8)F(26) | paspewenue Buewnezo 3anycka 1 1
NA(0)F(24) | 3anpem 3anucu Bugeokagpa 1 a)
NA(0)F(26) | cmapm 3anucu Bugeokagpa 1 a)
NA (0)F(0) cuumsiBanue agpecnozo cuemuuka /R1-R16/ 6) 1
NA(0)F(1) cyumsiBanue 6aiima namsimu /R1-R8/, ¢ B) 1
nocaegylowum  unkpemenmupoBanuem
agpecHo20 cuemuuka
NA(0)F(16) [ 3anuce B agpecHoti cuemuuk /W1-W16/ 6) | 1
NA(0)F(17) | 3anucb 6alima B namamu /W1-W8/, c 6) | 1
nocaegylowuM  unkpemenmupoBanuem
agpecHozo cuemuuka
3ameuanus:
a) X=0 ecau ne nocmynaem Bugeocuznaa
6) Q=0 ecau Mogyab Haxogumcs B pekume 3anucu
Bugeokagpa
B) Q=0 ecau Mogyab naxogumcs B pexkume 3anucu
Bugeokagpa uau nocae nepenoAHeHUss agpeCcHO20
cuemuuka npu nepegaue MaccuBa /STOP MODE/

Baok ombopa u coxpanenus BugeousobpakeHus npegHa3HaueH gas

HabalogeHuss u konmpoass mpaekmopuu nyuka na Hykaompone 8 ABO -
Hy6na, no nockoavky pabomaem co cmangapmubiM BugeocuzHaAoM, mo
cywecmByem Boamoknocms u gasi gpyeux npuMeHeHull.
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CucreMa mmaKeTHOTO BBOZAa M BHBOJA M300paKCHMM
1A HeUTpOHHO#R pazaumorpadun
Ha 6aze [I9BM IBM PC XT/AT

O. Apapsaz, B.C. Puxsuuxutt
Obvedunennvili uncmumym adepuvir uccaedosanui, Jybna

1. BBEJIEHUE

Ha agzepnom peaxrope UBP-2 /1/ JIH® OUAU nyukoBu# xasan MHoroueneBoro mpu-
MEHEHHA MMeeT J 3KCIEePDHMEHTa/lbHHE YCTAHOBKH C HponeTHHMHM Gasamu 7,2, 15 u 27 M ¢
ycrpo#icTBaM# ¢GOPMHEDPOBAHUA HERTPOHHBIX MYYKOB ¥ AeTekTopaMH. CTaTHueckan welTponnan
paamorpadua oCyLUIECTBIAETCA Ha BCEX IPOJETHRIX 6asax, a AMHAMHMYeCKas ToabKo Ha 7,2 M Baze
C BO3MOXHKIM BHOOPOM 3HEPreTHYecKoro MHTepBaja HeitponoB or 1,0 o 1073 5B no metouy
Bpemenn nponera /2/ . Wcnonsaosanue Buaeotrexuukn ¢ kousepropoM ZnS(Ag)+°LiF nosso-
nfgeT monydaTh HarjAfHoe YepHo-Gelloe UM liBeTHoe u3obpaernue obOBeKTa 3a OmHy BCHLIIIKY
peakTopa npu 3¢ @deKTUBHON JIATENHHOCTH UMMYIbCA TEMJOBHX HeHATpoHOB Ha 3Toit basze 1,5
MC  4acToTe cieoBanuA 5 ¢!, AHanns w3ydeHUuA MeJIEHHHX M BHCTPHX MPOHECCOB liepenoca
BOJIbl, BOAOPOJa, OPTaHMYECKAX KUAKOCTER B KaTamusaTopax, copbaHTax, nemeHtax u Heronax
C TIOMOIIBIO CTAaTHYECKOH M AMHAMMYECKOH paiuorpaduH, a TaKKe [0 raMMa-KBaHTaM, BO3HH-
KaIOWMM [Ip¥ 3aXBaTe HEWTPOHOB BOJOPOJOM, MOKA3HBAET, YTO AaBTOMATH3MPOBAHHME CHCTEMBI
obpaboTku u3obpameHut OyAyT DoJe3HH B MPHUKJIAJHWX HCCIEIOBAHUAX.

Bonpoc 6rcTporo 3salioMAHaHHA HECKOJBKHX MOCJIENOBATENbHBX KaJpOB NPEACTABIAET IKC-
MepUMEHTANbHR ! MHTEpeC ANA U3y9eHHA AHHAMHEKHE OHCTPOro W3MeHEHUs ONTHYECKOro u3obpa-
MeHHs pajuorpaduu nocne GUIMIECKOro CTapTa GHCTPOro MMIynsCHOro peakTopa MBP-2,
KOTZIa HYJKHO HCIIOJIb30BaTh BECH CKOPOCTHOM pecypc anmaparyphl.

OnucusaeMas cucTema cbopa ¥ aHaNKM3a KaK CTATHYECKHX, TAK U IMHAMAYECKHX BU3YasibHBIX
JaHHH X HERTpoHHOM paauorpaduu Braoyaer B ceba [IIBM, cosmectumyio ¢ IBM PC XT/AT,
HEeCTaHJAapPTHHH BUAEONATHHK, MOCTPOEHHH ! Ha OCHOBE CYLEPBHAMKOHHON TeNeKaMeph, lBer-
HOM IIONyTOHOBWit MOHHMTOp JJIA BHyaJH3alUMH H300pameHu# M uHTepdeficHyIO naTy BBOJA M
BHIBOJIa H300OpakeHHH.

B uuknnueckoM pemuMe 6ucTporo HAKONJIEHHA JaHHHE 3alMCHBAIOTCA Ha HMJ, caymauniui
IUiA TIepeHoca NaHHHWX Ha Ipyrue Oosiee MOLIHBE BHYMCIMTENbHBIC MAMHH ANA AanbHeRmch
06paboTku 3KCrepUMeHTalbHON HH(pOPMALHH.

2. TPEBOBAHHUA K PEAJIM3AIIUN CUCTEMDBI

1. CunTmBanue mAdopMandm, npeobpasoBanue m 3anuch ee B kaaposyio namarts (KIT)
npon3BoguTcA B Temue paborn TB-kamepw, T. e. 3a omuH TakT paboTH KalApoBO# pa3BEpTKH
B KII sanucuBaerca sech kanp(65536 snementoB auetiku namnat). Jlna nepenoca kagpa u3
KII na MaruuTHH# Auck TpeGyerca BpeMA U COOTBETCTBEHHO B 3TO BPEMA IPOUCXOMNT HOTEPA
KaapoB. B onucaHHMX paHee cHCTEMax BRIONHAJCA BBOI OJHOIO KaJpa.

B nanno#t pabore B peansHoM BpeMeHH PETUCTPAPYETCA HCKOTOPOE KOJIKYCCTBO KajpoB,
CHUMAEMHX MOAPAJ Ha HYUYKe peaKkTopa ¢ MepeHocoM ux Ha MaruuTHu i Auck [IIBM 3a spems
MEXJY BCIHUIKAMH. '

2. Jlna cobnonenna odepeaHocTy AeHCTBHA HEOOXOAMM CHIIX POHH3UDY IOWA M UMILYJIbC, KOTO-
pHi#t HCIONbL3YETCA IJIA NOCJIeJ0BaTebHOrO BHIIONHEHHA PAJla MaroB, BIJIIOYAA JOCTYI K HHYCHKe
MaMATH, IOCTYN K NepudepuAHKEM ycTpoicTBaM U BuuoaHenue koMana. Jlus jocryna k sucitke
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naMATH, nanpuMep. Tpebyveren neckonbko Taxton. Aas IBM PC XT sto 210 ue x 4 takra=340
1.

[Tpu popmuposanun naobpamenuit MUHUMAIBIILIC 3NCMENTH 1PCACTABIACT COBOR TOUKH W
KaKJOM TOUKe COOTBCTCTBYCT oaia mAuchika kanporolt namaru. Ob6pamwenue k KIT u ananoro-
undposoe Nnpeodbpas’oBalUC BUICOCUITIANA OCYIICCTRIARCTCH CHHXPOIIKO € 1ACTOTO! TaKTOROH
CCPHHM, MOITOMY 1CICC000pasno MCHoALIOBaTh cuiyio Takrosyio cepuio umunkl [I3BM na
OlLMPPOBKM M 3alIOMHMHAIINA Beex aaemeliton kaapa s K11,

3. B moayne ucnoasszonana rpexnoprosan Kl aas spemennoro xpanenus nzobpamennit
pasmcpoM 256x256 (2°) anemcutos, 110cKkO/LKY, BO-llepBHX, 06paboTka H3obpamciit paamepoy
512x256 sncMenToB Ha Kaap TpebyeT BABOC 60.1LIICTO BpeMClH 110 CPABHCHUIO ¢ HAMMU BHOpal-
1ILIM Pa3MepoM, a, BO-BTOPHX, ol Kajap ¢ 65536 anementamu sannmaer oaun cerment [TIBM
IBM PC emxoctbio 64 KbalT, wto ynpomacr annaparuyio peajiusaiuio.

4. B nacrosuce spems suicoananteps [I3BM IBM PC orobpamator na skpane obnuno
BCero BoceMb 6uT na rouky. Cbop, obpabotka n Buaava ¢ nomownto HHIBM asymepuux panu-
orpaduiCcCKuX ns0OpaKeluit ¢ paspajnocThio oalloro nukcesna 6-6UT jlocraTouna, T. e. KBan-
TOBaHWe NPOU3BOAMTCH Ha 64 YPOBIA APKOCTH, XOTH CUCTCMA MOKCT B Hpunuune paborars ¢
uzobpamenunamMu 16 6ut/unkcen u 6oaswe. 13 Moayse ucnonnayerca napaicasinit 6-paspaans
ALLIT tuna 1107TIB1.

5. B moayne npeaycMorpena BosMoxnocTh Bujtauu Beero conepwumoro KIT wa nonoaun-
TCIbHHA MOIIOXPOMIBIR WM IIBCTHOR AMCIUICH JUIH CPABICIIMA M300paKCHUN 11PN oaMHaKOBOH
Pa3BEPTKE B TCJICBU3UOHHONA KAMCPC U Ha MOHHUTOPC.

3. TTATA HAKETHOI'O BBOJIA U BLIBO/IA U30BPAIKEHNNA

OcnosusiM hyHnKIMolaALIBM BAOKOM CHCTCMKL IAKCTHOTO BRO/IA M BhBOAA H300paxcHni AB-
aferca wnrepdeiicuan iinara, paspaborannan namu jua [BM PC. I[lnara sriouacr 8 cebn
Clely10lMe y3Ihl: ananoro-1tugposoit npcobpaszoBatTeib /Ui HPCOBPA3OBAIIMA BU/ICOCHTHALA B
uugposolt koi, Tpexnoprosan Kaaposan namath na 64 Hoaitr jna sanomunanma ungpposoroe
MaccuBa Kajapa, W uutepdefician Jornka, ¢ NoMoOHulbIo KOTOPOR OCYICCTBAACTCA CBA3L MCIKJLY
suseonamepoit, KI1 u munoit IBM PC, nudpo-ananorosne npeobpasosaresu juia orobpasxetns
HHPOpPMALIMK B KayccTBe 0BpaTHON cBA3M KouTpond pesynvratoB koauposatius AILH, dopau-
poRaTeNN yNpPaBJIAIOUIUX U CHIXPOLIU3UPYlolMX uMityascos (DVCH).

’

4. CUHXPOHHOCTDb PAJMOTIPAOUUECKON ALITIAPATY LI

Hopmainsiioe dyHKIMONUPOBANNE KOMIJICKCOR, COCTOSMMX W3 MHOTUX (DY IKILMOTAABITBIX 31¢-
MEHTOB, TaKUX Kak uMmunyiasibih peaxrop, [TIBM, AlLll ana wommposanna n 1AL aan peno-
AMpOBaHUA Bujeocurnana, nudporas oydbepuan K1, nesosmomno 6¢3 verkoro corslaconanus
PEeXMMOB PaboT BHCCX BXOAAIMMX B HCTO 3JCMCITOB, HOITOMY Hajo GHII0 0BCCIeUUTE COBMC-
CTHYIO CHUIXPOINYIO U cHlasHyl0 paboOTy BGEX IJNCMCUTOB allllapaTyphl.

C nomoutsio PYCH ocymecTBAACTCH CHHXPOUHOCT M CHIGATHOCTH BO BCCX IIPOMCIKY TOMIIBX
3BeHax MpcobpasoBaHuA, 3aIOMHHAHKA, CUHTHBAKKA K OTOOPAKCUUA BUACOMIIOPMALIMH.

Tlpu cHHXpOHHM3AUMK BHUAEOMOAYNA C HCTOMIIKMKOM NCHTPOHOR NCPUOJMUCCKOrO ACKCTRIA
NUBP-2 ucnonssyerca Meton cTpoOHpOBAHKA, 1103BOMAIONIUIE OCYIICCTBUTE ONCPATHBHL W CUH-
XPOHHBIH ¢ BHXO/IOM BCIIHUIKK BBOA NONY TOHORKX WaoGpawenuit. [Ipununn Metoa sakaouactes
B TOM, 4TO onudpoBKa Kaapa HAYMHACTCA cpasy no npuxony curnasa C'TAPT, cunxpounoro ¢
cobutHeM. Oundposka NPOUCXOMUT (IPOUIROIBLHO 11O OTHOMICHUIO K 1AYA1Y Kajlpa TCACBUINOI-
HO# pPa3BEPTKN M HAYMIACTCH ¢ ToH CcTPOKH, lla kotopyio npuumencs curnais CTAPT. Crpoxn
BHOIATCA 10 TCX 1OP, HOKA 11 BYAYT CURTANM NOCACHOBATCABIO BCC CTPOKK B 0OBCME 11E10T0
Kajpa.
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Perucrpauus panmorpapuueckux cobuTHH, HaKAILIMBACMWX B SKCNCPUMCHTAX € BPCMA-
nposieTHON MeTonMKOR B 061aCTH TCNIIOBRX HEATPOHOB HauMHACTCA HpUMeplo uepes 1-2 mc
nociae curdaia CTAPT u nponoaxaerca B Teyenuu 3-5 Mc no mkaae BPEMEHHOrO pacupeje-
nenua nyuyka. HWmeerca sosmomnoctsh 3asepwkn curnnana CTADPT ans onpenenenuna navana
HHTepecyloulelt obaacTu. .

5. IPOI'PAMMBI CUCTEMbI PETMCTPALIMU U3OBPAKEHUN

[TporpamMmHoe obecneyenne peainsyeT MHHAMAJbHBIC BO3MOIKIIOCTH, HCobXoauMue AA pe-
FMCTPAUM¥ BHIECONAHHHX B 3KCNepUMeHTax No paauorpacdpuu ia peakrope ULBP-2. Jlannse
HaKalJIMBAIOTCA Ha JAUCKE W MOTYT GHTbh MCIONB30OBaIIK JUIA NpOCMOTpa ¥ 06paboTku BrOC/C-
cTBHA. YnpaB/jeHHe NMPorpaMMON OCYWIECTBIAETCA KOMaHIaMH, [IEPCUMCICHIKMH B MeHio. 13
MX YHCJIO BXOAAT KaK KOMaHJh OJHOKPATHHX onepalui, Tak U KOMaH/W, 3aJalollUe LHKInYe-
CKMH BBOA M 3anoMHHaHMe M300pameHMN Ha Oucke. MeHIo BHEBEUMBAIOTCA Ha 3Kpale cpasy
IPH 3arpy3Ke pOrpaMMul.

Hasnauenue komann:

Exec -onHokpaTHu#t Bbox u3obpawenua uepes untepdehicuyio noruky B KI1 (64K DRAM)
IJIaThl TAKETHOI'O BBOJA M BHIBOJA M30bparkeHuH;

Display -Buson uzobpamenua ua KII nnatw Ha BuAcoTepMHHaAn B rpaMUECKOM pekuMe B
nceBaOLBETAX;

Monitor -Busoa uzobpamenua u3 KII nnatu na Mouurop I[I3BM B rpaduueckom pewume;

Histogram -BuBoa ructorpaMMhl, nosyyeHHo# KaK CyMMa 3HaueHHH pacTpa u3obpamenun
BJIOb BEPTHKAJbHHX JIHHHI;

Save -zanoMuHaHue H30OpaKeHUA HA JHUCKE;

Load -urenue c amcka ¢aitna usobparkeHusa Ha TepMHHAT;

Auto -BKJIIOYEHHE PEHUMA, B KOTOPOM IMKJIMYECKH BHNONHAIOTCA KoMaHaw Exec u Save,
noka He 6yner BBelena Kakas nubo npyras koManaa. Homepa ¢aitnos npu 3ToM aBTOMaTH4eCKH
HapallMBAKOTCA; ,

stoP -ocTaHaBiMBaeT UMKIHYECKHH PEKUM, He BHIOJHAA NPH 3TOM HMUKAKHX APYTHX Aeil-
CTBUH; _

Test -nepexon B TeCTOBH# PCHKHM CO CBOMM MEHIO, B KOTOPOM MOMHO 1104aBaTh JiobHe CH-
rHaJW B MOPTH BUA€OAJalTepa A lieaefl NPOBEPKH annaparyph; ,

Frame -3agaetr Tdn BHyTpeHHOW cHHXpoHHM3auuu no curvany " Hauano kaapa”;

EXt -3agaer TMn BHewHoO! CMHXPOHH3AIIUA;

delaY -nossonser BBecTH BenMuMHY BpeMeHHOH 3afiepiKkH (B CEKyHIaX) MemIy 3aBeplie-
HHeM KoMaHJ Save M HaualoM KoMauaW Excc B umkamueckoM pewmuMe(cM. koManay Auto).

6. SAKJITFOUEHHUE

bBnaronapa npumenennio UKPPOBHX TENEBH3HOHHKX METOAOB, OHCTPHX HHTEp(DENCOB MHO-
ronoprosoit namatu, cospemMeHHux [I9BM u MeTosa B3amMHoO#t cuHXpoHHOH paboTH KOMMO-
HEHTOB OMHUCAHHOIO KOMILJICKCA, (PUBMK-3KCIIEPUMEHTATOD NOJYYU BOIMOKHOCTh HabmiogaTh M
obpabaTuBaTh cObuTHA Ha 6a30BOM yCTaHOBKe.

IIpeuMymecTBoM fannOi CUCTEMH ABJIAETCA, TO YTO OHA paspaboTaHa [UIA UWIKPOKO paclpo-
crpavenunx IBM IBM PC XT u AT.

[Inata nakernoro Bsoja M BHBoAa M306pa)keHHH n03BOJIAET UCHONL3OBaTh | B-kaMepn ams
sBofa B [I9IBM neobnynolt undopmaunn: usobpamenuit c sxpasa ocuuanorpada, Hanpumep,
CIOMHOI'0 HAlIOCCKYHHOIO MMIIYJIbCa; JIOMUHECIIMPYIOUIMX NOBCPXHOCTER, HArpeTHX NeTaned,
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¢parMeHTOB M T.J., a TaKkke B Jpyrux obnactax, rae TpebyeTcA perucTpanua CBETOBOTO H3JY-
YEeHHA B ONHOKPATHHX ORCTpONDOTEKAIOUWHX MPOIECCAX.

B 3akNt0oueHMH OTMETHM MOJIE3HOCTH M YHHBEPCAJNBHOCT, pa3paboTaHHOM anmapaTypl H B
ApYyTuX obnacTAx obpaboTKM NaHHWX (PUBAYECKOro 3KCIEpPHMEeHTa Kak OncTpomelcTByrommx,
JMHAMHUYECKUX, TaK B CTaTHCTHYECKHX H300paKeHM# MO CTaHNAPTHHM KaJApPOBHM, llepHOLRYe-
CKMM WJIM CTy4YalHHM BHEUIHHM CHHXDOHH3KDYIOUIMM HJHM KOMAHJHKM CATHAJaM.
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J114-91-395, Jly6ua, 1991
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Rourpomnep xpeitrta KAMAK KK014 Ha ocHOBe omHOKpHCTAIBHOIM
MuKpo-OBM 8031 nna paboru ¢ [I9BM uepes nocnenoBarensHyio JUHHIO
ceasu RS-232C

U.H.Uypun

Obsvedunennviii uncmumym sdepuur uccaedosanuii, Jybra

B Jla6opatopun azeprux npobnem OUAHW nna paboTh ¢ nepconanbHuMu KOMNblOTEpaMy
pasHux THOOB Ha nEHEM ¢ Kpe#ttoM HAMAK B npumenenuax He tpebyromux BHCOKOro G-
CTpofeACTBAA NPH Nepejade NaHHMX pa3spaboTaH KOHTpoJJep KpefTa co CBA3BIO 110 CTaH/lapTy
RS5232C. Ero nasnauenne - urenue u 3anuch 16 u 24-pa3spaaHLX CJIGB M BHIOJIHEHUE YUpaBIIA-
IOIIAX ONEpaNii Mo ynpaBieHAEM BCTpOEHHOH onHOKpHCTaibHO# MHKpo-OBM tuma INTEL
8031 uiM ee aHANIOrOB B aBTOHOMHOM pemuMe MIH Ha auuuu ¢ [I9BM.

MaxkcaMansaoe ynasnenue kpeita or II3BM cocrasiser 15 merpos.

KonTponnep momer paboTaTh B ONHOKpDEHTHOH CHCTEMeE, UMEET allllapaTHhIE CpeACTHA JUIA
6ucTpolt 06paboTkd curHanoB | ¥ BHIONHEHHA MHOTOKPEATHHX onepalMil, a TaKKe CpeJIcTBa
IUIA TECTUPOBAaHMA MarucTpald Kpe#rta U camoro bnoka.

CKOpOCTh NEPECRUIKM JAHHKX 3ABUCHT OT MAKCHMAJbHOM CKOPOCTH 110C/E0BATENLHOLO HH-
trepdeitca RS-232 8 ucnosnsayemott [I9BM. Cropocru paboru 19.2 Kbon cootsercrayer cko-
pocts nepenaunm Maccusa 500 cioB KAMAK B cexynny.

Caasp korTposnepa ¢ [I9BM no cranmapry RS-232C ocywecrpiaserca yepes nociejiona-
TENpHNH# NOPT BBOLA-BHBOMAA, BXOAAUMA B COCTaB KOMIBIOTEPA.

Ha nepenme# naHenm kOHTpossepa pa3MelleHB KOaxCHaAbHHHU pasbeM JleMo Iiia Brona
BHewHero curiana I, ¢ normyeckumu ypoBuamu NIM, mnauxatop ”"Hpeitt pubpan”, a rawme
nsa pasveMma PIT15-9 paa casu ¢ [T9BM.

IIpumennercsa npaman anpecauua scex perucrpos HKAMAK B kpeitte: no nuauam AQ-A3 -
cybangpec KAMAK A; no nuauam A4-A8 - Homep cranuum N, no nusuam A9-A13 - pyuxuua
KAMAK F. lukn maructpanu sanyckaeTcA IDH CUMTHBAHUM M3 [ICEBIOAYEHKH IO ajpecy
HAMAK. '

Homanpna urenus naunux B kpetire KAMAK Buionuserca 8 mukpo-9BM nyrem obpauicnus
K BHemHe# nmamatu no agpecy KAMAK u nocnenyiomero cYuThHBaHEA NaHHHX MarucTpaliu U3
JBYX. MM Tpex perucrpos R. '

Homanpa sanucu naunnx B Moayns KAMAK Bunonuserca B Mukpo-9BM nyrem npeasapu-
TEJBHON 3alMCH ABYX MJIH TpeX GaliTos nanuunx B perucTpu W, a 3aTem obpauleHUA K BHCHIHCH
namATtHu no aapecy KAMAK.

Yupasnsoman komanaa (¢ F8=1) sunonuaerca B Mukpo-IBM nyrem obpawenun x suecumneit
namate no aapecy KAMAK, npu KoTopoM 3anyckaeTcA UMKI MATHCTPald M HOCJEAYIOMECIO
CUMTHBAHMA CTAaTyCHHX CMIHAJIOB MarUCTpaJH.

Pacnpenenenne namatu mukpo-IBM noxasano ua creaylomeit rabanue:

C000-FFFF | Tlone komann NAF

8008-DFFF | Peseps

8000-8007 Perucrpu flanHbX, ynpaBieHua U cTaTyca
4000-7FFF | Peseps

2000-3FFF | Buemnee O3Y nannux 8 K6attt
0000-1FFF | Buemnee O3Y pannwmx 8 Kéa#tr
0000-1FFF | Buemuee CIITI3Y uporpamm 8 Kbaiir.
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IMone anpecos, sauumaemoe perucrpamu 6mokos KAMAK:

FR00-FF7F F(31)N(0-23)A(0-15)
FC00-FD7F F(30)N(0-23)A(0-15)
FA00-FB7E 1°(29)N(0-23)A(0-15)
FF800-F97F F(28)N(0-23)A(0-15)

F600-F77F F(27)N(0-23)A(0-15)
FF400-F57F F(26)N(0-23)A(0-15)
1'200-F37F F(25)N(0-23)A(0-15)
1F000-F17F F(24)N(0-23)A(0-15)
EE00-EFTF F(23)N(0-23)A(0-15)
ECO0-EDTEF F(22)N(0-23)A(0-15)
EA00-EBTF F(21)N(0-23)A(0-15)
F800-E97I° F(20)N

E600-E77F F(19)N(0-23)A(0-15)

E400-E57F F(18)N(0-23)A(0-15)

1:200-E37F F(17)N(0-23)A(0-15)

E000-E17F F(16)N(0-23)A(0-15)

(0-23)A(0-15)

DE00-DF7F F(15)N(0-23)A(0-1:
DC00-DDTF F(14)N(0-23)A(0-
DA00-DB7F F(13)N(0-23)A(0-
D800-DITF F(12)N(0-23)A
D600-D77F F(11)N(0-23)A
400-D57F F(10)N(0-23)A
D200-D37F F(09)N(0-23)A
D000-DI17F F(08)N(0-23)A(
CE00-CF7F F(0T)N(0-23)A(0-
CC00-CDTF F(06)N(0 93)\(
CA00-CB7F FF(05)N(0-23)A(0-
C800-CI7F F(04)N(0-23)A(0-1
C600-C77F F(03)N(0-23)A(0-1
C400-C57F F(02)N(0-23)A(0-1
C200-C37F F(01)N(0-23)A(0-1:
000-C17F F(00)N(0-23)A(0-15

(0
(0-15
(0
JA(0-1:
0-

06
05
1)
3)
2)
)

Anpcec, coorserctayiomnit komauae NAF onpencaserca no gpopmyie:

NAF_ADDRESS=BASE_ADDRESS+F*200H+N*10H+ A

Basosuit aapec duxcuposan u pasen 0C000H. Komanne F(16)N(5)A(8) Oyaer coorser-

ctroBarth aapec 0E058H.

Jlns GesanpecHbx KOManji NPUMCHCHA ajipecallta uepes cranuuio 0.

F(24)N(0)A(0
“(24)N(0)A(1
“(24)N(0)A(2

N(0)A(3

F(26)N(0)A(3)

S|

[enepanua C;
Ycranoska |
Cusarse 1.

]

24)
24)
24)

RN W

lenepanua 7, ycraunosxa l;

peI‘ﬂCTpH, HpeaHadiadyeHHue JUIA 3alluCcu.

Anp. || 7 6 5 1 3 2 l 0 PYVC

8007 |- - i i

8006 || - .

8005 || - - : -

8004 || - i , . - i . .

8003 || IE |- - FS16 | FS8 | FS4 | FS2 | FSI || WIS

8002 || W24 | W23 | W22 | W21 | W20 | W19 | W18 | W17 || WWU
8001 || W16 | W15 | WI4 | W13 | W12 | WIL1 [ W10 | WO || WWM.
8000 || W8 | W7 |wW6 |W5 |wa |[w3 [w2 [wl || wwl,
pe[ HCprl Ilp( JAHA3HAUCHHHNC MJIA CUYUTHBAIIUA:

Azp |7 |6 |5 |4 -3 2 1 0 PYC

8007 | FL. | Q | X |1 ORA | ORU | ORM | ORI, || RDS

8006 || L23 | 122 | L21 [ 120 |L19 |LI8 |LI7 |LI6 | RDU

8005 | L15 | L14 |L13 [L12 |L11 |Ll0 |L9 1.8 || RDM

8004 | L7 |16 |LS [L4 |L3 L2 |LI LO || RDL

8003 || IE |- - FS16 | FS8 | IS4 | IS2 [ FS1 || RIS

8002 || R24 | R23 | R22 | R21 |R20 |R19 |RI8 |RI7 || RRU

8001 | R16 { R15 | R14 | R13 |RI12 |RIl |R10 |R9 || RRM

8000 | R8 |R7 |R6 [R5 |R4 [R3 |R2 |Rl | RRL
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[Tpu zanucu 8 PYC WES 8 paspann 0-1 zanocurcn nomep ¢ara, BubGUpaeMuit 10 JHIHAAM

MaHHH X B COOTBCTCTBHHU co crenyiloweld tabauuei:

rFS(O) Bu.curuan LO (27) | "Uau” L0-1.23
FS(1)-FS(23) | L1-L23 FS(28) | -6 B 8 nopme
FS(24) "Wau” LO-L7 FS(29) | +12 B u-12 B B nopme
FS(25) "Wau” L8-L15 (30) | +24 B u -24 B 8 uopme
FS(26) "Uaw” 116-1.23 | FS(31) | Jloruyecknn 0"

Curunan ¢aara FL noctynaer na sxon npepusaiua INT'1 mukpo-3BM.
[Tpouenypu paboru ¢ marucrpaibio kpeitta KAMAK:

- 24-bit CAMAC Read
MOV DPTR,#FreadNA
MOVX A,@DPTR
MOV DPTR,#PortR1_R8Addr
MOVX A @DPTR
MOV meml,A
MOV DPTR,#PortR9_R16Addr
MOVX A @DPTR
MOV mem2,A
MOV DPTR,#PortR17_R24Addr
MOVX A, GDPTR
MOV mem3,A

; 24-bit CAMAC write
MOV A,meml
MOV DPTR,#PortW1_W8Addr
MOVX @DTPR,A
MOV A mem?2
MOV DPTR,#PortW9_WI16Addr
MOVX @DTPR,A
MOV A ,mem3
MOV DPTR,#PortW17_W24Addr
MOVX @DTPR,A
MOV DPTR,#FwriteNA
MOVX A,@DPTR

: CAMAC control

MOV DPTR,#FcontrolNA
MOVX A,Q@DPTR

YteHue U 3anUCh B PErHCTPH yNPaBJE€HHA H CTATyCa BHRIIOJIHAIOTCA aHAJIOTHYHO OoNlepalluAM

C perucTpaMM AaHHHX.
3anuce 717

B paspaa 7 PYC AOOB osnauaer paspenenne npepuBaHHA NpH MOABIEHUH

¢nara. pu sanucu "0” B ykasaHHwH paspaj npepHBaHHE 3aNPeIHAIOTCA.

IIpr urenun PYC A003 Bunaerca uncopmauua o subpannom ¢nare F'S u o paspemenun

npepusaiua INT1 npu noasnenuun pubpanHoro ¢nara.

[Tpu urenun PYC A004, A005 u A006 sujaaeTcAa HHPOPMAIIMA COOTBETCTBEHHO O COCTOSHUH

curnanos LO-L7, LL8-L15 u L16-23.

ITpu uyrenun PYC A007, Buaaerca m{q)opuamm o KoMOMHauuax curuanos LAM:

ORL - Jlornyeckoe "WUJIU” LO-LT7,;

ORM - Jloruueckoe "UJIU” L8- L15,
ORU - Jloruueckoe "MJIN" L16-1.23;
ORA - Jloruueckoe "NJIN” L0-L23;
a Takme o cocronnuyu curuanos X, Q u | Bo BpeMs nocieanero MKIa MarucTpaiu U COCTORHHH

subpaHHoro ¢uara FL.
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Puc. 1. Bnok-cxema xortponnepa KK014

Pa6ora ¢ mocnenoBarensHo#ft NHHEEHl CBASH BEAETCA B COOTBETCTBHHE C ONECAHHEM OIHO-
xpuctansHol MEKpo-OBM 8031 u ckpura nna nomssosarena. Ilporokon ob6Mena mEdopma-
nmet Mesxxxy [I9BM m kortponnepom obecneumsaerca nporpamumott, sanucaanott 8 CIIII3Y n
obecrreunBaeT BRNIIOJHEHEE ONHOKpATHHX 16 ¥ 24-paspAnENX HepecHJOK JaHHKX, OHOKPaTHHX
yOpaBAAONUX KOMaHJ, DEPECHIKY MAacCHBOB JAHHHX B 00OMX HAIpaBIEHEAX B CTAHAAPTHHX
pemrmax (agpecnoe ckanmposange, ULS, ULC = ap.).

Jns nepcoransanx 3BM tana IBM PC nprmerer cranzapran#t maker nozmporpamu ES-
ONE Subroutines for CAMAC.
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MULTIFUNCTION INPUT-OUTPUT BOARD FOR THE IBM PC AT/XT (Lab-Master)

A.V.Pilyar

Joint Institute for Nuclear Research, Dubna
E-mail: pilyar@1lhe07. jinr.dubna.su

As the price of personal computers becomes cheaper and the number of different input-
output interface products increases, PC based data acquisition and control systems find wide
application in the areas of laboratory automation, industrial monitoring and control, automatic
test and measurements.

Such firms as National Instruments /1/, Advantech /2/, Canberra produce different analog
input-output PC cards for measurements and control.

A multifunction input-output board for the IBM PC is described in this paper.

It is easy to use the multichannel analog input for voltage measurcments, signal and
transient analysis, and data logging.

Four analog output channels are useful for process and machine control, analog function
generation, variable voltage sources, and programmable signal attenuation. .

You can use eight TTL-compatible digital input & output lines for machinc and
process control and relay switching control.

Figure 1 shows a block diagram of the multifunction PC board circuitry.

The Lab-Master has a CMOS analog input multiplexer with eight single-ended inputs.
The input circuitry has an inpui overvoltage protection of + 12V powered on or off.

] 12-bit A/D Program.aain - 8-SA/]l£ml?fpul Analog
Converter Amplifier Multiplexer |——— 8 Inputs
§ Jd 2 73 Ta
ADC Data )
. Multiplexer Control Registers
c ' ADC Trigger External
Control . —C
Logic program. irigger Logic Trigger
AD_AY 8, 8-bit Digital [ <1 ...
S PC Internal Data Bus /. ]npu(g a - Digital
== Interface | 7 Register |~ ¢g Inputs
U .
s LRe2-7| Interrupt | EOC 8 8-bit Digital m—.-—’)l'mgim,
Logic Output lOutputs
Register |y g
e (j‘:_ : ———3 DAC |
Buffer 4 Channels 4 Channcls [ DQ <y
| : m-h[‘f Chodc Dy lO-hlt‘D‘IA > DAC 3
atc Converter 3% DAC 4

Figure 1. Multifunction input-output board for thc IBM PC AT/XT. Block Diagram.
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A software-programmablc gain amplifier has gain selections of 1, 2, 4, 8.

A “Samplc and Hold” circuit designed as “Track and Hold” /3/ provides a fast conversion
time and a good accuracy.

The voltage input range for ADC is software-selectable for + 2,5V (bipolar) or 0 to +5V
(unipolar).

The board has a fast 12-bit ADC with a successive approximation (K1107PV2, conversion
time¢ = 2 psec /4/): this provides an analog signal resolution of 2,44 mV at an
amplificr gain of 1.

It is possible to initiatc A/D conversion strobe signals from either software or cxternal
timing control signals.

The End of Conversion signal (EOC) from the A/D converter controlled by Control Logic
is used for data readout from an ADC register to the PC or for interrupt generation.

The Lab-Master has four 10-bit double-buffered D/A converters that arc connected to four
analog output channels. Each channel can independently generate bipolar (+ 5V) signals. The
resolution of the 10-bit DAC is 9.77 mV. Each channel is constructed on the basis of a
K572PA1A (analog of AD7520) DAC chip and a K140UD20 (analog of nA747) opcrational
amplifier /4/.

There are two parallel 8-bit digital Input-Output registers. The Output register constructed
on the basis of a SN74LS374 can sink 2.5 mA on cach line. The Input port is constructed on
the basis of a SN74L.8244 data buffer. The digital 1/0 lines are TTL compatible.

The PC input-output interface circuitry includes an 8-bit data buffer. address decoding logic
with an 8-position DIP switch for sclecting the base address, control and timing interface
logic and interrupt logic. The Lab-Master is operated by softwarce control of the input-output
port read-write activitics (see table 1).

Table 1
1/0 Port Read Write
Basc+0 | A/D bit 8-11 (4-7) & A/D channcl number (0-2) &

A/D channel number (1-3) & | A/D bipolar or unipolar (3) &
Bit End of Conversion (EOC) | Internal or external trigger (4) &
| Gain of amplificr (5-7)

Base+1 | A/D bit 0-7 Channels scanning cnable (0) &
(programmable A/D triggcr) Enablc¢ of Interrupt(1)

Basc+2 | Data from Input register 0-7 | D/A ch.1 bit 0-7

Base+3 | N/A D/A c¢h.2 bit 0-7
Basc+4 | N/A D/A ¢h.3 bit 0-7
Base+5 | N/A D/A ch.4 bit 0-7
Basc+6 | N/A D/A ch.] bit 8-9 &

D/A ch.2 bit 8-9 &

D/A ch.3 bit 89 &

, D/A ch.4 bit 8-9

Base+7 | N/A Data to Output register (-7
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The maximum single-channel sampling rate for an analog input is 200 KHz (if you usc an
IBM PC AT 286/287).

As the Lab-Master has a simple PC interface for programming, it is easy Lo construct data
acquisition and control systems based on the popular application software products (such as
LabVIEW, LabWindows /1/) or own programs /5/.

It is easy to use the multifunction input-output board in many environments for control
and measurement of analog and digital signals in PC-based data acquisition and control
systems. The Lab-Master is successfully used in the experiment on the Nuclotron intcrnal
target (JINR, Dubna, Russia) /6/ and in the control system of superconductivity matcrials
(Institute Physics and Technology of Materials, Bucharest, Romania).

SPECIFICATIONS

Analog Input

¢ Channels: 8 single - ended

o Resolution: 12 Bit

¢ Conversion time: 5 psec ( max 200 KHz )

e Input range: 0-+5V ; + 2,5V ( software selectable )

¢ QGains: 1,2,4,8 ( software selectable )

e Trigger mode: by software or external trigger

e Input impedance: 10 MOhms

e Overvoltage: + 12V .

Analog Qutput

e Channels: 4 Digital to Analog converters
e Typeof DAC: 10 bit, multiplying

e Output range: +5V

o Settling time: 10 psec

Digital Input and Output
e Input 8-bit digital register
e Output 8-bit digital register
¢ TTL - compatible
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Cucrema cbopa ZaHHHX
CcBepXIpoBoaAlero coieHonna Ha 6ase PC

B.H.laukos, A.C.Huxkudopos, B.I1.Huxonaes, 10.A Illuwos

O6veounerHbl UHCMUMyYm AOEPHLX UCCAeO0aanui, ybua

Baenenme
Cucrema cbopa nannux Ha base PC ocymecTBiser ureEme, XpaHeHHe H HpeJCTaBJICHHEE
GYHRUHMOHANBHHX IapaMeTPOB cBepxmpoBoadmtero coleBorzia ycranoska COEPA [1]. Crcrema
sunonneHa B crangapre KAMAK. Urdopmanua otobpamxaerca B Tabanunolt m rpadmaeckoit
¢opme. MHamepsaiorca: TemnepaTypa snemeHToB MarEETa(no 4.2K), marmETHOE moOne, TOK B
obMcrre, BakyyM.

Korpurypanaa cucreMu
Bnok-cxema cucremu mpuseneHa Ha puc 1. CrcreMa cbopa AaHEHX peajM3oBaHa B CTaH-
napre KAMAK. Harepdeitc mewny PC m cacremot ocymecTBiaserca nocpeacTsoM KOHTPOJ-
nepa KK009 u naaru [TK009 [2]. Aranorosue cRrHAIW HOCTYNAWT Ha BXOJ MYJBTHIJIEKCOPA.
HUcnonssyerca penetuntt mynstannexcop tana KJI004 [3).

Figure 1:
=  SOLENOID
K009
C 1
Preas
MULTIPLEXSOR A
: . |
ADC A rC DISPLAY
| ‘ |
REGISTER .
KEYBOARD
= ALARK

Pnc. 1. Biok-cxema cucreMu

B cBepxmpoBonsimem coleHORIE H3MEPAIOTCA ClelyIONIMe HapaMeTpH: TeMIepaTypa I0
4.2K, Tok B 06MOTKe MarHATa, BaKyyM B MarHATHoe mole. B kauecTBe ZaT4AKOB IpH H3IMEpEHHH
TeMOepaTypH HCIodp3yioTca yrodsane pesactopu TEna TBO [4]. Temmeparypa maMepserca B
10 pasIEYEHX TOYKax coleHOMAa. MarHHTHOE mO/NEe H3MEPAETCA C MOMOIbI0 JaTIAKOB XoJlia.
Paspemenne npeobpasosarena 14 6ur. [lpm u3MepeRHE TeMnepaTypH H3MepA€TCA BEIHYUHA
CONPOTHBJIEHAA PE3ACTOpA JaTYHKa. 3aBACHEMOCTb MEXAY BeJHIAHON CONpPOTHBJICHAA H TeMIe-
paTypOH CyHIECTBEHHO HeJHHeHRHadA, Mo3TOMY W3MEpEeHHAA BeJHYHHA CONPOTHBJIEHHA NocCpel-
cTBOM (DOPMYIIH KOHBEPCHHM npeobpasyeTcs B COOTBETCTBYIONYIO BEIHUHHY TeMOeparyps. llng
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KAMJOT'0 JaTUHMKA ONpe/leNIAITCA KalubpoBouHbie KOIP(PUIMCHTH, KOTOPLIC XPAHATCA B IIAMATH
PC. IlpeobpasoBanue ocyuecTnaserca nocpeacTBoM GopMysih

T=K1+K2/R+K3/RR+K4/RRR+K5/RRRR+K6/RRRRR+K7/RRRRRR

rne K1-K7-kos¢p¢nnuenrn, R-uamepenioe conporusieHuc.

" Ilporpammuoe obecnevenme

ITocpencrtBom nuanora sajaerca pexuM HaMmepeHusa. Bubupacrcea wacrora onpoca nar-
9AKOB, MACKAPYIOTCA N3MEpHUTEbHME KaHaJIkl, KOTOPhE He UCNOIb3YIOTCA WJIM 1IC CYUICCTRYIOT.
BosaukHOBeHRE HOpMaNbHOR 30HK B OOMOTKE CONIEHOMIa KOHTPOJIUPYCTCA JETCKTOPOM HIOPMallh-
po#t 30HH. CHrHaa C JIeTEKTOpa BH3WBAET 3BAKYAUMIO SHEPIUM K3 COJEIHOW/IA M IIPCPLIBAIIUC
B mporpaMMe cbopa manHux. [locie mocTynneHHA NpepuBanufd OCYUIECTBIACTCA W3MCPEHUC
MEeHbIIEro KOJIA9ecTBa KaHadoB ¢ boibiuelt ckopocThio. Homepa 3Tux Kananos sajaiorcs npes-
Bap¥TeabHO. llpencraBienne JaHHHX OCYWIECTBIAAETCA B paszanunod ¢opme:

- TabJMNH HEMOCpEeACTBEHHHX 3HAYEHMH C YKa3aHMEM BPCMEHM M JIaThl UX 110JIYYEHHH;

- rpaMKOB 3aBHCHMOCTH (PYHKIMOHAJIbHKX NapaMeTpPoOB OT BpeMeHH;

- THCTOI'PaMM NapaMeTpoB. P

I'padmkm ¥ rucrorpaMMu npejcraBifloTcA B BuOpanHOM BpeMeHHOM okiie. Boamomno omno-
BpeMeHHOe IIpeJicTaBleHde HHPopManuu B 8 OKHaX Ha 3KpaHe JUCIIeA.

Jluteparypa
1. Apepuues C.A., u ap., OUHU, P1-85512, [ly6ua, 1985.
2. leoprues A., Uypun U.H., OUAU P10-88381, /ly6na, 1988.
3. AnTioxos B.A. u gp., OUAM 10-12912, [dy6Ha, 1977.
4. Jankon B.W., TITI, N4, c.253, 1981.
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COMPUTER CONTROLLED HIGH VOLTAGE SYSTEM
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Bulgarian Academy of Sciences, Sofia, Bulgaria
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A multichannel, computer controlled high voltage power supply svstem
has been developed. The basic unit of the svstem is a 6-channel 3U
high EUROCARD-standard module [1], the block-diagram of which is
shown on fig. 1. Each channel has individual circuit for regulation
and stabilization of the high voltage (see channel 1. fig. 1). In the
output block (RFD) a voltage wmultiplicator by 2 i1s used, rectifying
and multiplying the output voltage of a generator-transverter (GT).
The supply voltage of the transverter is controlled by a pulse-width
modulation voltage stabilizer (PWM). The latter has a double control:

e by the output high voltage, 1.c. by the voltage U1, received from a
divider, connected to the filtered output (HV1) of the block RFD:
the comparison in the differential amplifier DA1 between this voltage
and the output voltage of the digital-to-analog converter (DAC)
determines and stabilizes the value of the output high voltage:

e by the load current I1; for this purpose the value of I1 is determined
in the block LC, as a difference between the total current from the
rectifier 10 and the current through the divider ID (I1 =-10 — ID):
by the differential amplifier DA2 the load current is compared
with its upper permitted limit value (IL1), set by the serewdriver
potentiometer R2; when the limit value of IL1 is passed over, the
control of the pulse width modulator by the DA2 provides a constant
value of the load current, cqual to the set lunit value: in the same
time the flip-flop FF2 is sct in 71" through the comparator Comp?2
and an alarm signal is given in the way described below.

The outputs of the DA1 and DA2 are connected to the control input
of the pulse width modulator PWM through diodes (D1. D2). In this
way a majority control of the output high voltage by the two signals are
realized: when /1 < IL1 the output voltage of DA2 is negative and only
DA1 controls PWT; when I1 > IL1 the output voltage of DA2 becomes
positive and it controls PWT, thus limiting the high voltage value.

235



An upper limit value of the output high voltage can be set by the
screwdriver potentiometer R1: by the comparator Cowpl the voltage
from R1 (UL1) is compared with the voltage U1, and if U1 > UL1 the

flip-flop FF1 is set in 1" position and the pulse width modulator PWM

is blocked. i.e. the output voltage decreased to zero.

Four analog signals - U1, I1, UL1 and IL1 arc fed to the analog
multiplexer AMUX in order to bhe switched and fed to the analog to
digital convertor (ADC) for displaying the values of output high voltage
and current and the set limits for them.

For the handshake between the controller of the system and the high
voltage channels a local bus (HVS LOCAL BUS), connecting the systemn
controller with the modules of six high voltage channels is used. After
each initialization of the systemn the signal "RESET” sets in ”0” the flip-
flops FF1 and FF2 in all channels, thus setting (through FF1) to 0 V
all high voltage outputs. The signal "SELECT” activates the decoder
DEC of the chosen module. Corresponding to the ”ADDRESS” (4 bits)
and "DATA” (8 bits) different operations can be ordered by the decoder
DEC:

e regulation of the high voltage in one of the channels; the new value
of the high voltage is fed (through the two-ways buffers BUF3 on the
"DATA?” lines) to the inputs of all DAC’s (1 to 6) and the DAC of
the corresponding channel is selected by the decoder DEC;

e reading the analog signals U1, I1, UL1 or IL1 value; the channel
number (i.e. the analog multiplexer AMUX) is chosen by the address
code, and the analog signal - by the received data; the selected
analog signal is fed to the analog-to-digital converter ADC and the
corresponding digital code - to the "DATA” lines;

e rcading the status of flip-lops FF1 or FF2; in correspondence of the
address code and received data, the decoder DEC activates one of the
buffers group - BUF1 (for rcading FF1) or BUF2 (for FF2); if there
is at least one signal ”1” from the flip-flops a sound alarm is given.

For providing necessary precision of setting and measuring the output
voltage 12 bits DAC’s and ADC’s are used. For this reason the data for
or from them are transmitted through "DATA” lines in two times.

The block diagram of the system controller is shown on fig. 2. As CPU,
one chip Intel microcomputer (I 8031 [2]) is used. The handshake with
the host computer could be realized by serial (RS 232C) or by parallel
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(IEC 625 [3]) interface. One of the 13 high voltage modules in the crate is
sclected through the "MODULE SELECTOR™. The remained command
are fed to the "HVS LOCAL BUS” through "ADDRESS & CONTROL
BUFFER” and "DATA BUFFER". All information from the modules is
also received in the controller through the last block.

The software provides the interface between the host computer and the
controller by the chosen from the user standard - RS 232C or IEC 625 as
well as the following functions of the controller:

e sctting the preselected values of the output high voltages with desired
raising slop;

e regular reading and displayving of the output high voltages and load
current. values;

e regular reading of the signals frow the flip-flops FF1 and FF2 in each
channel and providing corresponding alarm:

e reading and displaying of the set limit values for the output voltage
and load current in cach channel.

The basic technical parameters of the system are:

e output voltage - 100 = 3000 V;

e output current - 0= 3 mA;

o maximuin ripple - 200 iV peak-to-peak;
n

o maximuin number of channels in one 197 crate - 78 (1.e. 13 modules).

REFERENCES

1. EUROCARD standart. IEC publications 297-1, 297-3, 297-3A.
2. Single Chip Microcomputers. User's Manual, INTEL Corp.. Santa
Clara, USA, 1988.

3. An Interface system for Programmable Measuring Instruunents, TEC
standard. Publication 625-1, 1979.
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BricokoBolibTHREIE HCTOUYHUKY nuTaHng nis JIBB
YB-273A

H.HU. Jle6enen, A.A. datcen

O6vedunennbil uncmumym aoepuoix uccaedosanui, [lyéua

1 Bgsemenne

B upoexte BIIIIII apeanonaraeres uenonnsoBasme mMueiiuX yeRopuTenei ¢ Lo
BOMHBE 2 ¢M. OCHOBHLIMH CTPYKTYPHBIMU MIEMEHTAMM YCKOPUTENS ABIAIOTCA 4 YCKOPSAIO-
e cekunn ¥ CBY-ucrounnk (1]. B kaucerse CBY-ucrounnka nnannpyeres ucnoswso-
BaTh penstuBuctekui  knmcetpounbii yeusmteans (PKY) ¢ napamerpamn (2):

Tab6nuua 1. [lapamerprer PKY

Pabouas vactora 14 I'Tu
Hanupsxenune 1000 k3
Ilnwremnocts umnyanea 0.5 Mke
Tok nyuka 300 A
KI1IL 50 %
Yeunnenne 80 nbs
YacTtora nowtopenus 150 I'u
Umny:nenas momnocrs 150 MBr

PaipaGorka pasniuiunbiX NPOMEIILICHILIX BAPUAIITOB  PENSTHBHCTCKOM: KJIMCTPOHA Be-
aetes B PUAD ¢, [poTsuio, a nirororienne 1o BLICOKOBAKY YMHOH TEXHOIOTHKY Ha pal1o-
TeXHHUECKHX 3aBoflax. K nacrosiieMy speMeii nennitainl Heckoianko Bapuantos PKY u
NOCTUrHY Ta MottiocTh Gonee 50 MIBr. Orpannacine MonoeTy cassalno ¢ BOSHUKIIOBe-
HUEM napasuTHLIX KoneGanui B npubope, Korophle NpUBoIAT K ¢Gpocy 1yuka Ha CTEHKY
npruGopa ¥ yxopouennio anureibioctu uMmiyinca CBY-mommnocry.

Cosmectho ¢ GUAD v OUAN nposonsites pabornl 1o cosnalmnio d UCCTEIOBanKIO
PENSTHBHCTCKOTO  KJIMCTPolitoro yeuaurens s BIIDIIILL

2 YcraHoBka

BJICB) OUAHU paspaGoran u usrororicen WHPOX0ANEpTYPH  BAPHAIIT KJIUCTPOITIOTNO
yeunutens ¢ unkeknuei 8 PKY suekrponnoro nyuka nmneinoro yekopureas JIRY-3000.
CxeMa IKCHIePUMCIITANALIOR YCTAIOBKH, HPCHASHATCINION, B OCHOBIOM, JUIS HCCTIENOBAHKS
AAPASHTHBIX pesolalcHLIX KoneGanni, npeactasieina na puc 1. -

240



(BY-Haz

fluazHocmuka

TES 7}/"/ |

3Ka

Boanobod N68 r4-108
YB-273A
KaucmpoH
NYY4oK
Nuy-3000

o

Puc. 1: Cxema ycTanoBku

DnekTponHbli nyuok ¢ Tokom 1 = 250 — 300 A, sueprueir 1 MaB, nnurensnoctoio
0.5 Mkc ¥ vactotoit | ['n MHXekTHpyeTCs B
BanaiomwnM regepatopoM mis PKY cayxuT cepuitnbii renepatop I'4-108 ¢ npensapn-
TelIbHbIM ycHauTesleM Ha namne c Geryuei sonuodt (JIBB) tuna YB-273A. Bruixonnas
MOILHOCTL ¢ redepaTopa (~ 10 BT) ¢ yactoroit 14 I'T'y nonsonuTes x PKY Bonnosonmom.
Oek TpoHHbie NpUOOPHI CAaHTUMETPOBOrO AMana3oHa, U B yacTHocTH JIBB YB-273A,
ABJAIOTCA NOPOTOCTOAIMUMHE M YHHMKalbHLIMH ycTpoicTtBamu. IIpu BBome B 3KcmnyaTa-
UHIO NPaKTHYECKH KaXAbid Npu6op TpebyeT NHAMBUAYAJILHON NOACTPOUKHN M TPEHAPOBKH.
OcHoBHble NacnopTHBIE JaHHKIE IO SKCIUTyaTallM KOHKpeTHoro obpasua JIBB npusenenn
B Tabnuue 2.

PEIATHBHCTCKHH KNUCTPOHHBLIA YCHIIMTENb.

Tabnuna 2. OcHoBHEIe TeXHUYeCKHe ODaHHEIE Y B-273A

HaumenoBauve napamerpa pexuma HonycTumoe PesynbTat
U napameTpa npubopa 5KCIIyaTAlHOHHOE MCOLTAHAS
3Ha4YeHUe

He MeHee | He boJiee
Hanpsxenue xonsnextopa,xB 2.25 2.75 2.5
Hanpsxenue samennsiowen cucremn, kB 4.6 5.4 5.0
Hanpsxenue anona, kB 3.3 4.1 3.42
Iuanason vactoT, T 13.3 17.5 17.5-15.5-13.3
Buixonnas momnocTs, BT 10 - 12.0-14.0-16.0
Kos¢ppuuuent ycunenus B pabouem
IHana3oHe yacToT, Aab 28.5 - 29.03-29.7-30.23
Tok konnexTopa, MA - 55 36
Tok 3aMennsomeii cuctemn, MA - 7 1-6
HonycTumas HecTaGHIBLHOCTH TOKa
3aMeAnsiouied cucTeMbl, MA -0.4 +0.4 0
Toxk anoma, MA -1 +1 0
Munumansaas napabotka, g 500
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HononauTensHble TpeGoBaHMs MOPLOKA NOAKIHOUCHUA PUGOpa:

o Hcrounnku MATatHUA KOJUIEKTOpPA, 3AMCANAIOMICH CHCTEMDBI U allofla JIOJIAKHB UMCTL
cTabunuianuio u NyJNbCAIKIO Ha.l'lp)l)l((‘.HHﬁ B COOTBETCTBUH € TCXHHUUCCKUMH ycCIlO-
BUAMH!

¢ [lonava HanpsXXeHWHd NUTAHMA HA BEKTPOAbI, COYCTHA 3 MUHYTHI [HOCIC BKIIOUCHKS
HakaJla, IPOU3BOOMTCA B ClEAYIOILEeH NOCAeJOBATENLIOCTH:
HanpsKeHue KOJUIEKTOpa, HalpsiXeHue 3aMeINIOUed CACTeMbL, HANPSIKEHUS aHo1a

® HOU)’CK&CTCH MI'HOBE€HHO OHOBpeME€HHas Ioa'la HaAllps KeHnui KOJUICK Topa U saMe]l-
Jf10lle# CHUCTEeMHI. Hétﬂ])ﬂ)l(ﬁ[iﬂ(’. alona noaaeTcds MI'HOBCHHO T10CJC YCTalOBIICHUA
NacnopTHLIX Ha.ﬂ])ﬂ)i(E?}lHﬁ Ha OCTAJILHBIX JJICKTpoSiax

B nanno#t paboTe npUBOAMTCS OHUCAHHE IBYX BAPHANTOB BLICOKOBOJABLTHLIX HCTOUIIH-

koB nuTtauus nas JIBB YB-273A.

3 WMcToYyHMKM BLICOKOBOJILTHOI'O IMUTAHUI

Hns sxkcnnyatanmonnoro pexuma paborsl JIBB neoGxonumo obectieuntn nanpsicHue na
kosnektope 2.5 kB, Hanpsxenane Ha saMemsiome# cacreme 5.0 kB n nanpaxkenue anona
3.42 kB oTHOCHTENBLHO KaToma ,KOTOpBLIA HaXoAUTCA nofd notenuratom —H kB. Cymmap-
Has MOLIHOCTH, noTpebnsemas JIBB oT BLICOKOBONLTHOrO MCTOUHUKA [P TTIOMUHANLIIOM
pexume, coctasnser ~130 Br. Ha puc. 2 npencrannena crpykrypiias cXeMa BLICOKO-
BOJILTHOTO UcTouHUKa nurtanus JIBB YB-273A.

c1_—L
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~220V =100V

I

—

Cuabuausupadarun

Bunpamusens
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Puc. 2: Crpykrypuas cxema B/B-nerounmka
Y cTporeTBo npencraniset cobol MMIYILCHLIA HIBEPTOP €O CXCMOR YMIOKCITUS, BLi-

COKOBOJILTHBIM Y3JIOM KOMMYTally U CTaOUIIUSATOPOM HAIPSXKCHUAA 1O TCPBUMHOR 1ICHH.
CTabuansupoBaibii BLIIPIMUTE L, BLITOJIERILIA 10 KJACCHUCCKOR JHIICANOR cXeMe,
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obectieunBaeT TpeGyeMblit KodppuuuenT cTabiiusallin 1 ypPoBeHbL NYJALCAIUA Ha BXO-
ne vigepropa. Cxema HHBepTopa, BRAOUaiontas B ceGn tupucropst VD1, VD2 Tuna
KY-221A ¢ wywrnpylomnmu anogamu VD3, VD u naccusanimMn saesentamu, npencra-
BaseT coboit niBeprop kiaacca A ¢ oOparnbimm gnonamu. Takne CXCeMbl XapakTepu3yoT-
¢ Xopouled PpoOpPMOR BLIXOMIOTO HATIPAACHUN 1 ¢locOONOCTBLIO paGoTaTh NPH HIMEeHEHUH
KOAPPUIMEH Ta MOUHOCTH Harpyskd B WHpokoM aHanasonce. Harpyskoil itHBepTopa asns-
CTCH CPBUUNas 0OMOTKA TOBBLINIAKLICTO TPancpopMaTopa, BLINOJICHIONO Ha (peppHTO-
BoM cepaeunnke. Koopdpuiment rpancopmaunn pasen 12, PaGouas vacTora unpepTopa
~ 15 kM1 YMU0AHTCNL HanpaACcIHs BLITOAICH DA JIMOANBLIX BLITPAMUTENLABIX CTORAGAaX
VD5 - VDS u xonnencaropax €6 - 9. Pesncropnt R3 - R6 spasioTes orpannunrtens-
HLIMUA JUIS wsmeprTeaLinX npubopon, a aeavresan R4, RO, RT onpenenseT nanpsxenue
na anone JIBB. Hanpsaacnne na alione nosnigeres nocie BRIOUCHINS BLICOKOBOILTHOTO
sambikaTess B/13.
Hopspok nupmsiytyasinioi nacrpoiikn JIBB cnenyionuii:

® [IPH OTKIIOUCHTITOM “/B-'&ill\lhlKél.'l‘(‘Jl(‘ HNPpOIBOLITCES VETalloORRka HAacCHoOPTIHOrO 3llave-
HUA HallPpAARCHIH 'iilM(‘le)H()Ill(‘ﬁ CHCTCMII

® HKJHOUACTCS BLICOKOBOJILTHLIA samuikarent B/B

® PCLYJMPORKON HANPAACHHA Ha BXOAC ITHCPTOPa 1§ HOJC TPOITKOIT anojiioro namps-
XKelun, HPoHsBOANMOI pestieropom R7, yeranapnnpacres pabotnil peAna no M-
MAJIBLIIOMY TOKY SaMCIUIMIONTICH CHCTEML.

BuiGpanunit pexuM gukcHpyceres, i s jiadisieinies saayck JIBB iponssomsres noenesio-
BaTeJILHLIM BKInodcnieM unsepropa u B/ Basamnikarens.

Buimenpusencnvas exema nnranis ofccnetaiBac T neipepuisiniil peanns padorn JIHB.
Pecype pabori JIBB cocramiiser HECKOULKO corell acoR 11 o0V CHOBICH. B OCHORHOM.
6OLILOH MOHLIIOCTLIO paccestins B upuGope (~130 Br). Hacrora nosropennii yvekopn-
Teasnoro komiiekca JIKY 3000 - PRY cocranmser | Piunpn urreannocrn nyuka

Janyck

TR

Kamod AHod

P'uc. 3: BuicokopolLTnnii Kinou
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0.5 MKc, uto nossosisier nepesecri JIBB B usmnynnenntii pesAnm paboru. CC oroil ensio
OBl paspaboTal HCTOMHBEK, B KOTOPOM NCHB U TAHEA allofla ¢ MCXAITHUCCKUM SaMLIKATC-
JeM SAMEHCHA Tl Y'3CI ¢ YIPABIANCMBIN BLICOKOBOSILTHRIM HOJIY HPOBOIHUKOBLIM KJHOUOM.,
B kauecTBe KOMMY THPY IOWCTO WICMENTa HCHOIL3YCTes CTOJAO THPHCTOPOR, paboTAIOUIHX
B TPAHIMCTOPHOM pexime (pucd). B kiove npumcencnu tupucropnt tana T-10-122 18
KJacca. Bpems BEAIOUCHHUS U BLIKINOUCHHS KIHOUA ONPCACINIOTC) BEIHUUHIION [TapasuTHOR
eMKOCTH U HoMHHallaMu pesnceropos R1 - R3. B peannnoi cxeme BpeMs skitiouctns u
OTKAIOYeHUs cocTaBiaseT ~20 MK, a uinTeLloctn 1aro ~4( Mkc.

Umnynneawiit pexum pabotul JIBB nossossier suaunrennio nosuicutn peeype JIG u,
KpoMe Toro, nporssoan T Kainbporky CBY - auarnocruicckoi anmaparypnl upu Boulco-
KMX YPOBHAX MOLLHOCTH.

Cnucok nmurepaTtyphbl

[1] V.E.Balakin. “VLEPP Status” 2ud Intern. Workshop on Next-Generation Linear
Colliders. KEK, Tsukuba, Japan, 1990. p69-94.

[2] TI.B. Aspaxos u sip. “PaspaboTka M MCHLITalMs MOILILIX BLICOKOUACTOTILIX CH-
crem BIIDIIT, Tpyau X1 corcinanuns 1o yekopureinsim sapsxceunnix aacrui, Hy6ua

OHAH, 19-92-455, 1993, 1.1, c.178—182.
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The optimized laser photoplotter of IHEP

Bufan A.M, Ivanov A.A., Nechaev Yu.S.
The Institute for High Energy Physics, Protvino, Moscow Region, Russia

The laser flatbed photoplotter for the making printed circuit board
artworks was developed and designed at the Institute for High Energy Physics
(IHEP, Protvino, Moscow region, Russia). The raster scan technique of the
artwork pattern drawing is used. The spinning octagonal mirror prism is used
for the line sweep (X-coordinate) of the laser beam on the photomaterial
(photofilm, photoglass, etc.). The frame sweep of the beam (Y-coordinate)
is accomplished by the flat mirror suspended on the needle supports. The
acoustooptical modulator is used as a laser beam shutter.

The geometrical location of the laser beam on the photomaterial along
the Y-coordinate is determined from the angular position of the flat mirror,
which is coded by the laser interferometer. The motion of the flat mirror is
accomplished by the magnetoelectric driver. Its control is carried out by the
digital-analog closed loop servo system with the stabilization of the deflecting
mirror both on the position and on the velocity.

The spinning mirror prism is settled on the shaft with the frictionless
air bearings. The rotor of the controlled asynchronous motor which rotates
the shaft has rigid and coaxial mechanical linkage with the shaft. In such
construction the mechanical contact between motionless and rotating parts
of the unit is absent, so the wear of the unit is eliminated, the smoothness of
the shaft and prism rotation is ensured and, accordingly, the high-frequency
fluctuations of the speed of the beam are absent.

The coding of the beam position along the X-axis is carried out with the
reference grid, which is the flat glass plate with the interchanging transparent
and untransparent strips. The spinning mirror prism sweeps the unmodulated
laser beam from the additional He-Ne laser with small power (~ 1 nil¥) on
the glass plate (this laser is used also in the Y-coordinate interferomecter).

The signal from the photomultiplier located behind the reference grid
is used in the coding device for the X-coordinate. The number of strips is
not enough for the necessary coding discreteness. Thats way the interpolation
is carried out in the limits of each strip period that allows to decrease the
coding discreteness to demanded value.
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The coding device along the X-coordinate was made so that the non-

linearity of the counting scale associated with the change of the beam sweep
velocity on the flat plate is eliminated.

The correlations between the geometrical position of the beam in the
photomaterial plane and the coding systems readings of the photoplotter
are not linear. The values of these non-linearities are determined during the
calibration procedure by using the sample glass plate (located instead of the
photomaterial) with the equidistant crosses. The coordinates recepted at the
scanning of this plate during the calibration procedure permit to form the
correction map over the field which is used later (at the drawing) to correct
the output data so that the artwork image would not be distorted.

Such manner allows to make the optical-mechanical part of the
photoplotter more simple and to lower the demands on the manufacturing
precision of its separate details.

. The solid-state laser with A = 532 p and the power adjustable up to
150 mW is used to expose the photomaterial.

IBM PC 286 is included in the photoplotter system. The special
electronics consists of the units for the coding of the beam position on
the photomaterial, for the control of beam deflectors and the acoustooptic
modulator. Because the PC speed is not enough for the direct control of the
modulator, the fast buffer memory is included in the electronics. It permits to
output the coordinate data which correspond to the beam on/off moments
for one line with the minimal intervals ~ 100 ns. The writing in this memory
of the coordinates for the separate line is made from PC operative memory
in the periods between the lines. In addition there is the electronics for the
coding the reference crosses of the sample plate at the calibration procedure.
In this electronics there is a buffer memory with the writing time ~ 200 ns.

All special electronics is located on two plug-in printed cards which are
inserted into the free slots of the PC bus and, respectively, are fed by the PC
power supply.

Besides the control functions PC carries out all calculations (including
the handling of calibration data), the input data transformation to the
photoplotter format, the data correction in accordance with the correction
map, the test and diagnostic procedures, the graphic display of the printed
card image, etc.

The real-time software consisting of the software for the direct control
over the photoplotter devices, the programs of drawing, calibration, tests
and so on, are realized mainly in Turbo C++. But some procedures which

demand high speed are realized in Assembler.
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The software for the data preparing in the photoplotter format (the

transformation from the vector form to the raster form) from the initial
data of PCAD system (PLT-format) or ACAD system (DXF-format) or from
the data prepared for the drawing on the vector photoplotter (Gerber-format)
and the programs for the image previewing are realized in Turbo Pascal 6.0.

The interaction of the operator with the software is accomplished under
the control of integrated shell which is fulfilled in Turbo Pascal 6.0 with the
using the means of object-oriented programming Turbo Vision.

The software may function under the control of MS DOS 3.3 (and higher)
and demands minimal configuration AT 286, 640 K'b.

The main specifications of the photoplotter:

image area 300 x 400 mm?

coding systems least counts: ‘
X-coordinate 12.5 p
Y-coordinate 6.25 u

scan frequency 40 lined/s

adjacent scan lines spacing ‘ 25

elements imaging error not more +15 p

imaging time less than 5 min

The THEP laser photoplotter functions in exploitation mode since 1988,
in the configuration with IBM PC 286 — since the middle of 1993.
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