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7 N Introduction

" INTRODUCTION

LE-CONTEXTE

Les avancées techniques pouvaient laisser supposer, pendant de nombreuses années, que I'opérateur
verrait son role diminuer dans un systéme automatisé de production puisque progressivement
remplacé par des automatismes. Une des raisons invoquées était la supériorité des machines sur
I’'homme en matiére de reproductibilité des taches et des capacités de calcul. Il s'avére a présent que
I'opérateur de conduite ne peut étre complétement écarté car certaines de ses fonctions ne sont,
a I'heure actuelle, pas automatisables pour des raisons techniques ou économiques. L'amélioration
des performances et la recherche d'une plus grande fiabilité et disponibilité du systeme automatisé
requiérent donc la prise en compte d'aspects a la fois techniques et humains.

La situation actuelle est cependant déséquilibrée : d'un c6té, les aspects techniques sont assez bien
maitrisés au sens ou les appareils deviennent de plus en plus fiables. Par ailleurs, I'introduction de la
redondance d'appareils! aux endroits critiques du processus offre une plus grande disponibilité de
I'outil de production; d'un autre coté, on ne sait pas vraiment quelles mesures adopter pour
maitriser la fiabilité humaine, car trop de facteurs touchant au fonctionnement humain sont mal
maitrisés.

Aujourd’hui, il y a convergence de points de vue pour confier aux machines les taches réputées
répétitives et automatisables, et laisser les taches a caractére décisionnel a la charge des opérateurs.
L'amélioration de la fiabilité et la disponibilité du processus de production conduit alors a envisager
des aides a 'opérateur. Ces aides font largement appel a des techniques innovantes, qui sont pour
la plupart issues de travaux en intelligence artificielle.

LES LIMITATIONS ACTUELLES

Les limites actuelles au développement du marché des aides a I'opérateur sont nombreuses, elles sont
notamment liées aux motivations des industriels, a la diversité et a 'état d’avancement des
techniques employés, et au manque de moyens permettant de garantir la qualité de ces aides.

T La redondance matérielle-est fondée sur le principe selon lequel {a probabilité que deux composants-assurant la
méme fonction tombent simultanément en panne est quasi nulle. Elle est envisagée aux endroits sensibles d'une
installation pour assurer, quoi qu’il arrive, la mission du systéme de production. Dans la pratique, cela revient a -
‘doubler une pompe, un capteur, une commande, etc. Dans le domaine du nucléaire, cela revient & doubler voire
tripler I'ensemble d'une chaine de production. ;



Introduction

Les motivations qui conduisent les industriels & envisager de tels systémes sont trés diverses. Elles ont
d‘ailleurs été recensées au cours d’une enquéte menée aupreés d'industriels : la complexité croissante
des processus alliée & une responsabilité de plus en plus grande des opérateurs, les contraintes de
sécurité et de fiabilité, la rentabilité, les choix politiques, les modes et les mentalités. En régie
générale, les industriels ont jusqu’ici investi et continuent d’investir dans des systémes d’aide a
I'opérateur “pour voir”. Il ressort que les objectifs sont souvent insuffisamment définis, ce qui conduit
a des résultats trés difficilement évaluables.

L'intérét suscité par I'intelligence artificielle a donné lieu & une importante quantité d’outils logiciels
utilisables dans le cadre de la supervision de processus, et congus a I'origine pour une application
particuliére. Pour le concepteur du systéme d’aide, le probléme se pose alors en terme de choix des
techniques les mieux adaptées aux objectifs. Il apparait alors nécessaire de disposer d’un ensemble
d’outils conceptuels qui peuvent servir a guider le choix de ces techniques.

De nombreuses communautés scientifiques sont impliquées dans l'aide a I'opérateur, notamment
I'ergonomie, la psychologie, I'automatique et I'informatique. Chacune d’entre elles développe ses
propres concepts de l'aide a I'opérateur, d'ot le manque d’homogénéité et la multiplicité des
définitions : pour l'automaticien, un systéme est capable d’aider I'opérateur s’il peut diagnostiquer
un dysfonctionnement et fournir des conseils d’action en termes de commandes a appliquer ; une
approche plus ergonomique de I'automatique part du principe qu’un systéme aide I'opérateur s'il
peut prendre a sa charge certaines des taches humaines, et s'il est capable de fournir de I'information
en fonction des besoins de I'opérateur ; I'approche psychologique part du principe qu’opérateur et
systeme d’aide doivent partager des buts communs pour pouvoir coopérer. Il s'avére alors
nécessaire d’avoir une vision globale, structurée et pluridisciplinaire de I'aide a I'opérateur.

Une des difficultés majeures en conception d'aides informatisées n’est pas liée a la maitrise de
techniques innovantes, qui ont pour la plupart montré leur faisabilité, elle est plutét due au manque
de moyens d’évaluation de I'impact d’un systéme informatique congu essentiellement pour interagir
avec 'homme. Ces systémes constituent une véritable révolution car ils sont congus pour s’adapter a
I’'homme, et non l'inverse comme cela a été jusqu’a présent le cas. La conception de tels systémes
implique la modification profonde des anciennes habitudes, c’est pourquoi le besoin de

méthodologies apparait comme un enjeu crucial pour I'introduction effective des systémes d’aide

en salle de conduite.

Il y a donc un travail conséquent @ mener pour définir une approche méthodologique qui permette
aux décideurs, exploitants et concepteurs d’adopter une démarche qualité devant déboucher sur la
définition des services adaptés aux besoins ; c’est I'objet de la présente thése.

OBJECTIFS

Notre objectif est essentiellement de proposer quelques clés devant permettre a I'ingénierie d’orienter

ses choix en termes d’objectifs du projet d’aide a I'opérateur, de fonctionnalités a implanter, et de

techniques et outils & mettre en ceuvre. L’originalité de ce travail réside dans le soin qui est mis a
apporter un regard raisonné sur les différentes solutions proposées, ainsi qu’un cadre commun a
‘I'ensemble des approches de I'aide qui offre aux concepteurs et industriels une vue globale de I'offre

2 D. Notte, Pour une conception pluridisciplinaire des systemes coopératifs homme machine : mythes et réalités,
Journées d’Etude S3 (Surete Surveillance, Supervision), Supervnsnon et cooperatlon homme-machine, Ed. LAIL
USTL, Paris, les 12-13 janvier 1995.
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en matiere de techniques d’aide a I'opérateur. Dans la mesure du possible, nous nous attacherons 2
définir les notions abordées.

Les objectifs que nous nous proposons d’atteindre sont donc :

e la mise en évidence des caractéristiques humaines qu'il convient d'lntegrer avant de démarrer
un projet d'aide,

« la définition d’une vision structurée des aides 2 |'opérateur, et par la méme la définition d’une
vision opérationnelle des fonctionnalités existantes, en particulier d’aide au diagnostic,

* la définition d’'une démarche méthodologique devant permettre de spécifier convenablement
les aides a concevoir,

e la proposition d’un cadre permettant le choix des méthodes d’acquisition des connaissances
pour alimenter les outils a mettre en ceuvre.

Les processus de transformation chimique sont notre champ d’application privilégié, mais I'approche
que nous présentons est suffisamment générale pour s’appliquer a I'ensemble des processus
automatisés qui exigent une surveillance de la part de I’homme.

Ce travail s’inscrit dans le cadre du projet DIAGPEV de supervision d’une installation prototype de
vitrification de déchets nucléaires ; les exemples et illustrations contenus dans ce mémoire en seront
issus.

PLAN DU MEMOIRE

Le chapitre premier est consacré a préciser le réle de I'opérateur dans le systétme de production
ainsi que ses caractéristiques principales, c’est-a-dire ses points forts certes, mais surtout ses
faiblesses. Nous nous proposons ainsi de motiver une aide a I'opérateur par 'analyse des problémes
qui touchent a la performance globale du systéme de production ; cela se traduit en termes de
sareté de fonctionnement et de productivité. Ceci nous semble &tre une approche industriellement
viable, car centrée opérateur.

Le second chapitre a deux objectifs principaux : faire un état des axes de recherche dans le domaine
des aides a 'activité humaine, en particulier cognitive, et en proposer une vision opérationnelle. Ce
chapitre sera I'occasion d’aborder les diverses conceptions de I'aide et comment les différencier. Les
concepts et outils développés dans le cadre du projet d'aide au diagnostic de défauts DIAPASON,
développé au CEA, sont intégrés dans cette synthése.

Le troisieme chapitre propose la description d’une démarche méthodologique qui met davantage
I'accent sur les phases initiales a la conception : la phase de spécification des objectifs vise la mise en
évidence des besoins; la seconde phase vise I’élaboration du cahier des charges fonctionnel, qui
permet de définir le référentiel de besoins; la troisitme phase est la proposition de solutions
techniques répondant aux besoins et exigences des exploitants.

Les phases suivantes du projet sont I’étude de faisabilité technique des solutions proposées et le
développement proprement dit du systéeme. Dés le-démarrage de ces phases peut étre constitué le
référentiel de connaissances qui serviront pour le projet. Cet aspect est plus particuligrement abordé
dans le quatriéme chapitre. Les méthodes d'acquisition des connaissances les plus employées sont
classées en fonction des types d’aide recensés. Par ailleurs, la méthode SAGACE de modélisation des

' systemes, basée sur une approche systémique et développée au CEA, est envisagée pour construire

un référentiel de connaissances utilisable dans un projet d’aide a I operateur en general et par les
. modules du systeme DIAPASON en particulier.
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.1 INTRODUCTION

La problématique dans laquelle nous nous plagons est la conception de systémes qui répondent a
une double exigence: fournir des solutions dans le sens d’une meilleure disponibilité du
systéme de production et prendre en compte la composante humaine de la fiabilité du systeme
de production.

L'objet de ce chapitre est de préciser le champ dans lequel nous nous proposons d‘intervenir :
activité de l'entreprise qui nous intéresse, place de I'homme au sein de cette activité,
caractéristiques et faiblesses humaines qui peuvent remettre en cause la performance du systéme
de production et la streté de fonctionnement.

Pour mener a bien I'analyse des différents aspects qu’il convient de prendre en compte, une
incursion dans des disciplines des sciences humaines telles que la psychologie du travail,
'ergonomie et la psychologie cognitive, est requise. La psychologie du travail se fixe pour
objectif de comprendre le comportement humain au travail : il s’agit d’élucider les “relations
stables que les comportements manifestent avec des propriétés de I’environnement dans lequel
ils sont produits” [CAVER 91a]. L'ergonomie, quant a elle, releve plus de la démarche empirique
et vise a améliorer les conditions de travail. Des disciplines dérivées des deux premiéres
prennent pour objet d'étude I'activité humaine de supervision :

e la psychologie cognitive est une sous-discipline de la psychologie; elle est centrée sur
I'individu et cherche a élucider les représentations et les mécanismes de raisonnement
humain en situation de travail qui produisent les comportements observés,

* 'ergonomie cognitive est une sous-discipline de I'ergonomie ; elle vise notamment I'étude
empirique des interactions homme-ordinateur et les moyens d’aménager le poste de travail,

* la psychologie cognitive ergonomique est une discipline mixte des deux précédentes [HOC
91] : il s’agit de concevoir des modeéles de I'opérateur soumis a des situations complexes
(situations statiques, dynamiques et de conception). Elle peut donc étre considérée comme
le domaine applicatif de la psychoiogie cognitive, mais elle n’est pas réduite a I'étude de
I'activité individuelle (il y a également prise en compte des aspects collectifs du travail)
et aux seuls psychologues cognitifs : les spécialistes en automatique humaine! en sont aussi
des acteurs, de méme que les spécialistes en intelligence artificielle.

Cette incursion nous permettra de mettre en évidence les caractéristiques propres a I'activité de
l‘opérateur, plus particulierement sur les facteurs de variabilité et les erreurs humaines.
L'activité d’un opérateur est ici prise au sens des mécanismes observables (le comportement) et
des mécanismes inobservables (les processus cognitifs) [HOC 91].

Notre apport sera ici la proposition d’'un cadre descriptif faisant la synthése des caractéristiques
humaines déterminantes pour la fiabilité et la disponibilité d’un processus de fabrication. Ce
cadre doit offrir au concepteur un outit méthodologique lui permettant d’orienter le projet
d'aide a I'opérateur. '

1 Nous faisons référence aux travaux du Laboratonre d'Automathue et de ‘Mécanique Industrlelles et
Humaines, a Valenciennes. o -
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.2 L’ENTREPRISE

“L'entreprise est le siege d’activités organisées visant a fournir au client et au marché des
produits adaptés. Elle met en mouvement des flux d’énergie, de monnaie, de matidre et de
personnels qui s’écoulent dans les circuits du systtme économique. Elle est un centre de décision
capable de se doter d'une stratégie économique autonome, et dont le principal objectif est de
rendre maximal son profit sous les contraintes techniques [la sQreté de fonctionnement par
exemple], financiéres, commerciales et sociales qui s’exercent sur elle” [DESPRE 91].

1.2.1 Ses activités

L'entreprise est une organisation complexe d’activités différenciées comportant chacune: une
composante physique (le processus de transformation, par exemple), une composante
d’organisation (la structure organisationnelle pour chacune des activités) et une composante de
communication (les relations internes et externes a I'entreprise). Nous décrivons ces activités en
prenant pour référence I'ouvrage de Després.

Trois grands types d’activités composent une entreprise de fabrication de biens: la production,
la maintenance et la gestion.

L'activité de production est définie comme la transformation des matiéres premiéres et d'énergie
en biens; elle est considérée comme l'activité opérationnelle de I’entreprise, puisqu’elle est en
charge de la réalisation effective du produit. Ce domaine d’activité est pris en charge par le
personnel de production, le systtme de contréle-commande et le processus de transformation.

L'activité de maintenance est chargée d’assurer la meilleure disponibilité de I'outil de
production par des actions curatives et préventives. Sont impliqués le personnel de
maintenance, le systéme informatique de maintenance, ainsi que les piéces de rechange et les
divers outils associés. Elle est activée lorsque une intervention du type diagnostic et réparation
des appareils est requise. Cette intervention se fait généralement quand le processus est a l'arrét.

L’'activité de gestion englobe la gestion financiére et la gestion technique de I'entreprise : la
gestion financiére a pour rdle la détermination de la meilleure stratégie produit, la définition
des moyens a mettre en ceuvre au sein de |'entreprise pour essayer de répondre aux besoins tout en
minimisant les coidts; elle fait appel au personnel de gestion financiére et au systeme
informatique de I'entreprise. La gestion technique gére les matiéres premiéres, I'énergie et les
biens produits ; elle implique l'intervention du personnel de gestion technique, le systéme
informatisé de gestion technique et la manutention des matiéres premiéres et des biens produits.
La gestion technique se situe a l'interface des activités opérationnelles de production et de
maintenance, mais aussi de I'activité de gestion financiére qui a un caractére plus fonctionnel.
Elle a pour mission de traduire les spécifications de produit de la gestion financiére en
spécifications de qualité, de quantités et de délais de production ; elle gere tout ce qui se
rapporte aux incidents, aux problémes d’indisponibilité, etc. Elle est donc considérée comme un
pilotage des activités opérationnelles. ' :

‘Le tableau 1.1 en propose une synthése qui distingue les activités de I'entreprise et ses
composantes physique, organisationnelle et de communication.
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NIVEAU OPERATIONNEL NIVEAU PILOTAGE

NIVEAU FONCTIONNEL |

ACTIVITES )
PRODUCTION | MAINTENANCE TECHMGUE T
| COMPOSANTES
. Outils de gestion
Le processus Pieces de rechange Manutention financiére, des flux d'
' ' Outils et energie coordination des activitésf
Equipes de Equipes de Personnel Struc?‘.xre de gestion
conduite maintenance Systéme informatique inanciere
ORGANISATION Systeme Processus de gestion Personnel
SNCC informatique de des stocks (mgatiéres
maintenance | 1 emizres et produits) | Systéme informatique
Coordination Contrainte de Planification de la
interne maintenance production Stratégie produit
OMMUNICATION,| Validation des Taux
. ) . A <
COORDINATION cg?(i?u"c'i?o‘ff dindisponibilité de| Contraintes de délais | Attentes du marché
Compte-rendus l'outil de . - .
A activité production Gestion des incidents Veille
TRAITEMENT DE INFORMATIQUE DE
L'INFORMATION INFORMATIQUE INDUSTRIELLE GESTION

Tableau 1.1 : Activités de I'entreprise.

.2.2 Les contraintes de l'activité de production

Afin d'assurer sa crédibilité économique, I'entreprise se doit de garantir un fonctionnement sar
de son outil de production. La sireté de fonctionnement est la science des défaillances et des
pannes [VILLEM 88]; elle englobe les notions de fiabilité, de disponibilité et son pendant la
productivité, de sécurité et de maintenabilité, que nous passons maintenant en revue.

La fiabilité est I'aptitude d’'une entité a accomplir une fonction requise dans des conditions
données d'utilisation et pendant un temps donné. La fiabilité est indistinctement associée aux
- appareils et aux hommes ; ainsi un systéme est dit fiable s'il est capable de récupération, donc
capable de gérer ses dysfonctionnements avant que |’état dysfonctionnel ne devienne
irréversible [NEBOIT 90a]. V

La disponibilité est I'aptitude d'une entité a &tre en état d’accomplir une fonction requise dans
des conditions données et a un instant donné,

La sécurité est 'aptitude d’une entité a éviter de faire apparaitre, dans des conditions données,
des événements critiques ou catastrophiques,

La maintenabilité est I'aptitude d’une entité & étre maintenue ou rétablie dans un état dans
lequel elle peut accomplir une fonction requise, lorsque la maintenance est accomplie dans des
conditions données avec des procédures et des moyens prescrits. - i

Ces contraintes s’exercent directement sur le systéme automatisé de production, au niveau de
toutes ses composantes: le processus de fabrication, les équipes de conduite et les
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communications entre les diverses activités. La sQreté de fonctionnement est remise en cause sur
apparition d’une défaillance au niveau de ces composantes.

La défaillance est définie comme la cessation de V'aptitude a assurer une fonction requise. Eile
est aussi bien utilisée pour les systémes techniques que pour décrire un dysfonctionnement
humain. '

1.2.3 Le systéme automatisé de production

Le Systéme Automatisé de Production (SAP) repose sur la mise en ceuvre cohérente des moyens
matériels et humains tels: le processus de fabrication, le systéme de contréle-commande, les
hommes chargés de la gestion technique, les hommes chargés de la production et les hommes
chargés de la maintenance. Dans notre démarche de focalisation, il nous faut maintenant
envisager la place de l'opérateur au sein de l'activité de production.

Le processus de fabrication est 'ensemble des opérations d’élaboration d’un produit selon un
procédé2, une méthode, ou une recette déterminée. Ces opérations sont prises en charge par
I'installation, qui représente l'organisation d’appareils qui assurent des fonctions unitaires telles
que Ie'transport, le stockage ou la transformation, pour globalement réaliser |'objectif. Les
processus auxquels il sera souvent fait référence dans ce mémoire sont les processus chimiques
continus, a dynamique lente, en particulier dans le domaine du retraitement nucléaire.

Le systeme de contrdle-commande est congu pour fournir 'ensemble des moyens permettant
d’assurer le contrdole-commande du processus: mesures, alarmes, organes de commande,
automatismes de sécurité, régulations, stockage des données, etc. Il sert souvent d’interface de
conduite puisqu'il centralise les moyens de commande ; par abus de langage, cette interface est
appelée interface de supervision, bien qu’elle ne permette pas de visualiser I'ensemble des
aspects intéressant la gestion globale du processus par les opérateurs. En effet, une vue
synoptique n’‘est sans doute pas la seule description qui soit pertinente pour I'opérateur; cet
aspect fera dailleurs I'objet d'un paragraphe dans le chapitre |lI.

Au sein du SAP, les hommes chargés de l'activité de production sont appelés agents
d’exploitation. Nous nous intéresserons plus particulierement aux opérateurs de conduite;
cette désignation regroupe les opérateurs, le chef de quart, et les rondiers.

La mission de I'opérateur de conduite est de garantir la productivité, la disponibilité et la
fiabilité du systéme de production en intervenant comme complément au systéme de contrdle-
commande, sur une installation en constante évolution. L'opérateur de conduite a donc un réle
de superviseur du processus de fabrication.

Hormis les phases transitoires de démarrage et d’arrét, son role est surtout de prendre en charge
I'imprévu, par sa capacité a mettre en ceuvre une activité mentale adaptée a la résolution de
probléme avec des informations imprécises et incertaines. L'opérateur de conduite est en effet
capable de juger et décider dans un contexte.incertain, d'anticiper un déréglement par des
indices avant la détection par les systémes d’alarme, d’évaluer de maniére qualitative des
données, de synthétiser, d’interpréter, en fonction des cas les plus probables, sans devoir
examiner I'ensemble des possibles. ‘ - . - '

2 par abus de langage, il est parfois synonyme de processus (exemple : la conduite de procédé).
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De fagon pratique, |'opérateur est chargé :

» d’exécuter des procédures,

¢ d'ajuster les paramétres de fonctionnement (correction des défauts et dérives, optimisation
-du fonctionnement du processus),

» d’adapter le fonctionnement du processus en fonction de contraintes de production
(modification de certaines consignes pour satisfaire aux obligations de production, passage
sur circuit auxiliaire si une panne est apparue sur le circuit principal),

e d’anticiper les actions a envisager, en fonction des délais de production (il planifie ses
interventions sur le processus),

* de participer a un objectif commun (coordination de ses interventions avec celles des
autres membres de |'équipe).

L'opérateur exerce son activité principalement a partir de postes informatiques situés en salle
de conduite centralisée . En local, le rondier vérifie I'état de marche des divers actionneurs
(vannes, pompes, etc.) c’est-a-dire directement sur l'installation (figure 1.1). Ce second type
d‘intervention est généralement épisodique.

Opérateurs, chef de quart Conduite centralisée

. |Controéle-commande}

Figure 1.1 : Réle de l'opérateur au sein du SAP.
1.2.4 Les taches de I'opérateur de production

Les contraintes imposées au systéme automatisé de production sont également les missions
attribuées a I'opérateur: assurer la productivité, la disponibilité et la fiabilité du processus.
L'opérateur assure ses missions en effectuant, pour ce faire, un certain nombre de taches.

Nous utiliserons indifféremment les termes opérateur, opérateur de conduite et opérateur de
production.

La tache est I'objectif assigné & I'opérateur, c’est-a-dire ce qu‘il doit réaliser. Elle est définie

comme un ensemble d’actions conditionnées -qui supposent l'existence d’interactions:

particulieres entre un opérateur et les équipements, les autres opérateurs ou l’environnement
[PHILLI 88]. Mé&me si la durée moyenne d‘une tache peut varier,-une tache est toujours caractérisée
par un début et une fin, de sorte que I'on peut définir une unité d’actions isolable de I'ensemble
des actions possibles sous la forme du triplet : objectif, séquences dactions et résultat. i
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Quatre grands types de tiches concernent spécifiquement la supervision de processus, selon .
Rouse ([ROUSE 83] repris par [MILLO 88]): les taches de transition, les tiches de suivi, les
taches diagnostic, et enfin les tiches de compensation :

e les taches de transition sont sollicitées lors des phases transitoires de démarrage, de
changement de régime, ou d‘arrét, pour lesquelles les opérateurs disposent de procédures
appliquer, 7

* les taches de suivi sont généralement des taches de routine que I'opérateur doit effectuer de
maniére périodique et en fonctionnement nominal, pour vérifier que les différents
paramétres de fonctionnement se maintiennent aux valeurs de consigne; dans le cas
contraire, l'opérateur peut agir sur le processus pour en régler certains (correction, suivi des
effets de correction, édition de comptes-rendus),

e les taches de diagnostic sont sollicitées dés qu’un probléme est détecté ; elles supposent,
de la part de V'opérateur, une activité constante de surveillance,

* les taches de compensation correspondent aux actions menées par les opérateurs une fois le
diagnostic de la situation effectué (en fonction des consignes de sécurité, I'opérateur doit
par exemple activer les appareils de secours ou mettre le processus en mode de repli).

En régle générale, les taches sont définies en termes d’objectifs, a charge pour I'opérateur de les
traduire sous une forme opérationnelle. Celui-ci doit, en effet, tenir compte des conditions
réelles de conduite qui I'obligent & adapter les moyens d’obtention en fonction des aléas et des
contraintes de la situation. L’expérience montre, en effet, que toutes les situations ne peuvent
étre répertoriées a la conception. Par exemple, quand l'ingénieur d’exploitation demande a
I'opérateur d’amener le processus en mode de repli, c’est a I‘opérateur de se définir la maniére
dont il devra réaliser cette tache, et sous quelles conditions, car toutes les situations n‘ont pas
été prévues.

Dans I'éventualité d’une incohérence ou d’une incompatibilité des procédures avec le contexte
de travail, 'opérateur doit changer de procédure ou bien I’adapter au contexte, voire en élaborer
une nouvelle, lorsqu’il s'agit d’un probléme qui lui est peu familier.

Ainsi, la réalisation d’une tache connait trois temps [POYET 90]: prescription de la tache a
réaliser, redéfinition par I'opérateur en fonction de ses propres référentiels, puis actualisation :

» la tdche prescrite correspond a la tache telle que la définit le prescripteur : mission,
performances a atteindre, délais a respecter, mais aussi consignes et procédures a appliquer,

* la tiche redéfinie est une traduction des prescriptions sous forme d’une représentation
fonctionnelle correspondant aux représentations (modéle du processus) et stratégies (moyens
de mise en ceuvre) propres a 'opérateur,

* la tache actualisée traduit le fait que I'opérateur doit prendre en compte le contexte dans
lequel la tache doit étre effectuée (état actuel de ['installation, avancement de la
production, incidents, contraintes temporelles, etc.). Cela demande de sa part la sélection
d’une stratégie en accord avec la situation. '

Ayant décrit le cadre dans lequel le projet d’aide devra se positionner, il nous faut passer en
revue les caractéristiques humaines qui orienteront le projet d’amélioration des performances des
opérateurs. '

|
R
f
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1.3 VARIABILITE DE L’OPERATEUR

De graves incidents récents (parmi les plus. tristement célébres: Three Mile Island, 1979 et
Tchernobyl, 1986) ont amené a considérer 'homme comme un facteur de fiabilité du systéme
de production; en effet, les études post-accidentelles ont montré que I'opérateur joue
effectivement un role déterminant dans leur occurrence [KOUTS 91].

L'objet de notre propos est de définir de quelle fagon I'opérateur présente des singularités de
comportement en comparaison avec un automate, et en quoi ces sihgularités peuvent gravement
remettre en cause la fiabilité du systéme. Il nous semble que la variabilité est ce qui caractérise
le mieux I'opérateur. En effet, un automate est congu pour produire les mémes résultats quelles que
soient les conditions externes; sa performance est constante et prévisible (jusqu’a l'apparition
d’une défaillance) alors que celle de I'opérateur est difficilement prévisible car elle est sensible
a de nombreux facteurs.

La variabilité est une caractéristique proprement humaine : elle traduit I'idée selon laquelle les
performances d’un opérateur sont fortement conditionnées par des facteurs qui perturbent son
activité dans I'accomplissement d’une tdche. Swain a notamment proposé un découpage en
facteurs internes et externes pour distinguer ce qui reléve de I'environnement et ce qui reléve des
caractéristiques propres a l'opérateur (repris dans [VILLEM 88]). Pour mieux comprendre la maniére
dont ces facteurs interviennent dans la performance, Millot a proposé une schématisation sous
forme d'un modéle diagramme-bloc au niveau duquel [MILLO 88] :
¢ les entrées du modéle sont les exigences de la tdche, c’est-a-dire ce qui est demandé a
I'opérateur, et les contraintes environnementales que I'opérateur peut percevoir comme des
perturbations ou des nuisances (ils correspondent aux facteurs externes pour Swain),
e une variable interne non observable qui représente la charge de travail, et qui dépend de
I’état de l'opérateur (ce sont les facteurs internes de Swain),
* une variable de sortie unique, en l'occurrence la performance, qui est une fonct|on de
I'ensemble des entrées et de I'état de |'opérateur.

Nous aborderons successivement ces thémes et essaierons d’en tirer les enseignements qui nous
permettrons ensuite de définir une aide a I'opérateur.

1.3.1 Exigences de la tache

Les exigences de la tache caractérisent la quantité d’effort minimale que |'opérateur devra
investir pour réaliser correctement une tache. Ces exigences peuvent étre considérées comme des
facteurs externes a l‘opérateur. Ce sont principalement: le contexte dans lequel est
effectuée la tache (tiche en fonctionnement normal, incidentel ou accidentel), les conditions
techniques de travail (nuisances générées par un environnement bruyant, la luminosité, les
contrastes, etc.), les conditions organisationnelles du travail (asvpects sociologiques),
complexité du processus (taille de l'installation, dynamique des phénoménes, etc.).

Pour traduire la complexité du processus que I'opérateur doit superviser, Hoc introduit la
notion de situation de_transformation d’environnement dynamique, qui nécessite de la part -
de l'opérateur de mettre régulierement a jour sa représentation de I'état-ou de l"évolution du
processus [HOC 91]. L'auteur distingue quatre facteurs d’influence : I'étendue du champ de
contréle (possibilités matérielles et informationnelles permettant de se représenter I’état ou
I'évolution du processus), la proximité du contréle et les délais de réponse (I'anticipation et
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la planification jouent un réle important quand le contréle est distant et les. délais-de réponse -
longs), I'accessibilité des informations sur le processus (certaines informations sont d’accés
plus ou moins direct et nécessitent donc des inférences plus ou moins importantes), et enfin le
type de processus surveillé (les processus discontinus favorisent une représentation sous forme
d’états et de transformations discrétes, par opposition aux processus continus, qui imposent une
représentation sous forme d’évolutions). ‘

1.3.2 Etat de l'opérateur

L'état de I'opérateur caractérise son aptitude, ou sa capacité fonctionnelle, & prendre en charge
une tache donnée dans un contexte et des conditions donnés ; il englobe les aspects cognitif
(niveau d’expérience), physiologique (rythmicité biologique ou circadienne de I'opérateur
[GADBO 90]) et psychologique (motivation). Ces états sont regroupés sous le terme de facteurs
internes qui déterminent l'effort que I'opérateur est capable et souhaite investir. Pour qualifier
cet effort, on introduit la notion de capacité de travail [MILLO 88], qui indique que I'opérateur
peut étre amené a ajuster son degré de mobilisation lorsque la tache le nécessite [QUEIN 87].
Ainsi, I'opérateur peut faire varier sa capacité de travail en fonction de son expérience, son
adresse, sa personnalité, ses motivations et ses aptitudes physiques et mentales. Le résultat est
une quantité d’effort mise en jeu pour effectuer une téche.

1.3.3 Charge de travail

La charge de travail traduit |'idée selon laquelle il existe une relation complexe entre |’état de
I'opérateur, les exigences de la tache et les nuisances environnementales qui déterminent,
pour une part, les efforts que l'opérateur peut engager. Cette “quantité d’effort” est a deux
composantes, physique et surtout mentale; cette derniére rend particulierement délicate la
mesure de la charge de travail, car on ne dispose pas de moyen direct de mesure. Elle est pourtant
centrale pour les ergonomes : ces derniers ont, par ce biais, les moyens d’évaluer I'adéquation
entre les exigences du travail et les capacités de lI'opérateur, de maniére a proposer les
aménagements qu‘il convient [MILLO 88]. Incidemment, cette charge de travail influe sur la
performance de I'opérateur.

1.3.4 Performance

La performance de l'opérateur qualifie I'adéquation entre les exigences de la tache et
I'activité de l'opérateur qui a conduit a sa réalisation. Elle peut étre estimée a travers les
temps de réponse (temps mis pour réaliser la tache a partir de 'instant ol elle a été demandée)
ou bien a travers I'étude statistique des erreurs commises par |‘'opérateur (écarts entre la tache
prescrite et sa réalisation effective). :

Les facteurs d'influence de la performance ont notamment été étudiés par -Rouse, qui a mis en
évidence l'importance des facteurs tels que la complexité du probleme, le niveau d'expérience, le
contexte dans lequel la tache demandée est effectuée (situation urgente et non urgente), dans la
performance humaine [ROUSE 78]. Les relations entre ces facteurs sont corriplexes, et non encore
élucidées. Une schématisation, nécessairement simpliste, peut toutefois permettre de comprendre
la relation entré variabilité et performance. _ '

1.3.4.1 Les e:xpériences de Rouse E T

s

.Les expériences menées par Rouse consistaient 3 demander & plusieurs groupes de ‘sujets
d'effectuer des tiches de diagnostic de défauts, en utilisant comme support de représentation un
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graphe orienté dans lequel les nceuds représentaient les variables du systéme, et les arcs les
influences entre celles-ci. La performance d'un sujet était le nombre d’arcs testés pour parvenir a
découvrir l'origine du défaut. Les sujets disposaient de la structure du graphe, affichée en
permanence sur un écran d’ordinateur, et des valeurs des variables externes: la valeur 0 étant
affectée a une variable externe anormale, et la valeur 1 dans l'autre- cas. lls étaient, par ailleurs,
soumis a des situations de pannes uniques. L’expérience était congue de sorte que les sujets
étaient contraints d’interroger I'ordinateur afin de connaitre I’état d’une variable. Deux séries
d’expériences ont été menées.

Dans une premiére série de tests, une aide était proposée a certains sujets : ils pouvaient faire
disparaitre de I’écran les nceuds non incriminés du graphe ; cela revenait a réduire la complexité
du probléme. Dans une deuxiéme étape, les sujets ayant bénéficié d'une aide se sont retrouvés a
travailler sans cette aide, au profit des autres sujets ayant initialement travaillé sans. Cela a
permis de mettre en évidence des facteurs tels que: la complexité du probléeme (ici la taille du
graphe), les effets d’'une aide a la résolution, et enfin les effets de la disparition de I’aide pour
des sujets s’y étant accoutumés pendant les tests.

Une deuxiéme série de tests a été menée; elle proposait cette fois, avec le méme probléme 2
résoudre, d'évaluer les effets de la contrainte temporelle sur la performance de nouveaux groupes
de sujets (de maniére & ne pas fausser les résultats en utilisant des sujets déja accoutumés). Ce
test était ciblé sur des facteurs d'urgence, assez étroitement liés a la notion de motivation de la
part des sujets (degré d'attention). '

Les sujets étaient ainsi placés dans des conditions moyennement voire fortement contraintes, en
jouant sur le temps alloué pour chacune des situations proposées. Certains sujets bénéficiaient
d’une aide, d'autres pas. La performance des sujets devenait ici le pourcentage de réponses
correctes. Cette série d'expériences a permis de mettre en évidence les relations existant entre la
performance et l'urgence de la situation: sans contrainte de délai de réponse, les sujets
adoptaient la stratégie consistant a réduire le domaine d'observation par des éliminations
successives. Par ailleurs, la contrainte de délai de réponse a favorisé la recherche a partir d’un
nceud ayant été déclaré en défaut, en recherchant la source du défaut sur les nceuds amont. Elles
ont également mis en évidence I'effet d’accoutumance des sujets face aux situations proposées
(le taux d’échecs diminuant sensiblement au cours des diverses séries de test).

Ces expériences ont permis de mettre en évidence quelques facteurs de performance, mais les
conditions dans lesquelles elles se sont déroulées ne sont pas celles auxquelles I'opérateur est
soumis : les expériences ont été effectuées en laboratoire sur cas d'école. En situation réelle de
travail, il faut tenir compte de facteurs difficilement quantifiables du type : état physiologique,
degré de motivation, niveau de compétence, qui induisent une certaine variabilité des
performances humaines. ’

1.3.4.2 Essai de schématisation
La performance dépend certes de facteurs internes et externes multiples, des exigences de la
tiche, de la charge de travail ainsi que des nuisances. La figure 1.2 propose une schématisation
sous la forme de facteurs affectés de poids supposés variables dans le temps et disposés sur une
balance : d'un c6té, sont rassemblés les efforts engagés par I'opérateur, et de l'autre les
exigences de la tiche. o ' B

Deux cas de figure peuvent se présenter : I'opérateur s’investit au moins & hauteur.du niveau requis
par la tache (cela se traduit par un rapport efforts / exigences supérieur a 1), I'opérateur investit
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moins d'efforts que la tache n’en requiert (le rapport exigences / efforts est supérieur a 1). Ce
deuxiéme cas traduit un niveau insuffisant de vigilance (rythmes physiologiques) ou une
défaillance de I'opérateur due a une surcharge cognitive ou a-l'inadéquation de la tache avec
I'état de I'opérateur. Pour l'opérateur, la difficulté est de trouver le bon équilibre entre
exigences et efforts a engager : s'il effectue une tiche en s'engageant davantage que la tache ne
le requiert, cela peut entrainer une fatigue prématurée, d'ol le risque de réduction de la capacité
de I'opérateur. D'un autre c6té, si les efforts engagés par I'opérateur sont insuffisants vis-a-vis de
la tache, cela n’entraine pas nécessairement une sanction en termes de performances de
production.

B exigences/efforts
supérieural : : . supérieur a 1

b
g
3
i=
g
v

Perception

du risque
Motivation I
Conditions

de travall

EFFORTS ENGAGES PAR . § EXIGENCES
L'OPERATEUR PQUR & FONCTIONNELLES
ACCQMPUR LA TACHE DELA TACHE

Figure 1.2 : La fiabilité comme adéquation entre niveau requis et efforts engagés.

Ainsi, la performance ne fait pas seulement intervenir des facteurs internes a l'opérateur, elle fait
également intervenir les facteurs externes liés a la tdche a réaliser et aux conditions
environnementales ; c’est pourquoi la notion de couple opérateur-tache a été introduite [HOC

87] [NEBOIT 90a].

Les ergonomes assimilent cette notion de couple opérateur - tiche a celle de distance entre la
tache prescrite et sa traduction en actions opérationnelles. Norman a ainsi été amené a introduire
les notions de distance d’évaluation et de distance d’exécution [NORMA 84]. Selon lui, la
distance d’évaluation est I'effort que |'opérateur doit fournir pour mettre en correspondance la
perception de la tache (la tiche telle qu'elle est formulée), et une représentation mentale de
cette méme tiche (compréhension); la distance d'exécution est I'effort engagé pour faire
correspondre la représentation mentale de la tache (définition d'objectifs) et I'image externe de
cette tache (traduction en actions opérationnelles).

Cette notion de distance entre tiche prescrite et activité réelle peut étre source de biais a
chaque étape cognitive: réception ->.interprétation -> traduction -> mise sous forme
opérationnelle. La notion de distance traduit également le besoin de définir une grandeur
permettant de quantifier la facilité avec laquelle une tiche est interprétée et traduite en actions
opérationnelles. Il s'agit, du point -de vue de I'ergonome, de définir les conditions de plus
grande performance d'un opéraieur face a urie tiche a réaliser et, du point de vue du fiabiliste,
de définir les conditions d’apparition d’erreurs ou de défaillances dans I’exécution d’une
tache en vue de les éviter. : ' '
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Nous avons choisi d'aborder la performance opérateur sous le second angle de vue, celui du
fiabiliste ; I'opérateur est considéré comme une composante susceptible de défaillances. Par
extension a la fiabilité technique, la fiabilité humaine est définie comme “l’aptitude d’un
opérateur humain a accomplir une mission requise, dans des conditions données, pendant une
durée donnée” [VILLEM 88]. L'opérateur est donc considéré comme un systéme susceptible de
défaillances, mais a la différence des systemes techniques, il est capable de récupérer ses
défaillances ; on parlera d’erreur plutdt que de défaillance.
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1.4 L'ERREUR HUMAINE

L'erreur est plus particulierement I'objet d'étude de la fiabilité humaine, préoccupation qui
remonte aux années soixante et qui visait a déterminer les risques liés aux erreurs humaines dans
des activités telles que la supervision des installations industrielles. La fiabilité humaine est a
présent devenue la science des défaillances humaines [VILLEM 88], dont I'objet est de prédire
et de prévenir I'erreur humaine dans le but d'optimiser la fiabilité globale et la productivité.

Aborder I'étude de I'erreur humaine s'avére délicat, car I’analyse de I'erreur peut conduire a des
interprétations divergentes selon que I'on considére les écarts par rapport a la tache telle que la
définit le prescripteur, par rapport a la tache telle que la redéfinit I'opérateur, ou encore par
rapport a l'activité réelle de I'opérateur [CELLIER 90]. En effet, I'écart a la prescription n’est pas
nécessairement a interpréter en terme d’erreur, a forte connotation négative ; elle peut étre
également bénéfique pour le processus, par la capacité de l‘opérateur a produire des
comportements qui favorisent une “récupération innovante mais efficace” [POYET 90]. Par
ailleurs, I'erreur humaine ne peut étre réduite a une activité individuelle isolée, elle est la
combinaison de facteurs a la fois internes et externes (conditions techniques et sociologiques,
contexte).

La fiabilité humaine, en tant que discipline de l'’ergonomie, s’intéresse aux conditions
d’apparition de I'erreur et aux moyens de les prévenir; la psychologie cognitive s‘intéresse plus
particulierement aux mécanismes cognitifs de I'erreur. La premiére discipline s’intéresse
davantage a des indices, des traces de Ierreur ainsi qu’aux moyens d’y remédier, tandis que la
seconde vise a en comprendre et expliquer la genése.

Une des premiéres tentatives de classification des erreurs humaines date du début des années
80 [RASMU 81]. Depuis, plusieurs typologies ont été proposées, nous en passerons trois en revue :
celle de Reason en psychologie cognitive, celle de Nicolet en ergonomie et celle de de Keyser
en psychologie du travail. Nous pensons qu'elles sont suffisamment représentatives, chacune
dans un domaine particulier, pour étre l'objet d'une étude comparative.

1.4.1 La typologie de Reason

Reason a introduit un systéme générique de modélisation de I'erreur (GEMS pour Generic Error-
Modelling System), qui s’inspire du modeéle de raisonnement de Rasmussen (se référer a I'annexe |
qui détaille ce modéle); ce dernier distingue fondamentalement trois types de comportements
cognitifs [REASON 93] : le comportement basé sur les automatismes (SB), le comportement basé
sur les régles (RB) et le comportement basé sur les connaissances déclaratives (KB).

Ce modele est général, c'est-a-dire que Reason s'intéresse a I'explication psychologique de
l'apparition de l'erreur. Ce modeéle est donc applicable a I'ensemble des activités humaines, y
. compris la supervision des processus industriels. )

L'hypothése fondamentale dans le modéle GEMS est que le comportement SB est celui qui est
‘prioritairement sollicité dans une téche, puis le comportement RB dés la détection d'un
probléme .dans I'exécutioh, puis le comportement KB si le probléeme n’est toujours pas résolu
(figure 1.3). Cette typologie de comportements sert de base a la typologie d’erreurs de Reason :
les erreurs associées au comportement SB sont dues a des actions non conscientes (les lapsus et
les ratés), tandis que les erreurs associées aux comportements RB et KB sont dues a des actions
délibérées (les fautes). Par analogie :avec la fiabilité technique, Reason parle de modes de



18 Chapitre | : Eléments. de compréhens)'on du facteur hymain en supervision de processus

défaillance qui donne les indices observables par lesquels une erreur est décelée. Chacun de ces
modes de défaillance a une ou plusieurs causes a caractére psychologique. )

Appllcatlon de
__régles stockées

Problemenon| | Diagnosticet
définition d'un plan
d'action

conna sances
larati

Figure 1.3 : Schéma de principe du modéle GEMS.

Les modes de défaillance recensées par Reason du type SB sont I'inattention et I'attention
excessive. Pour I'inattention, les causes sont:

e une perturbation ou une interruption dans le séquencement d’actions en cours qui favorise
les oubilis,

¢ une “intentionnalité réduite”, c'est-a-dire qu'un délai entre la formation d’une intention et
son exécution effective peut conduire a oublier I'objectif de la séquence d'action en cours,

* une “confusion perceptive”, qui traduit I'idée que des caractéristiques peuvent étre pergues
de fagon trés grossiere quand celles-ci sont devenues familieres (I'effort impliqué dans la
reconnaissance est minimale); des caractéristiques approximativement similaires d'une
action peuvent ainsi conduire a faire exécuter une action non souhaitée.

Dans le cas d’'une attention excessive, la vérification a contre-temps peut conduire a perturber
l"action en cours par l'attention qui se fixe sur un point particulier, alors que cela n’est pas
prévu ; cela survient pour les taches fortement automatisées et peut conduire a des dvfflcultes de
repositionnement par rapport a la tache en cours.
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Modes de défaillance Causes psychologiques

Attention excessive Vérification a contretemps

Perturbation
Inattention Intentionalité réduite

Confusion perceptive

Tableau 1.2 : Erreurs au niveau SB.

Les modes de défaillances pour le comportement RB sont une application erronée de bonnes
régles et I'application de mauvaises regles (Selon Reason, "une bonne régle est celle qui s'est
révélée utile dans une situation particuliére”).

L'application erronée de bonnes régles a pour causes :

e une "régle forte mais fausse", lorsque le sujet est face a une situation non reconnue et
qu'il applique une régle qui s'est jusqu'ici avérée utile faute d'en avoir une adaptée,

e une situation peut étre ambigué, c'est-a-dire pergue a travers des “signes” et des “contre-
signes” ; certaines caractéristiques peuvent confirmer une régle alors que d'autres peuvent
venir la contredire, il peut également arriver que ces contre-signes soient rejetés car ne
correspondent pas a l'image que se fait le sujet,

* une capacité de traitement limitée, qui implique que l'ensemble des informations
disponibles, qui peuvent conduire a se faire une représentation compléte de la situation, ne
sont pas toutes traitées,

* une compétition entre régles, qui indique une préférence pour certains signes au détriment
d'autres ; plus une régle est forte, plus elle aura tendance a étre considérée comme la plus
vraisemblable,

* un "conservatisme cognitif", qui conduit le sujet a ne pas changer les régles qu'il a établies
au profit de régles plus élégantes et plus simples.

L'application de mauvaises régles a pour causes :

* une représentation partielle de I'espace-probléme, qui conduit a des actions sur certains
aspects et a négliger les autres (exemple du conducteur débutant qui éprouve des difficultés
a contréler la direction et le passage de vitesses).

* une représentation incorrecte de I'espace-probléeme, c'est-a-dire une représentation
simpliste des propriétés physiques du monde,

* de mauvaises habitudes, qui consistent a employer des régles erronées (erreur de calculs
faits par des enfants), maladroites, inélégantes ou déconseillées (violation consciente de
régles de sécurité) pour atteindre un objectif; ces régles peuvent avoir certains avantages

~mais sont potentiellement dangereuses

* une confiance excessive en ses capacités : le sujet ne respecte pas certaines consignes, de
sécurité notamment, car il est convaincu qu'il aura toujours suffisamment de temps pour faire- -
face aux situations redoutées le cas échéant (c'est le cas de Iautomoblllste qui ne respecte’
" pas les dlstances de sécurité recommandees sur autoroute).
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Modes de défaillance Causes psychologiques

Régles fortes mais fausses

Ambiguité des situations

Mauvaise application

de régles correctes Capacité limitée de traitement

Compétition entre régles

"Conservatisme cognitif”

Rebrésentation partielle de I'espace-probléme

. Représentation incorrecte de l'espace-probleme
Application de

mauvaises regles Mauvaises habitudes

Regles déconseillées

Tableau 1.3 : Erreurs au niveau RB.

Les défaillances du niveau KB se produisent quand le sujet met en ceuvre son attention sur un
probléme qui n'a pu étre résolu au niveau RB.

Les modes de défaillance peuvent étre :

e une récapitulation biaisée, ou "illusion du pointage", qui indique que le plan d'action est
évalué par rapport a certains aspects de la situation et non de maniére systématique et
rigoureuse sur |'ensemble des données disponibles,

* une résistance au changement, qui indique qu'un plan d'action initialement établi est
maintenu malgré les nouvelles données qui indiquent que l'objectif poursuivi n'est pas
accessible de cette fagon,

e une limitation de l'espace de travail, ou principe du "premier entré/ premier sorti" selon
leque! l'interprétation des caractéristiques du probléme est réalisée par rapport a un modéle
mental (la charge de travail est différente selon la fagon dont le probléme est posé),

e "hors de la vue, hors de l'esprit", ou "heuristique d’accessibilité", selon laquelle la
priorité est donnée aux faits qui viennent facilement a l'esprit, ‘

* une difficulté & maitriser la complexité, qui est liée a:

* une perception limitée des aspects temporels, c'est-a-dire une mauvaise maitrise des
- processus a long délai de réponse (les actions sont alors réactives, c'est-a-dire dirigées par
les données, plutot qu 'anticipatives),

* une difficulté a traiter les évolutions exponentielles, c'est-a-dire qu'il y a sous-estimation’

systématique de I'importance de certains phénomeénes,
* une forte tendance a raisonner selon des séquences linéaires, c'est-a- d|re que les effets des
actions ne sont pas considérés sur I'ensemble du processus,

*un "vagabondage thématique et enkystement”; qui apparaissent dés qu'un probléme ne
trouve pas de solution; le vagabondage est le passage d'un aspect a un autre sans
démarche précise, I'enkystement est une focalisation excessive sur un aspect particulier du
- probléme (De Keyser emplone le terme de fixation [DE KEYS 90a], - ) :
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e un biais de confirmation, qui correspond a un phénoméne de rejet d’ambiguité, c'est-a-dire
qu'une préférence est- accordée aux interprétations disponibles malgré I'arrivée
d'informations qui viennent la remettre en question,

e une difficulté a se représenter la causalité, en raison d'une simplification excessive des
phénomenes causaux, qui conduit a juger sur des criteéres de similarité avec des cas antérieurs,
donc a ne pas considérer I'ensemble des cas possibles,

e une difficulté a diagnostiquer, directement liée a la conduite de raisonnement; I'erreur
peut provenir d'une imbrication néfaste entre assimilation des symptdmes et génération des
scénarii qui ont pu conduire aux symptémes observés,

e une mauvaise sélectivité, qui indique que trop d'attention est accordée a des
caractéristiques non pertinentes, c'est-a-dire que l'attention est absorbée par des aspects
psychologiquement attirants.

Modes de défaillance Causes psychologiques
Récapitulation biaisée "Iflusion du pointage"
Résistance au changement Résistance au changement

Limitation de I'espace

” . " n » . n
de travail Principe du "premier entré/ premier sorti

Hors de la vue, hors

n Copr v hatia s
de l'esprit Heuristique d'accessibilité

Perception des aspects temporels limitée

. . Difficulté a traiter les "évolutions exponentielles"
Difficultés avec ®

la camplexité

Forte tendance a raisonner selon des séquences linéaires

Vagabondage thématique et enkystement

Biais de confirmation Rejet d'ambiguité

Difficultés avec

. implification excessi e ité
lo causalité Simplification excessive de la causalité

Difficultés de diagnostic Conduite de raisonnement

Sélectivité Attention du sujet

Tableau 1.4 : Erreurs au niveau KB.
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Selon Reason, deux types d'erreurs peuvent étre envisagés :

e les erreurs actives concernent directement |'activité des opérateurs, elles présentent la
caractéristique d’étre récupérables, en ce sens que |'opérateur peut parvenir a corriger ses
erreurs avant que leur effet ne se fasse sentir, :

e les erreurs latentes sont par exemple les erreurs de conceptlon du processus; leur
caractéristique est donc leur permanence. Ce sont des défauts insidieux dont on peut
difficilement quantifier I'impact

Les expériences menées en psychologie montrent que I'erreur active est présente dans tous les
aspects de l'activité humaine (posture, parole, actions, résolution de probléeme). Des travaux
expérimentaux ont également montré que la grande majorité des erreurs sont corrigées avant leur
effet sur le processus. Reason cite trois modes de détection de l’erreur: par un écart entre
I'intention et le résultat observé (analogie avec la boucle de rétroaction en automatique),
blocage des actions par les automatismes (ce sont généralement les sécurités mises en place
en conception), et la détection par un tiers (contre-maitre).

Selon Reason, la non détection est susceptible de conduire a des conséquences graves, et I'étude
des accidents du type Three Mile Island ont permis de montrer que certains processus cognitifs
sont plus particulierement responsables de la non détection d’erreurs par |'opérateur.

Les travaux expérimentaux relatés par Reason ont un caractére expérimental fort, puisque les
résultats ont été obtenus dans des conditions et des contextes différents de ceux rencontrés en
salle de conduite, et les conclusions tirées n‘ont pas une portée générale. Cependant, le résultat
qu’il faut en tirer est le suivant: vouloir réduire les erreurs humaines est illusoire, il faut
plutét s’attacher a se prémunir contre les conséquences possibles d’erreurs difficilement
corrigées par les opérateurs, sans l'intervention externe d'un contre-maitre.

4.2 La typologie de Nicolet

Nicolet propose une typologie basée sur une approche ergonomique de I'erreur, et établie a partir
des étapes d'une tache ; avec ce découpage, I'auteur distingue sept types d’erreur [NICOL 88] :

¢ les erreurs de perception ont des causes multiples, par exemple Finformation n’est pas
correctement pergue, le signal est fugitif et I'opérateur n’a pas le temps de le percevoir ou de
le mémoriser, I'information est masquée par un écran, I'information est noyée au milieu d'un
grand nombre d'autres, etc.,

e les erreurs de décodage relévent d’une mauvaise interprétation des indices sensoriels,

¢ le non respect d’'une procédure est un acte conscient qui peut ne pas se révéler néfaste
pour le bon fonctionnement du processus, mais il est le signe de mauvaises habitudes de la
part des opérateurs,

e les erreurs de communication interviennent lors de l'échange d'informations entre
agents ; une information peut &tre mal transmise ou mal comprise par I'opérateur qui regoit,

e les décisions peuvent ne pas étre prises en temps voulu: une fois le dlagnostlc établi,
I'opérateur repousse la décision en attendant un complément d’information,

‘e les actions mal dosées ou mal adaptées relévent d’une réalisation incorrecte d’une action
requise, du non-accomplissement d’une action nécessaire, de I'exécution d’une action
impromptue (non prévue dans la sequence en cours), de linversion de l'ordre d'exécution de
deux actions, - - - - -

* les erreurs de fepresentation ou de modeéle traduisent les écarts qui peuvent exister entre
les certitudes de I‘opérateur et la situation réelle.



~ L'erreur humaine , - . ' 23

1.4.3° La typologie de de Keyser

De Keyser propose une approche davantage orientée psychologie du travail. L'auteur distingue
quatre grandes classes d’erreurs: erreurs d’évaluation, de coordination, d’intégration et de
planification [DE KEYS 90b].

Les erreurs d’évaluation sont de trois types :

e les erreurs de filtrage3 correspondent & des informations que I'opérateur ne prend pas en
compte, par exemple un changement, car il se fonde davantage sur une faible probabilité de
déreéglement d’un parameétre et ne le consulte pas, ou car il néglige de l'information,

e les erreurs dues a une carence ergonomique traduisent les situations mal pergues car
I'opérateur n’a pas les moyens d’évaluer I'apparition ni la durée d’'un événement, il n’existe
pas de vue synoptique des événements du systéme,

¢ |es erreurs de mode résultent d'une mauvaise mise en correspondance de quatre modes
d’appréhension du temps par I'opérateur : intériorisation des événements réguliers, mode
logique (mise en correspondance d'événements et de séquences d'action), mode causal
(événements produits par le processus) et mode de I'horloge (les délais et contraintes de
production). Pour une description détaillée des modes, se reporter en annexe 1.

Les erreurs de coordination dans I'équipe de conduite sont dues, par exemple, a une charge de
travail trop importante (qui peut entrainer des délais et oublis de transmission d’informations),
a une mauvaise évaluation temporelle (mauvaise connaissance de I'état général du systéme), a
une difficulté de joindre les personnes a contacter, ou bien a des facteurs psychologiques ou
organisationnels (par exemple rétention d'information et conflits).

Les erreurs d’intégration concernent spécifiquement les décisions d'actions d'ajustement des
actions de I'équipe en fonction de retards ou d’avances au niveau de la production. Elles se
caractérisent par une évaluation correcte de la situation mais a une erreur dans la prise de
décision, par la difficulté de l'opérateur a suivre les différents événements qui constituent le
processus, ou encore par des difficultés a intégrer les actions de I'équipe avec les événements du
processus.

Enfin, les erreurs de planification apparaissent lorsqu’un écart trop important entre
déroulement temporel prévu et déroulement actuel requiert de la part de 'opérateur, seul ou en
accord avec sa hiérarchie, la prise de décisions bouleversant la planification initiale. Ces
décisions portent généralement sur des modifications de I'ordre des événements ou de leur durée.
Elles sont caractérisées par une mauvaise évaluation de I'état temporel du systéme, une mauvaise
connaissance des contraintes fixes et des zones de flexibilité, et une mauvaise connaissance des
liens de causalité entre événements ou actions.

.44 Caractéristiques de ces typologies

Les typologies de Nicolet et de de Keyser sont orientées supervision de processus de fabrication.
Celle de de Keyser est principalement centrée sur la description des erreurs cognitives
(évaluation, intégration, planification), alors que celle de Nicolet décrit plus spécifiquement

3Toute l'lnformatlon de Venvironnement de travail nest pas prise en compte par 'opérateur et il ne retient
que ce qui est important pour lui. L'erreur provient du fait qu'il negllge certaines |nformat|ons au proflt
d’autres qu’il considére relever davantage de |’état de marche du systéme.
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les erreurs commises au niveau des étapes d'une tache (perception, décodage, représentation, -
décision, définition de procédures, action, communication). La typologie de Reason s’intéresse

“plus particulierement aux mécanismes de production de l'erreur et propose une explication

psychologique a leur occurrence ;- elle a une portée plus générale que les deux premieres, car elle

n'est pas spécifique a la supervision.

Ces typologies répondent, en fait, a des objectifs spécifiques :

¢ pour Nicolet, il s'agit d'avoir une typologie utilisable par I'ergonome, c'est-a-dire qui mette
I'accent sur les traces de l'erreur, de fagon a permettre de proposer des solutions
ergonomiques, »

e pour de Keyser, la typologie d'erreurs doit prendre en compte la dimension temporelle de
I'activité de supervision,

e pour Reason, il s'agit de recenser les causes psychologiques des erreurs commises, en
supervision de processus industriel comme dans les situations de la vie quotidienne.

Le paragraphe qui suit est consacré a |'évaluation de ces typologies en regard des activités
demandées a I'opérateur : quelle est celle qui tient compte de I'ensemble des activités humaines
en supervision de processus ?
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Notre objectif est d'avoir une typologie qui prenne en compte l'ensemble des activités
- demandées a l'opérateur: exécution de procédures, ajustement des paramétres de
fonctionnement, adaptation du fonctionnement (en fonction des pannes par exemple),
anticipation des actions sur le processus (prévision des évolutions du processus et planification
des actions en conséquence) et collaboration (I'opérateur doit coordonner son activité avec
celle des autres membres de I'équipe). Qu'en est-il effectivement pour les typologies évoquées ?

Dans un premier temps, nous mettrons en évidence les liens entre les typologies de Nicolet et de
de Keyser, puis nous envisagerons la typologie de Reason comme explication possible des erreurs
recensées dans les deux premiéres typologies.

1.5.1 Les typologies de Nicolet et de de Keyser

Nous proposons de ranger les divers types d’erreur selon l'activité a laquelle ils correspondent le
mieux :

e exécution : Nicolet recense les erreurs issues d’actions mal dosées et du non respect d’une
procédure,

¢ ajustement : Nicolet recense les erreurs de perception, de décodage et de représentation,
d’erreur due a une carence ergonomique, tandis que de Keyser introduit les notions d’erreur de
mode et de filtrage,

e adaptation : de Keyser indique que les erreurs pouvant survenir ici sont dues a
'impossibilité de suivre le processus selon un mode causal, ainsi que la mauvaise
adéquation entre actions humaines et contraintes temporelles,

e anticipation : Nicolet recense les décisions non prises en temps voulu, de Keyser parle
d’erreur dans la sélection de but ou de tache, ou encore de la décision de changer l'ordre des
événements et leur durée qui est prise de fagon trop tardive ou de fagon impromptue,

¢ collaboration : Nicolet parle ici d’erreur due a une mauvaise communication, de Keyser
d’oublis et de délais de transmission de I'information.

Ces typologies peuvent étre considérées comme complémentaires, et nous proposons de les
regrouper en une seule typologie d’erreurs, basée sur la mise en correspondance des activités
humaines de supervision avec les typologies de Nicolet et de de Keyser :
- e |'opérateur exécute des procédures ; il peut commettre des erreurs d’exécution,
¢ il ajuste les paramétres de fonctionnement ; il peut commettre des erreurs d’évaluation,
» il adapte le processus en fonction de contraintes de production; il commet des erreurs
d’intégration, '
¢ il anticipe les actions a envisager; il commet des erreurs de planification,
¢ il participe a un objectif commun ; il commet des erreurs de coordination.

Cette typologie n’a évidemment pas la portée d’une théorie ni I'assise d’'une démonstration
expérimentale, elle est seulement fondée sur I’hypothése selon laquelle certaines erreurs
surviennent préférentiellement au niveau d'une classe d’activité humaine.
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Nous avons, par ailleurs, choisi de. regrouper les activités de I'opérateur selon les trois
dimensions suivantes :
e l]a dimension collective ou sociale, qui tient compte des erreurs dues a des problémes de
coordination entre opérateurs.
¢ la dimension cognitive, qui regroupe les aspects ajustement, adaptation et anticipation. Les
erreurs commises dans cette dimension sont rangées en erreurs d’évaluation (mauvaise
interprétation des observations), erreurs d’intégration (interprétation correcte mais
décision erronée) et erreurs de planification (mauvalse antncnpatlon des évolutions et
mauvais choix de la stratégie de conduite),
* la dimension opératoire, qui tient compte des actions, des procédures, des taches réalisées.
Les erreurs qui peuvent étre commises ici relévent spécifiquement d’'une mauvaise exécution
des séquences d’actions,

=

Il est 3 noter que parmi ces trois dimensions, seule la dimension cognitive échappe a
I'observation directe. Une synthése est présentée dans le tableau 1.5.

Niveaux de perception de

! ; Typologie et origine des erreurs
lintervention humaine

Dimensions

Erreurs de coordination

Mauvaise communication (Nicolet)

collectlve L'opérateur participe aun Ob]ectlf
commun Oublis et délais de transmission de l'information
(Keyser)

Erreurs de planification
Décision non prise en temps voulu (Nicolet)

' L‘opérateur_ apticipe Ies. changements Erreur dans la sélection de but, de cible ou de tiche
de stratégie de fonctionnement (de Keyser)
Décision de changer l'ordre des événements et leur
durée trop tardive ou de fagon impromptue (de
Keyser)

Erreurs d'intégration (de Keyser )

Impossibilité pour 'opérateur de suivre le processus
cognitive L'opérateur adapte le fonctionnement du selon un mode causal
processus

Mauvaise adéquation entre actions et contraintes
temporelies
Erreurs d'évaluation
Erreur de perception (Nicolet)
Erreur de décodage (Nicolet)

L'opérateur ajuste les paramétres de Erreur de représentation (Nicolet)
fonctionnement

Erreur de mode (de Keysen)
Erreurs dues 3 une carence ergonomique (Nicolet)

Erreur de filtrage (de Keyser)

Erreurs d'exécution (Nicolet)

L'opérateur exécute des procédures Non respect d'une procédure ou d'un réglement

opératoire
Action mal dosée

Tableau 1.5 : Dimensions de |'activité, niveaux de perception de I'intervention humaine et erreurs.

En 1964, Berliner et al. ont proposé un découpage similaire de I'activité humaine [BERLI 64]
(repris par [MILLO 88]). Quatre classes d'ac_tivités principales étaient alors considérées : activité
de perception; activité mentale, -activité de communication et activité- -motrice. Une
comparaison avec la: classification que nous proposons -montre que les deux premiers aspects
évoqués par Berliner et al. sont pris en compte en dimension cognitive, l'activité de
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communication est englobée dans la dimension collective et enfin les activités motrices
correspondent a la dimension opératoire. : ) :
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1.5.2 Liens avec la typologie de Reason
Cette typologie d’erreurs résultante est désormais considérée comme notre hypothése de travail.
Nous proposons de considérer les liens qui peuvent exister entre cette typologie, qui a un
caractére descriptif, avec la typologie proposée par Reason, qui a une portée plus générale, et
se veut avant tout explicative (tableau 1.6): ‘
e le comportement basé sur les automatismes ne fait pas intervenir le raisonnement
conscient et s'adresse donc directement a la dimension opératoire de l'activité humaine (il
y a un rapport entre erreurs de type SB de Reason avec les erreurs d’exécution),
¢ le comportement basé sur les régles est basé sur I'évaluation et la reconnaissance de la
situation, puis par I'exécution de procédures ; les erreurs dans ce type de comportement, font
donc référence aux erreurs d’exécution et aux erreurs d’évaluation,
¢ le comportement basé sur les connaissances déclaratives fait intervenir un
raisonnement conscient de résolution de probléme; il s'adresse donc directement a la
dimension cognitive de I'opérateur (erreurs d'évaluation, d'adaptation et de planification),
e la dimension collective du travail n'est pas prise en compte dans la typologie de Reason,
qui s'est restreint a I'étude des aspects cognitifs et individuels,

Modes de défaillance [

Récapitulation blalisée

Typologie d'erreurs

p Erreurs de coordination
Résistance au changement

Limitation de I'espace de travail} -

Hors de ia vue, hors de I'esprit Erreurs de planification

Difficuités avec la complexité

Blals de confirmation

Erreurs d'intégration

Difficuités avec la causalité

Difficultés de dlagnostic

Sélectivité Erreurs d'évaluation

Mauvalse application de
regles correctes

Application de mauvaises
régles
Erreurs d'exécution

Attention excessive

Inattention

Typologie de Reason
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Nous utiliserons donc la typologie élaborée a partir des typologies de Nicolet et de de Keyser,
mais nous aurons présent a I'esprit que les causes d’erreur peuvent é&tre multiples.

L'analyse de ces trois typologies d’erreurs étant effectuée, nous pouvons maintenant dégager une
vision synthétique de l'activité de I'opérateur.
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1.6 UNE VISION SYNTHETIQUEADE i;’ACTIVITE— OPERATEUR

Parailelement a I’'étude des mécanismes de l'erreur, la psychologie cognitive s’est intéressée a la -
~ modélisation de I'opérateur. De nombreux travaux de recherche ont été et sont encore menés dans
le but de comprendre les mécanismes de raisonnement humain. La question a laquelle il nous faut
apporter des éléments de réponse est la suivante : les modeles de I'opérateur constituent-ils une
bonne base de travail pour spécifier une aide a I'opérateur ?

Nous envisagerons ensuite de dresser une description synthétique des caractéristiques principales
de l'opérateur, ce qui nous permettra ensuite d’entrevoir les contours d’'une méthodologie de
conception d’aides.

1.6.1 Limites des modeles opérateur

Les efforts menés en ergonomie et psychologie cognitives ont mis en lumiére certains aspects
fondamentaux liés a la fagon dont I'opérateur se représente un processus et raisonne. L'étude des
comportements de I'opérateur, initiée entre autres par Rasmussen, a conduit a considérer deux
catégories de modéles: les modéles de représentation du monde, et les modéles de
raisonnement (se reporter a I'annexe | qui décrit entre-autres les modéles de Rasmussen et
Rouse).

Les travaux de Goodstein, Rasmussen et Rouse s’accordent sur une représentation multi-modéles
(abstractions) et multi-niveaux (de raffinement ou bien d’agrégation), ainsi que sur des
comportements-types sélectionnés en fonction de la situation [GOODS 82] [ROUSE 83] [RASMU
79, 81, 84]. Pour le modéle de Rasmussen, qui est le plus employé, I'opérateur adopte des
comportements routinier, dirigé par des régles ou encore dirigé par les connaissances
déclaratives (résolution de probleme), alors que Rouse considére le raisonnement par
reconnaissance de caractéristiques (pattern matching), et le raisonnement basé sur la
topologie du processus (recherche des causes par analyse structurelle). Les différences entre ces
modéles opérateur se situent davantage au niveau des modes de raisonnement : Rasmussen
propose un modeéle séquentiel allant de I'observation de données du processus a
I'identification et la planification des actions, tandis que Rouse propose un modeéle plus
général qui postule le parallélisme des activités cognitives.

Une premiére critique est que ces modéles sont essentiellement focalisés sur I'activité cognitive
de V'opérateur. |l est clair que cette dimension n’est pas suffisante pour traiter I'ensemble des
aspects humains mis en jeu dans ['activité humaine : 'opérateur agit sur le processus (taches
d’exécution), il intervient dans le cadre d’une équipe, d’une organisation. Il est nécessaire de
considérer les dimensions opératoire, cognitive et collective, pour avoir une représentation plus
proche de la réalité. '
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Une seconde critique porte sur le caractére séquentiel du modele de Rasmussen, qui est considéré
comme trop restrictif pour pouvoir prendre en compte l'activité réelle des opérateurs;
Bainbridge estime nécessaire un changement de concepts pour modéliser, de facon plus
satisfaisante, le comportement humain [BAINB 93]. En effet, les situations complexes auxquelles
doit faire face l'opérateur font davantage appel a des modéles contextuels, car, selon
Bainbridge :
* I'information disponible est généralement mal adaptée a la compréhension de ce qu'il se
passe ; 'opérateur est obligé d’inférer des régles pour interpréter les données qu'il regoit,
* il est souvent impossible de produire un comportement automatisé ou standard en réponse 2
une situation,
* en situation complexe, I'opérateur peut avoir plusieurs buts simultanément (cela implique
une certaine flexibilité et adaptabilité),
¢ les situations non familiéres exigent |'adaptation de la charge de travail de I'opérateur, et
la mise en ceuvre de méthodes de résolution particulieres (consultation d’'un expert,
recherche d’une situation similaire dans I'historique de [Iinstallation, combinaison de
plusieurs méthodes en une nouvelle séquence d'actions, et enfin raisonnement a partir de
premiers principes).

Nous nous exposons donc a leurs limites si nous envisageons de définir une aide basée sur eux et
donc a proposer une aide qui risque de se révéler inadaptée. Quel est alors le niveau ou le point
de vue auquel il faut se placer, pour pouvoir appréhender les caractéristiques qui nous
permettrons de comprendre les faiblesses de I'opérateur et, ce faisant, de nous doter des moyens
de décliner une aide? Nous avons choisi d’explorer une voie des erreurs humaines : partant de
principe que 'erreur peut survenir a tous les niveaux de l'activité de I'opérateur (par exemple lors
de I’'exécution de procédures ou pendant Vinterprétation de données), nous nous proposons de
recenser l'ensemble des types d’erreurs potentiels, de maniére a étre capables de décliner les
améliorations les mieux indiquées pour chacun des types d’erreur recensés.

1.6.2 Les taches et la typologie d’erreurs

Les liens entre les erreurs et les taches confiées aux opérateurs apparaissent a partir du moment ou
nous considérons qu’une tache fait intervenir les trois dimensions humaines: opératoire,
cognitive et collective.

La tache est alors définie comme un ensemble d’actions conditionnées qui suppose des
interactions particuliéres entre un (ou plusieurs) opérateur (s) et le processus. Nous utiliserons par
la suite le découpage en quatre types de taches précédemment introduit : taches de transition,
taches de suivi, taches de détection/diagnostic et taches de compensation.

Quand l'opérateur prend a sa charge une tache, il met en application des procédures (dimension
opératoire), il diagnostique une situation et planifie ses actions (dimension cognitive), et
enfin il communique des informations et agit de concert avec les autres membres de I'équipe
(dimension collective). Il nous faut donc voir la tdche comme faisant potentiellement
intervenir I'ensemble de ces dimensions. '

Nous ne pensons pas qu'il y ait une seule dimension de I'activité impliquée pour effectuer, par

exemple, une tache de transition. Il semble, au contraire, que les dimensions impliquées dans

chaque type de tiche dépendent étroitement du processus industriel lui-méme (fonctionnement

continu ou batch), de l'organisation de I’'équipe de conduite (répartition des rdles entre
_ opérateurs), etc. ‘ : :
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Prenons I'exemple du Prototype Evolutif de Vitrification. Le PEV est la réplique d’une ligne de
vitrification des déchets de haute activité de I'usine COGEMA La Hague. Il sert de banc de test,
en grandeur réelle, des choix technologiques avant leur mise en ceuvre effective. Le procédé est
le suivant : la solution de produits de fission est séchée, calcinée, puis incorporée a du verre en
fusion. Plusieurs heures d’alimentation continue sont nécessaires pour avoir la quantité requise
de verre et pouvoir ensuite le couler dans un conteneur (I'annexe Il présente une description
détaillée de cette installation). ‘

Les taches de transition sont nombreuses puisque le PEV est une installation fonctionnant, en
regle générale, par campagnes d’une semaine ; par ailleurs, le procédé de fabrication implique
une alimentation continue et un produit obtenu de maniére discontinue. Ces tiches font
principalement appel aux dimensions opératoire et collective qui nécessitent la coordination
des actions de I'équipe de conduite. Bien entendu, la dimension cognitive intervient mais les
taches sont bien connues car l'installation fonctionne par campagnes d'une semaine, c'est-a-dire
que les taches de transition sont trés fréquentes.

Les taches de suivi du processus en régime établi sont réparties sur I'ensemble de I'équipe. Une

_grande partie des parameétres surveillés sont rassemblés en salle de conduite, et une ronde est
effectuée a intervalles réguliers pour vérifier le bon fonctionnement des appareils ; le bilan de
suivi est consigné sous forme de bilans matiére et énergie, de courbes d’évolution de certains
parameétres importants. Les dimensions qui interviennent de maniére prépondérante sont les
dimensions opératoire et collective. Les taches de suivi sont des tiches de routine du type
vérification horaire des bilans matiére et énergie, suivi de la coulée de verre, ajustement des
puissances de chauffe au niveau du pot de fusion.

Les taches de détection et diagnostic se concentrent essentiellement sur certaines parties du
processus, considérées comme vitales - ce sont d'ailleurs sur celles-ci que des sécurités ont été
disposées. Elles font principalement appel aux dimensions cognitive et collective.

Les taches de compensation interviennent aprés le diagnostic d’'un défaut ou d’une dérive. Le
plus souvent, l'installation est mise temporairement en position de repli. Ces taches font appel
aux dimensions opératoire, cognitive et collective.

Le tableau 1.7 indique les importances relatives de chacune des dimensions dans les taches
humaines de supervision du PEV.
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Téches de Taches de Téches de Taches de . .
. . . Lo L Dimensions
compensation diagnostic suivi transition
+++ +++ ++ +++ collective
++ +++ + + cognitive
+++ ++ +++ +++ opératoire

Tableau 1.7 : Taches et dimensions humaines sollicitées en conduite du PEV.

1.6.3 Relations dimension/erreur/tache

A partir de cette description, il est aisé d’en déduire les liens entre types de taches humaines et
types d’erreurs (tableau 1.8).

Tdches de Taches de Téches de Téches de N Typologie
, . . L, . Dimensions
compensation diagnostic suivi transition d'erreurs
+++ +++ ++ +++ collective Erreurs de
. X y coordination
Erreurs de
planification
Erreurs
++ +++ + + cognitive d'intégration
Erreurs
d'évaluation
+++ ++ +++ +++ opératolre Erreurs
d'exécution

Tableau [.8 : Relations entre taches, dimensions et erreurs.

Ainsi, I'opérateur est considéré comme un systéme ayant a prendre en charge certains types de
taches, qu'il réalise en mettant en ceuvre plus particuliérement certains types d’activités, elles-
mémes associées a des types d’erreurs. Cette description ne permet pas d’orienter le choix de
I'aide en fonction des dimensions de I'activité les plus sollicités dans un type de tache, elle a
seulement’pour objet de proposer une cartographié instantanée de la supervision d’un processus

de fabrication.
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.7 CONCLUSION

L'opérateur de conduite a un role essentiel comme superviseur au sein du processus de
fabrication : il effectue un certain nombre de taches fortement dépendantes du contexte, donc
difficilement ‘automatisables, qui nécessitent de sa part une activité constante de surveillance
du processus, du systéme de contréle-commande ainsi que des capteurs et actionneurs ; il peut étre
amené a diagnostiquer un dysfonctionnement qu’il devra compenser en agissant, en retour, sur le
processus. Il est donc considéré comme composante d’adaptation du systéeme de controle-
commande, face aux changements de mode de marche, aux perturbations extérieures, et aux
événements nouveaux.

Mais d’un autre c6té, ses performances sont sujettes a d’'importantes variations, qui peuvent
avoir une incidence sur le processus et remettre en cause la mission qui lui a été confiée. Pour
prendre la mesure de ce risque, il nous faut considérer I'opérateur comme un facteur de risque
par la variabilité de ses performances. Cette variabilité est a I'origine de la défaillance de
I'opérateur (inaptitude a assurer une fonction requise), qui peut conduire a l'erreur humaine ;
la défaillance caractérise un état de fonctionnement, tandis que I'erreur, quant a elle,
caractérise un écart par rapport a une intention (il y a erreur a partir du moment ou les
actions effectives ne correspondent pas aux intentions) [REASON 93].

Nous avons passé en revue trois typologies d'erreurs : la typologie de Reason, en psychologie
cognitive, celle de Nicolet en ergonomie, et celle de de Keyser en psychologie du travail. Nous
avons tenté de montrer les relations possibles entre ces trois typologies: la typologie de
Nicolet s'attache plus a décrire les erreurs survenant au cours d'une tache, de Keyser insiste sur les
aspects temporels de la supervision, qui peuvent conduire I'opérateur a I'erreur; Reason, quant a
lui, fournit un modéle générique et explicatif de I'erreur, principalement axé sur les aspects
cognitifs de l'activité humaine.

Pour prendre en compte I’ensemble des activités humaines en supervision de processus, nous
avons émis I’hypothése de la complémentarité des typologies proposées par Nicolet et de Keyser,
et proposé de fondre ces deux typologies en une seule. Cinq types sont ainsi mis en évidence :

e 'opérateur est considéré en tant qu’exécutant, d’ou les erreurs d’exécution,

* 'homme est un systéme capable d’ajustements, d’ou les erreurs d’évaluation,

¢ I'homme est un systéme capable d’adaptation, d’ol les erreurs d’intégration,

* ’homme est un systéme capable d’anticipation, d’ol les erreurs de planification,

e 'homme est capable de participation a un objectif général, d’'ou les erreurs de
coordination.

La typologie de Reason s’intéresse aux causes psychologiques de I'erreur, qui peuvent ensuite
donner lieu & des erreurs d’exécution, d'ajustement,” d’adaptation et de planification. Notre
typologie d’erreur constitue désormais notre support de réflexion puisque les modeles de
~ raisonnement ne répondent que partiellement  notre besoin de disposer d’une vision globale de
lactivité de Ioperateur

Dans le chapitre suivant nous utiliserons cette typologie pour décliner les aides a l'activité de
I'opérateur, en particulier les aides supportees par . des systemes informatiques en salle de:
conduite. - : - : _ .

Le tableau 1.9 falt la synthése des principaux points evoques concernant I'erfeur entre les.
typologies de Nicolet et de Keyser, ainsi que leurs causes au niveau de la typologie de Reason. .
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Modes de défaillance

Causes psychologiques

Récapitulation biakée

"Hlusion du pointage® : plan d'action évalué par rapport 2 certains aspects de la situation et non de
jire exhaustive et systémati

q

Typologie et origine des erreurs

Résistance au changement

Conflance excessive : le plan d'action initial &tabli est mai malgré les r
indiquent que I'objectif poursuivi n'est pas accessible de cette fagon

Limitation de F'espace
de travail

Principe du "premier entré/ pr sortl": ¢ des caractéristiques du probleme en fonction
de son modéle mental (charge de travail cogmuve différente selon la maniére dont est présenté le
probléme)

Hors de la vue, hors
de l'esprit

"Heuristique d'accessibilit€ : priorité accordée aux faits qui viennent le plus facilement a I'esprit

Difficultés avec
la complexité

Perception limitée des aspecu temporels : mauvaise maitrise des processus a long délai de réponse qui
conduit & agir de maniére réactive plutdt que de manidre anticipative("les actions sont dirigées par les
données plutdt que par un modéle prédmtnf')

Difficulté A traiter les "évolutions exponentielles®: sous-esti de Pampleur d'un phé e
(cas des évolutions catastrophigues)
Forte tendance A raisonner selon des séguences causales linéaires plutdt que de réseaux causaux:
non prise en compte des effets des actions sur 'ensemble du processus
gabondage thématique (i 1t superficiel de probléme) et enkystement (fixation sur un
point non pertinent)

Rejet d'ambiguité : préférence accordée a une interprétation disponible malgré l'arrivée d'informations qui

Blals de confl

viennent la remettre en question

Difficultés avec
la causalité

satisfaisante (I'expé en accroit la

Simplification excessive de la causalité : croyance qu 'un événement donné puisse a avolr une seule cause
e d'évér e)

Erreurs de coordination

Intervention en local sans avertir [a salle de commande

Oublis et déais de transmission d'Informations
Facteurs psychologiques ou organisationnels
impossibilité de joindre les personnes & contacter

Mauvaise &valuation de I'état temporel du systéme

Erreurs de planification

Mode causal + mode Ioglque + mode horloge

Mode horl e des contraintes et des
zones de ﬁe)dhlnté (butées temporelles)

Erreurs dans la sélection de but, de cible ou de tache
Décisions non prises en temps voulu

Erreurs d'intégration

Mode causal + mode logique
Mauvaise connaissance des effets des actions
Mauvaise adéquation entre actions de I'équipe et évolution
temporelle du processus
Non possibilité de suivre le processus selon un mode causal,
donc d'agir juste a temps

Difficultés de diagnostic

Conduite de raisonnement : imbrication néfaste entre analyse des symptodmes de dysfonctionnement et
génération de scénarios d'événements qui les expliquent

' Séectivité

Attention du sujet : trop d'attention est accordée a des caractéristiques non pertinentes ou attention
insuffisante sur des points essentiels

Mauvaise application
de régles correctes

"Rigles fortes mais fausses” : interprétation d'une fon r lle en utilisant des régles qui étaient
jusqu'ici vraies (situations connues), raisonnement par analogie avec des caractéristiques similaires, tout en
sachant pertinemment qu'it y a des différences notables
Ambiguité des situati étation avec des données incomplétes et imprécises (raisonnement sur
des |ndlces, des signes, permettant de se représenter la situation )

Capacité limitée de traitement : les données permettant d'avoir un tableau complet de la situation ne
sont pas toutes prises en compte

Compétition entre régles : certains indices sont plus particulidrement considérés au détriment d'autres
(effet de I'expérience qui donne plus d'importance aux chemins de causalité vérifiés par le passé)

"Conservatisme cognltif* : maintien des régles qui ont fait leur preuve, plutot que d'employer des régles
plus élégantes et moins fastidieuses

Erreurs d'évaluation

Mode causal

Erreur de filtrage : informations non prises en compte ( fixation
sur des stéréotypes ou des détails considérés pertinents,
raccourcis familiers), "patern” familier non reconnu,

Erreurs dues a une carence ergonomlque

Al

 lIncomplétude des systémes d regroup

i signaux erronés
Erreurs de mode : interprétation erronée d'événements
Interactions entre systdmes non anticipées
Traitement des informations d'entrée (occurrence et observabilité
des événements) information non regue, mauvaise

interprétation, imprécision
Mémoire : oubll d'actes isolés, alternatives erronées

Erreurs dues 3 une mauvaise évaluatian du risque
Alarmes outrepassées

Erreurs d'exécution

Application de
mauvalses régles

Représentation partielle de l'espace-probléme : mauvais contrdle du processus li€ 3 linexpérience
Représentation incorrecte de I'espace-probléme : conception intuitive et fausse des lois qui régissent
les phénoménes physiques
Mauvaises habitudes : régles inélégantes ou maladroites

Regles déconseillées : non respect de certaines consignes (de sécurité par exemple) sachant qu'on pourra |-

de toujours faire face aux situations redoutées le cas é&chéant

Attention excessive

Vérification & contretemps : examen inopportun de la situation pendant I'exécution d'une séquence
d'actions automatiques (oubli de I'objectif initialement poursuivi)

Perturbation : omission de vérification
Intentionalité réduite : perte d'intention due au retard existant entre formulation d'intention et exécution

Confusion perceptive : reconnaissance trés approximative de caractéristiques , surtout si celles-ci sont
familitres

Non respect d'une procédure ou d'un réglement
Erreur de procédure, erreur dans I'exécution d'une tache
Manque de procédures spécifiques d'urgence
Utllisation de méthodes proscrites
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CHAPITRE Il : Les aides a
I'opérateur

La typologie d’erreurs proposée dans le précédent chapitre est le cadre que nous
avons choisi pour définir une classification des améliorations de I'activité de
supervision. Les aides informatisées correspondant & ces améliorations sont
successivement passées en revue.

Les aides au diagnostic sont plus particulierement détaillées : un cadre
générique du diagnostic est proposé et les critéres de choix des techniques a
employer sont passés en revue.
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40 ' ; i . Chapitre Il : les aides & | ‘opérateur

1.1 INTRODUCTION

Le chapitre précédent a permis de clarifier les concepts de supervision, de surveillance et de
diagnostic : l'opérateur est considéré comme superviseur du processus de production, il met en
ceuvre un certain nombre d'activités dont la surveillance, et il effectue des taches qui font intervenir
les composantes de diagnostic, de planification, et d’actions sur le processus. On qualifiera ainsi les
aides relativement :
e au rble de l'opérateur; on parlera alors d'aide a la supervision dans son acception la plus
générale,
* a une dimension de l'activité ; on parlera, par exemple, d'aide a la décision pour les aides qui
relevent de la dimension cognitive,
® a une composante de la tdche opérateur ; on parlera par exemple d'aide au diagnostic.

Les recherches menées en automatique et en Intelligence Artificielle connaissent, depuis quelques
années, un essor considérable. Face a la multiplicité des solutions proposées dans le domaine de I'aide
a 'opérateur, une vision synthétique et structurée s’impose. C’est, il nous semble, une condition
nécessaire a la définition d’'une méthodologie de conception de tels systemes.

Plusieurs classifications des aides a I'opérateur ont été proposées, la plupart sont basées sur un
modéle de I'opérateur. Un exemple en est la classification proposée par Taborin et étendue par
Kolski, qui est construite autour du modeéle de raisonnement de Rasmussen [TABOR 89] [KOLSKI 93] ;
ce modele constitue, en réalité, I'élément structurant de la classification, mais le risque est que cette
derniére hérite également des limites du modele (se reporter au chapitre 1). Selon nous, un modéle
devrait tenir compte du fait que : 'opérateur exécute des procédures (tiches manuelles), il met en
ceuvre des activités cognitives qui le conduisent a ajuster les paramétres, adapter le fonctionnement
du systeme aux contraintes de I’environnement et anticiper les changements de stratégie de
conduite, et enfin il collabore a la bonne marche du processus dans le cadre du travail en équipe.

Il nous semble que la classification des aides doit étre construite en respectant les caractéristiques
suivantes :

* elle doit couvrir I'ensemble des activités humaines impliquées dans la supervision,

* elle doit étre générique et surtout indépendante de tout modele, de fagon a étre applicable a
I'ensemble des processus automatisés,

* elle ne doit pas étre guidée par la capacité du concepteur a mettre en ceuvre des fonctionnalités
techniques proposées, mais elle doit plutot étre orientée par les services a assurer de maniére a
intégrer, dans une méme représentation, les aides proposées par des disciplines comme
I'ergonomie, la psychologie, I'automatique, et l'intelligence artificielle.

C’est la classification que nous nous proposons de décrire dans ce chapitre. Nous déclinons d’abord
les types d’améliorations, avant de passer en revue les types d‘aides classés selon les erreurs humaines
qu'elles permettent de réduire. Les aides correspondant aux erreurs d’évaluation feront davantage
I'objet de ce chapitre, car elles ont donné lieu & de nombreuses solutions techniques, en I'occurrence
le systéme d’aide au diagnostic DIAPASON. Les aides correspondant aux aspects adaptation et

anticipation de {'activité de I'opérateur sont encore peu explorées. Nous envisagerons tout de méme

d’en tracerles contours.

Les processus industriels & haut niveau de sdreté sont le champ privilégié d'application des aides a
l'opérateur, c'est pourquoi la plupart des exemples d’applications cités dans ce chapitre en sont issus.
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II.2 RELATIONS ENTRE ERREURS ET AIDES INFORMATISEES

Les dimensions humaines de I'activité et la typologie des erreurs décrites au chapitre |1 sont le cadre
que nous utilisons pour porter un regard synthétique et structuré sur les améliorations et les aides a
I'opérateur.

Les erreurs d’exécution peuvent avoir des causes multiples, par exemple le non respect de certaines
régles de conduite, auquel cas des mesures visant a supprimer les mauvaises habitudes doivent étre
envisagées. Ces erreurs peuvent également étre dues a la mauvaise sélection ou réalisation d’une
procédure. Une solution consiste a proposer a I'opérateur des guides d’application de procédures
en situation normale et surtout incidentelle.

Les erreurs d'évaluation pourraient &tre réduites par des aides destinées a améliorer la représentation
du processus et la perception de sa dynamique. Cela consiste a fournir une information compatible
avec les modes de représentation et de raisonnement par des opérateurs. Il s'agit notamment :

* de concevoir une véritable interface homme-machine de supervision, de maniére a présenter a
I'opérateur une information pertinente par rapport a la situation et adaptée a ses modes de
raisonnement,

e de permettre a I'opérateur d’évaluer rapidement une situation et de I'aider a diagnostiquer les
dysfonctionnements, c’est-a-dire fournir une aide au diagnostic.

Les erreurs d'intégration révélent des écarts entre les adaptations apportées par I'équipe concernant
la marche du systéeme, et les contraintes temporelles de production. Une amélioration consisterait a
proposer aux opérateurs les moyens de s’adapter aux événements du processus et aux changements
de mode de fonctionnement. Un type d‘aide envisagé, que nous appelons aide a I’adaptation,
consiste a proposer aux opérateurs de I'information sur la marche a suivre, c’est-a-dire du conseil.

Les erreurs de planification pourraient étre levées en fournissant a I'opérateur les moyens de
décider d’'une intervention dans les délais imposés par la situation. Il semble que les aides
correspondantes sont celles qui permettraient de fournir des stratégies de conduite, basées sur le
diagnostic de la situation. Ces aides seront dites aides a I’anticipation. Ce type d'aide différe
notamment de l'aide a I'adaptation par le fait qu'une stratégie implique, de la part du systéme, qu'il
soit capable d'évaluer une situation en regard des objectifs de production et des contraintes
d'exploitation.

Les erreurs de coordination peuvent étre dues a des problémes de communication, de répartition
des roles et des taches, ou a des problémes d’ordre relationnels, elles concernent de toute fagon la
dimension collective du travail. Les améliorations envisageables sont d'augmenter la résolution
collective de pfobléme, de négocier les conflits, et d'instaurer des relations de confiance entre agents.
Le comportement collectif des opérateurs pourrait &tre assisté par des systemes favorisant une
meilleure circulation des informations et une meilleure répartition des taches. Ces aides sont .
nommées aide au travail collectif. ' '

La classification des améliorations est décrite dans le tableau I1.1 ; des exemples d’améliorations sont
proposés relativement aux dimensions et erreurs humaines. '
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Dimensions:

Typologie et origine
des erreurs

Améliorations

Erreurs de coordination

Amétiorer la résolution collective de probléme
Négocier les conflits
Foumnir un résumé du demier poste pour la
nouvelle équipe postée
Répartir les tdches entre les agents
Renforcer fe réseau conversationnel

Erreurs dé planification

Améliorer la connaissance des opérateurs des
contraintes fixes et des zones de flexibilité
Faciliter la réalisation des plans d'action
Foumnir des prédictions concemant les effets et
conséquences des événements et actions
(anticipation des effets de plans d'action)

Alde 3 l'anticipation

Erreurs d'intégration

Conseiller l'opérateur de sorte 3 faire coincider
mode causal et mode logique

Erreurs d'évaluation

Alerter I'opérateur d'une dérive, un
changement avant que les alarmes ne se
déclenchent
Améliorer la perception, la représentation de
I'état temporel du processus

Foumir la possibilité de naviguer 2 travers
plusieurs représentations temporelles

Alde ay diagnostic

Aide 3 la représentation

opératoire

Erreurs d'exécution

Faciliter f'exécution de commandes via I'écran
: de contrdle

Elirniner les comportements non sors

Guider {'application des modes opératoires

Tableau I1.1 : Erreurs humaines, améliorations envisageables et aides informatisées.

Les aides qui viennent d'étre déclinées sont passées en revue dans |'ordre suivant : dimension
opératoire, dimension cognitive puis dimension collective. Nous avons choisi de conserver le
découpage selon les erreurs, de maniére a rester homogene avec le chapitre précédent.
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I3 ERREURS D’EXECUTION - ' | ~

Les erreurs d’exécution intéressent spécifiquement la dimension opératoire de l'activité d’un
opérateur. Les améliorations envisageables pour contrebalancer ce type d’erreurs sont, par exemple,
d’éliminer les comportements non sars, de guider I'application des modes opératoires, et de faciliter
I’exécution de commandes via I’écran de contrdle. La solution classique consiste a analyser les
comportements de |'opérateur pour déceler ceux qui relévent de comportements non sirs et a
envisager des solutions pour empécher que ces comportements ne deviennent des habitudes [MILL
92]. Il existe, par ailleurs, des systemes informatisés qui fournissent une aide a I'exécution de
procédures, ce sont eux que nous décrirons ici.

En nous restreignant aux taches effectuées sur un écran de controle, les améliorations peuvent porter
sur les interactions homme-ordinateur, c’est-a-dire sur les moyens de mieux informer |'opérateur
tout le long de I'exécution de ses taches procédurales. Ce type d'aide est d’autant plus important
que linstallation supervisée est complexe et exige un haut niveau de sareté, comme les centrales
nucléaires, pour lesquelles les opérateurs sont tenus d'appliquer les procédures établies, c’est-a-dire
d’adopter une approche par états. Celle-ci consiste a mettre l'accent sur la gestion des situations
incidentelles : & une situation donnée doit correspondre sa procédure de récupération. Des efforts
importants sont faits pour prévoir les différentes situations de panne et fournir aux opérateurs une
procédure standard pour y répondre. La demande en systémes d'aide est alors tournée vers la
gestion informatisée des situations incidentelles, afin de faciliter la recherche des procédures de
récupération les plus appropriées. L'aide & la dimension opératoire est basée sur la prévision des
pannes et les moyens que les opérateurs devront mettre en ceuvre pour éviter qu'elles ne s'étendent
a I'ensemble du systemel.

Ces procédures correspondent chacune a une situation déterminée et une “conduite a tenir” de la
part des opérateurs ; elles peuvent constituer une base d'informations trés importante, c’est pourquoi
une aide informatisée est utile car elle doit permettre a I'opérateur d’accéder rapidement aux
informations requises par la situation. '

Dans le cadre de la réalisation des taches a caractére fortement opératoire, Norman propose de
découper la réalisation d’une tache en quatre étapes successives [NORMA 84] : la formation d’une
intention, la sélection d’actions a effectuer (méthode a employer et sélection du type de
commande), la réalisation et la validation. A notre connaissance, la formation d’une intention et la
validation ne sont pas des directions de recherche trés développées pour entrevoir des outils en salle
de conduite, contrairement aux étapes de sélection et de réalisation, qui ont donné lieu a des outils

que nous décrivons brigvement ici.
11.3.1. Aide a la sélection

L'aide a la sélection peut é&tre abordée sous I’angle d’outils de conservation de la mémoire des
actions possibles en fonction du contexte, c’est-a-dire des systémes capables de proposer a
I'opérateur des moyens de recherche efficace de I'information.

1 Pour accroitre la somme d'incidents auxquels les opérateurs pourraient étre confrontés, le projet IRS (Incident
Reporting System) de 1’Agence Européenne de I'Energie Atomique (AIEA) vise, depuis les années 80, a proposer
aux partenaires européens les moyens de constituer et de consulter une base de connaissances commune faite
des enseignements tirés par les exploitants des divers pays [TOLSTY 94]. A I'heure actuelle, plus de deux mille_
incidents ont été répertoriés. . S
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- Cela revient a offrir aux opérateurs un moyen de recherche efficace et sGr des modes opératoires a
mettre en application pour les situations qu'‘ils auront préalablement diagnostiquées. Plusieurs intéréts
sont associés a ce type d’aide : rapidité de la recherche des informations, diminution du stress
quand il s'agit de répondre a une situation que I'opérateur ne maitrise pas bien, diminution des
erreurs liées a la recherche des procédures a mettre en ceuvre dans des situations non familiéres.

Un exemple d’application est I'approche de conception d’interfaces orientées procédures OFM
(Operator Function Model) [MITCH 86]. Cette approche est fondée sur |‘organisation en niveaux de
mise en ceuvre : buts a atteindre, sous-buts, taches & accomplir et procédures. L'approche OFM
conduit a décrire un arbre d’actions a effectuer par I'opérateur et dont la racine est le but global (la
mission), et les feuilles I'ensemble des procédures pouvant étre invoquées en fonction du contexte.
Une démarche OFM permet donc d’organiser et de représenter les procédures de routine et de
sécurité (on trouvera une analyse comparée de cette approche dans [VICEN 92}).

Un autre exemple d’application est I'outil COGEMO, actuellement mis en ceuvre dans les salles de
conduite de la société COGEMA. Cet outil est un systéme logiciel de gestion automatisée des
procédures qui regroupe l‘ensemble des modes opératoires afin de faciliter la recherche des
procédures de récupération sur détection d’anomalies. Le systéme est activé sur requéte de
I'opérateur, qui a préalablement identifié le défaut.

11.3.2. Aide a la réalisation

L'aide a la réalisation permet d'assister 'opérateur en suivant, pas a pas, |'exécution des procédures
et en vérifiant que chacune des étapes est correctement effectuée. Ce type d’aide suppose un niveau
de dialogue supérieur a I'aide a la sélection puisque I'opérateur doit informer le systéme dés qu‘une
étape est achevée.

Dans le domaine du nucléaire, Green et al. définissent les spécifications générales que devrait remplir
une interface de présentation et de suivi d’exécution de procédures d’urgence [GREEN 94} :

* (1) navigation a travers la base pour faciliter la recherche des procédures a appliquer,

* (2) présentation des procédures selon un format déterminé,

* (3) suivi de réalisation des procédures en-cours, qui permet de conserver une trace au fur et a
mesure du déroulement de la procédure sous forme d'un marquage sur I'écran de contréle de
chaque étape réalisée ; cela permet de gérer les interruptions et d’en faciliter la reprise,

* (4) proposition d'informations relatives a chaque étape de la procédure,

* (5) affichage des valeurs réelles des paramétres de fonctionnement a surveiller pendant
I'exécution d’actions, pour comparer avec celles qui ont été définies dans les procédures,

* (6) adaptation de procédures en fonction de la situation courante.

Nous ne connaissons pas de systéme qui remplisse I'ensemble de ces critéres, toutefois, EDF et le CEA
ont mené un projet commun qui a abouti a la réalisation d’un systéme capabie de gérer des
procédures opératoires, que 'opérateur peut activer dans le cas d’une situation accidentelle [LE BOT
90]. Le systéme propose et vérifie les choix de I'opérateur et présente, pas a pas, les actions que ce
dernier devra réaliser. Ce systeme a d'ailleurs été testé en grandeur réelle. '

- La plupart des projets évoqués jusqu'ici sont, pour les systemes les plus avancés, 2 I'état de
pr_otétypes. Si les processus a haut niveau de sireté en sont les premiers secteurs d’application visés, il
est tout 2 fait envisageable de généraliser I'aide a I'exécution a I’ensemble des autres processus
industriels. Cependant, une difficulté importante a sa mise en ceuvre dans des secteurs industriels
moins sensibles que le nucléaire, sera de démarrer et surtout de poursuivre une politique-de recueil
des informations concernant le fonctionnement du processus, le recugil des incidents, méme riﬁineurs,_‘
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I'analyse de leurs causes et les moyens mis en ceuvre pour y remédier. En effet, il semble peu
probable qu‘une base documentaire rassemblant 'ensemble des situations (normales, incidentelles ou
accidentelles) avec la conduite a tenir pour chacune d’elles, soit déja existante. Notons que cet aspect
recueil de connaissances fait I'objet du chapitre IV. ' :




- 46 : 7 - - Chapitre Il : les aides & l'opérateur

1.4 ERREURS D’EVALUATION

Les erreurs d’évaluation constituent le premier type d’aide de la dimension cognitive. Elles ont pour
causes une carence ergonomique au niveau des systémes d’‘information en salle de conduite, ou une
mauvaise évaluation des risques de la part de I'opérateur. Les améliorations envisageables sont par
exemple la proposition d’une information débarrassée des informations non pertinentes,
I'amélioration de la perception temporelle de I’'état du processus, et la détection des
dysfonctionnements afin de permettre a I'opérateur d’intervenir sur le processus de maniére précoce
et “sans-a-coup”, de préférence avant que les alarmes du systéme de contréle-commande n’entrent
en action, et que les systémes de sécurité ne soient activés.

Nous avons recensé deux solutions complémentaires pour éviter I'apparition de ce type d'erreur:
I'aide a la représentation mentale, et |'aide au diagnostic.

1.4.1. Aide a la représentation mentale

L'aide a la représentation mentale a pour objectif de fournir a I'opérateur les moyens de mieux suivre
les évolutions du processus par une représentation adaptée de I'état du processus et la maniéere dont
celui-ci évolue. Ce type d‘aide intéresse directement Iimagerie présentée aux opérateurs par les
interfaces homme-machine. A ce titre, il faut prendre soin de distinguer les concepts d‘interface
homme-ordinateur IHO (HC] pour human computer interface) et d’interfface homme-machine IHM
(MMI pour man machine interface). Pour I'lHO, on s’intéresse aux interactions opérateur et
ordinateur au travers d'une boucle d’action du type : perception -> action. GOMS est le modéle
d’interaction le plus célébre [CARD 83] (d'autres exemples de modeles sont décris dans I'article de
synthése de [HAAN 91]). Une interface homme-machine est I'ensemble des éléments “visibles” d'un
systéme informatique qui intéressent directement I'opérateur dans le cadre de son travail ; elle porte
sur la représentation du processus dans un ordinateur, la forme que cette représentation devrait avoir
a I'écran pour étre correctement pergue, les actions sur le processus et les moyens de leur suivi par
I'opérateur. L'IHM intégre donc les aspects interaction entre I'homme et I‘ordinateur, que I'on
retrouve dans les IHO.

La démarche classique consiste a déterminer la meilleure maniére de présenter les informations a
l'opérateur. Cette approche bénéficie d’'une longue expérience en ergonomie, qui a notamment
permis de mettre en évidence des usages, des dispositions, des formes particuliéres de présentation
de Y'information que les ergonomes ont figé sous forme de normes et de conventions de conception.
Celles-ci concernent :
¢ les modes de navigation a travers le synoptique du processus, qui peut se matérialiser par la
navigation “verticale” selon différents niveaux de détail, et la navigation “horizontale” sur un
méme niveau au travers des différents groupes d’appareils,
* l'organisation de I'écran, en termes de taille de I'écran, d’organisation spatiale des informations,
de format de présentation, o )
* le codage de I'information sous forme de symboles graphiques, couleurs, contrastes, icones,
» la densité des informations.

Les recherches actuellement menées dans ce domaine portent essentiellement sur la conception
d’interfaces conformes aux modes de raisonnement et aux modes de représentation des
opérateurs. En effet, le réle de I'opérateur a évolué de la tonduite d’appareils a la gestion globale du
processus de fabrication ; I'opérateur a pour réle la supervision du processus industriel a I'aide
d'écrans de controle, d'indicateurs logiques et ahalogjiques, le tout rassemblé en salle de conduite.

- * - -
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L'opérateur, ayant de moins en moins d’informations directes, devient dépendant des données que
lui fournissent les interfaces. Le probléme maintenant posé est que les interfaces commercialisées
n‘ont, quant a elles, pas fondamentalement évolué : dans le principe, ce sont les mémes interfaces
qui servaient a la conduite centralisée qui sont maintenant employées pour la supervision avec
quelques fonctionnalités d’animation supplémentaires ; les interfaces sont essentiellement construites
autour du synoptique de l'installation. Le role de superviseur pose maintenant des problémes
spécifiques : sous quelle forme psychologiquement acceptable décrire la complexité d’un processus ?
quelle est la meilleure fagon de communiquer I'information a I'opérateur pour éviter les erreurs ?

La complexification des taches opérateur impose donc de concevoir des interfaces permettant de
gérer cette complexité en proposant une représentation aussi proche que possible de la
représentation mentale de I'opérateur.

Il est maintenant bien admis qu’une représentation unique sous la forme d’un synoptique ne peut
s’adresser a I'ensemble des dimensions de |’activité opérateur. En effet, I'apparition de situations
nouvelles et non prévues ne peut jamais étre totalement écartée, c’est pourquoi il semble nécessaire
de concevoir des interfaces adaptées a ce type de situations. Par exemple, I'interface envisagée dans
le cadre du projet ALLIANCE est construite autour de trois vues [TABOR 89] : la vue synoptique, la
vue tendance (pour permettre de juger de I'évolution temporelle d’une variable) et la vue
propagation (qui fait abstraction de I'installation est qui décrit les liens de causalité entre variables
importantes).

Les interfaces que I'on cherche a concevoir ont pour objectif de se rapprocher le plus possible d'une
description, somme toute encore hypothétique, de la maniére dont I'opérateur se représente et
raisonne sur le processus. Deux approches théoriques semblent actuellement se dégager : la théorie
EID (Ecological Interface Design) [VICEN 92], et la théorie MFM (Multilevel Flow Modelling) [LIND
82]. Elles sont nées du besoin de faire face a des processus de plus en plus complexes, c’est-a-dire
technologiquement avancés, de grande taille et donc de plus en plus difficiles & maitriser par les
opérateurs.

11.4.1.1. Approche EID

L'approche EID est batie sur la distinction entre modeéle de représentation et modele de
raisonnement [VICEN 92]. Vicente et Rasmussen considérent qu’une interface écologique doit
prendre en compte les trois types de comportement suivants [RASMU 83] : comportement routinier
(SB), comportement basé sur des regles (RB), et comportement intelligent ou fondé sur les
connaissances (KB). Le modele de raisonnement interprété de Rasmussen est décrit en figure I1.1.
Rasmussen part de I'hypothése d’un modeéle séquentiel comportant les étapes de raisonnement
suivantes : activation, observation, identification, définition des taches, définition d’une procédure et
exécution. Si la situation est routiniére (comportement SB), 'opérateur utilise des raccourcis cogpnitifs
de telle sorte qu'il passe de I'étape d'observation a celle d’exécution sans contrdle conscient. Si la
situation est connue mais non familiére (comportement RB), I'opérateur devra sélectionner la bonne
procédure avant de la mettre a exécution. Dans le cas de situations inconnues (comportement KB),
I'opérateur devra passer par I'ensemble des étapes de raisonnement. '
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.Figure 11.1 : Schéma interprété du modéle séquentiel de raisonnement de Rasmussen.

De maniére schématique, I'approche EID se décline donc selon trois principes généraux : pour
faciliter le comportement SB, I'interface doit permettre a I‘opérateur d’intervenir directement sur
I'écran, il faut donc que la distance cognitive entre informations et commandes soit la plus courte
possible ; pour assister le comportement RB, l'interface doit fournir une image qui associe les
contraintes gouvernant le comportement du procédé et les indices visuels et sonores fournis par
I'interface ; pour assister le comportement KB, I'interface devrait présenter le procédé selon différents
niveaux d’abstraction. Une hiérarchie de modéles d’abstraction est décrite en partant des modeles
de l'installation pour aboutir & des modéles de plus en plus généraux :

* le premier type de modele décrit I'anatomie du systéme, c’est-3-dire la maniére dont est
physiquement pergue l'installation,

e un modele structuro-fonctionnel décrit un découpage fonctionnel de I'installation, c’est-a-
dire qu‘a chaque appareil est associée au moins une fonction qu'il réalise,

e un modele décrivant les fonctions génériques fait abstraction des appareils et décrit
spécifiquement les grandes fonctions du systéme, c’est-a-dire une "boucle de régulation” ou un
“circuit de refroidissement”. L’installation est alors pergue au travers des fonctions principales
qu’elle assure,

* un modele de fonctions abstraites décrit le fonctionnement souhaité du systéme sous forme de
processus de transformation de matiére, d’énergie ou d’information, en d’autres termes les
services attendus, :

* un modele décrit les objectifs du systeme de production. Il correspond pour I'ingénieur aux

caractéristiques du produit attendu, et se traduisent en termes de spécifications quantitatives

et qualitatives de production, de performance ainsi qu’en termes de spécifications de sareté.

Cette hiérarchie d’abstraction décrit la nature de connaissances associées a chacun des niveaux
d'abstraction. Liberté est laissée au concepteur de I'interface de choisir la maniere de modéliser ces
connaissances (se reporter en annexe | pour une description plus fine du contenu des différents
niveaux d’abstraction). ' T :

L'approche EID_ implique I'élaboration d’interfaces comportant cette hiérarchie de modéles
d’abstraction. Dans la -pratique, une telle interface apparait alors _particuligrement délicate a
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concevoir, sachant qu’il y a cinq niveaux d’abstraction a construire et qu‘a chacun d’eux correspond
un modgle organisé en niveaux de raffinement. Cela suppose d'avoir préalablement rassemblé un
grand nombre de connaissances, et c'est une limite importante a la mise en ceuvre de cette approche
[VICEN 92].

L'intérét pratique de cette approche a été évalué par Frey et Rouse, qui ont expérimenté l'approche
EID pour des taches de maintenance dans le domaine de I’aviation, et dont les conclusions font
ressortir que [FREY 92] : pendant la résolution de probléme, le choix du modeéle d’abstraction dépend
a la fois de I'expérience des sujets mais également du type de tache a réaliser ; le choix du niveau de
raffinement dépend de I’état d’avancement de la tache (en début de tache, les niveaux supérieurs de
raffinement sont les plus utilisés, alors qu’une fois I'action engagée, I'opérateur se concentre sur les
niveaux les plus bas) ; et enfin, les sujets ont montré une apparente préférence pour des formats
nouveaux d’imagerie, probablement parce que ceux-ci étaient mieux adaptés aux taches a réaliser
que les formats classiques d'imagerie.

1.4.1.2. Approche MFM

L'approche MFM a été initialement proposée par Lind pour faciliter la supervision par les opérateurs
de conduite. Elle est basée sur I'utilisation de régles de représentation du processus qui privilégie la
description des lois de conservation de masse et d'énergie, et qui décrit un processus industriel en
termes de buts (la raison pour laquelle le systtme a été congu), de fonctions (les moyens d'atteindre
les buts) et de ressources (les composants physiques impliqués) [LIND 82, 89a]. Cette approche est
fondée sur la conviction qu’une interface qui renseigne sur les buts a atteindre et les fonctions
remplies par les appareils qui composent le processus, est trés utile a I'opérateur dans une tache de
diagnostic. La modélisation se fait ainsi selon deux axes: modélisation selon plusieurs niveaux
d’abstraction (moyens/objectifs), et modélisation en largeur (tout/partie).

La représentation MFM est une traduction du schéma de procédé auquel est ajoutée de I'information
concernant les fonctions remplies et les buts a atteindre. Lind introduit également la notion de
hiérarchie de but, qui revient a structurer la représentation sous forme de niveaux de mise en ceuvre.
Cela se traduit par la description de buts et de sous-buts, chacun réalisé par une combinaison
particuliére de fonctions.

Les concepts MFM utilisés pour la représentation d’un processus sont principalement :
* les buts de production, de streté et de performance (schématisés par un cercle),
* les fonctions de stockage, transport, source, puits, barriére, '
¢ les liens

* de réalisation “fonction -> but”, qui indiquent les liens entre fonctions mises en jeu et les
buts auxquels elles participent,

*de dépendance conditionnelle “but -> fonctlon qui traduisent I'idée selon laquelle
I'atteinte d’un but conditionne la dlsponlblllte d’une fonction,

~ *et de mise en ceuvre “fonction -> composant" qui précisent le support physique d'une
fonction donnée.

Les objets graphlques sont décrits en figure 11.2, |Is correspondent aux objets de I'approche MFM telle
que proposée en 1982 et qui a été quelque peu enrichie .
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Figure 1.2 : Les outils de description de Lind.

La représentation MFM facilite le raisonnement de I'opérateur en ce qu'elle explicite les dépendances
entre fonctions, buts et appareils. De cette fagon, dans le cas ol une fonction n’est plus assurée,
I'interface doit permettre de déduire directement sur I'interface quels sont les objectifs qui peuvent
étre remis en cause et quelles peuvent en étre les causes. Elle permet donc de constituer une interface
de diagnostic de dysfonctionnements.

Les applications de I'approche MFM sont multiples : Kaarela et Oksanen utilisent 'approche MFM
pour présenter des informations ayant trait a la sGreté de fonctionnement en direction des opérateurs
de conduite [KAARE 94]; Olesson et al. ont utilisé MFM comme description intermédiaire du
processus avant réalisation effective de l'interface homme-machine de supervision [OLSSON 94] ;
Larsson utilise le formalisme MFM comme support de description du processus pour concevoir un
systéme de diagnostic utilisant cette description comme base de connaissances et comme interface
homme-machine devant expliquer les raisonnements du systéme [LARSS 94].

11.4.1.3. Conclusion

EID est une architecture conceptuelle d'interface écologique, qui organise les informations utiles a -
I'opérateur selon cing niveaux d’abstraction, chacun représentant un point de vue d’un seul et méme

processus, et chacun. pouvant étre décomposé en différents niveaux de détail. MFM est une

approche de modélisation qui propose un formalisme et des outils de description, et a I'intérieur de

laquelle on retrouve les concepts de niveaux d‘abstraction et de raffinement. Elle n‘est pas une

approche dédiée a la réalisation d’interfaces, mais elle pourrait étre eniplo’yée dans le cadre de la

conception d'une interface écologique conforme aux principes d’EID. MFM et EID sont donc des

approches qui péuvent s’envisager de fagon complémentaire.

En ce qui concerne I'approche EID, il semble trés intéressant de disposer de plusieurs représentations
"du méme processus industriel, de maniére & permettre 2 I'opérateur de choisir la représentation la
:mieux adaptée & ses préoccupations en termes de tiches ou d’activités. Nous ne connaissons pas
-d'interface homme-machine congue sur cette approche théorique et utilisée en ligne mais il nous
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semble que les principes qu’elle recéle sont trés-prometteurs et pourralent dans un futur proche,
donner lieu a des interfaces exploitables par les opérateurs.

Pour tempérer notre discours, il est important de noter que 'approche multi-modéles, dans une
interface homme-machine, est encore trop peu étudiée et expérimentée sur cas réel pour que des
enseignements généraux puissent étre tirés quant a I'efficacité de telles solutions et surtout quant aux
caractéristiques que devront avoir les futures interfaces. Il est certain qu’elles influeront sur I'opérateur
(c’est I'objectif), mais il reste a déterminer I'impact exact de ces aides sur I'opérateur, et sur la fiabilité
et la disponibilité du processus. En fait, et comme pour les autres types d'aides déja évoqués ou a
venir, I'introduction de tels systémes innovants en salle de conduite est a4 considérer avec d’infinies
précautions car cela suppose, de la part des opérateurs, de modifier profondément leurs modes de
pensée.

11.4.2. Aide au diagnostic

Le diagnostic est le processus par lequel on cherche a déterminer les anomalies en utilisant des
connaissances concernant la structure, les comportements ou les fonctions a partir de symptémes
observés, qui prennent la forme d’un écart par rapport a une référence. Il est généralement défini
comme l'action de détecter un état anormal, de le qualifier et d'en trouver l'origine.

L'intérét de cette fonctionnalité est la possibilité de faire face a un dysfonctionnement dés son
apparition, c'est-a-dire favoriser une conduite sans-a-coup. Les conditions auxquelles sont soumis les
opérateurs font que les systémes de diagnostic doivent fonctionner en intégrant, dans leurs
traitements, la notion du temps. Nous ne traiterons pas du cas des systémes de diagnostic qui
n’entrent pas dans ce cadre, car ils s'adressent davantage aux équipes de maintenance, pour laquelle
les contraintes temporelles ne se posent pas de maniére aussi pressente que pour les opérateurs de
conduite.

Parmi les diverses aides qui ont jusqu'ici été congues, I'aide au diagnostic est certainement la plus
particulierement investiguée et constitue, a elle seule, un domaine de recherche extrémement vaste
ou les sciences de l'ingénieur sont toutes représentées. Cependant, la mise en application industrielle
de ces aides s’avére particulierement délicate car elle fait nécessairement intervenir un processus
complexe de traitement des données et il n'existe pas de régle de conception. Jusqu'a présent, peu
d'applications en vraie grandeur ont été réalisées, ce qui explique le manque d'expérience dans ce
type de projets. Un des freins a la multiplication de ces projets est liée au choix des techniques qui
releve davantage d'un savoir-faire acquis par les équipes de recherche que d’une norme de
conception, d‘ailleurs encore a définir.

Notre objectif sera donc d'essayer de dégager les invariants les plus importants a partir desquels il
devrait &tre plus aisé de démarrer une réflexion quant aux choix des techniques les plus appropriées.
Nous verrons, par ailleurs, comment les étapes habituellement considérées dans la communauté
diagnostic peuvent étre décomposées en taches élémentaires, et en quoi cela est intéressant pour Ie
concepteur.
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11.4.2.1. Les approches du diagnostic -

Les approches du diagnostic ont jusqu'ici été considérées a travers une vision dichotomique :

. approche de diagnostic utilisant des connaissances? profondes par opposition a une approche
utilisant des connaissances de surface (Chandrasekaran parle, quant a lui, de connaissances
compilées [CHANDR 88]),

» diagnostic abductif (ou diagnostic par classification heuristique [CLANC 851) par opposmon a
diagnostic basé sur la cohérence (consistency-based diagnosis) [POOLE 89],

« approche par modéle de mauvais fonctionnement par opposition a approche par modéle de
bon fonctionnement [MORIZ 91] [CHAT 93].

Cette opposition traduit, en réalité, deux conceptions du diagnostic, en fait deux paradigmes qui
requiérent des connaissances différentes du monde et des modalités de raisonnement specnﬁques
[POOLE 89].

11.4.2.1.1. Les paradigmes du diagnostic

L'opposition entre connaissances profondes et connaissances de surface met l'accent sur une
source de connaissances, en I'occurrence l'ingénieur qui a un certain degré de compréhension du
processus et dont les connaissances s’expriment en termes de lois de comportement plus ou moins
générales, par opposition a I'expert dont les connaissances relévent davantage de connaissances
compilées qui se rapportent a un savoir-faire ou a un savoir. '

L'opposition entre diagnostic abductif et diagnostic basé sur la cohérence porte sur les modalités
de traitement de I'information : le raisonnement abductif part des connaissances des défauts et de
leurs symptomes afin de rendre compte d'observations anormales ; le second mode de raisonnement
part d'un comportement de référence connu (le comportement normal) et cherche a expliquer la
raison de la non conformité constatée.

L'opposition entre approche de diagnostic par modéle de mauvais fonctionnement et approche par
modéle de bon fonctionnement met 'accent sur la nature des connaissances exploitées : d'un
cOté, le systeme de diagnostic exploite des connaissances ayant trait aux dysfonctionnements du
processus (il s'agit de reconnaitre un dysfonctionnement parmi un ensemble de dysfonctionnements
répertoriés), et de l'autre le systéme exploite les connaissances ayant trait a son fonctionnement
normal (il s’agit de reconnaitre un écart par rapport au fonctionnement normal).

En fait, ce sont trois maniéres de décrire la méme opposition entre méthodes de diagnostic (figure
I.3).

——— . A
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Figure 11.3 : Une schématisation des deux paradigmes de diagnostic.

A notre sens, en se basant sur la dichotomie abductif-cohérence employée par Poole, on constate que
la mise en ceuvre d'un processus abductif suppose d'avoir répertorié les connaissances de mauvais
fonctionnement et leurs symptomes (indices, ou encore modes de défaillance) associés, il est alors
légitime de dire que le diagnostic se fait par modeéle de mauvais fonctionnement. Par ailleurs, la
grande majorité des systémes de diagnostic utilisant des connaissances de mauvais fonctionnement
exploitent des connaissances de surface, car il faudrait, dans le cas contraire, construire autant de
modeéles qu'il y a d'états de défauts ; c’est une approche trés peu pratiquée car on dispose de trés peu
de données sur le comportement d’un systéme en mauvais fonctionnement. De la méme maniére, un
processus basé sur la cohérence a pour objectif de mettre en évidence le dysfonctionnement du
processus dont le fonctionnement normal a pu étre décrit a travers un modéle de connaissances
profondes.

Certains auteurs, par exemple Leitch et Gallanti, opposent diagnostic par classification heuristique
et diagnostic par modéle [LEITC 92]. Cependant, cette distinction manque de précision ou peut
étre source de confusions, car les connaissances compilées, méme décrites par un ensemble de régles
de production, peuvent étre traduites sous forme de modéles [CLANC 86]. C’est pourquoi une telle
dichotomie n‘est pas pertinente, car elle semble mettre I'accent sur la forme des connaissances
employées par ces systémes. Il vaut donc mieux, dans ce cas, parler d’approche heuristique et
d’approche par modéle profond.

11.4.2.1.2. Utilisation conjointe des deux paradigmes

La limite souvent évoquée pour l'approche par abduction est la suivante : la base de connaissances
des systémes batis sur cette approche ne peut étre exhaustive, ne serait-ce que parce que toutes les
situations n'ont pas été expérimentées (le processus est un systtme dynamique complexe au niveau
duquel des comportements nouveaux peuvent apparaitre). Un tel systéme est donc capable de
fourhir rapidement un résultat, mais ne peut gérer que les situations déja vécues. D'un autre c6té, les
systémes de diagnostic basés sur la cohérence mettent en ceuvre des processus de traitement plus
sophistiqués, donc demandent plus de temps avant de produire un diagnostic, puisqu’ils procédent
par éliminations successives (le raisonnement est, en régle générale, itératif). Ces systémes sont
intéressants pour diagnostiquer des situations non encore vécues mais demandent des temps de
traltement plus longs que pour I'approche par abduction.
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La solution généralement adoptée consiste donc a envisager l'utilisation conjointe des deux
approches [MILNE 87] [POOLE 89]. L'utilisation conjointe d’un systéme de diagnostic abductif et
d’un systéme basé sur la cohérence tient principalement au caractére fondamentalement
complémentaire des connaissances manipulées par chacun des deux systémes : le raisonnement basé
sur la-cohérence utilise des modeles de bon fonctionnement, qui impliquent des connaissances sur
les variables et les paramétres de fonctionnement du processus, tandis que le diagnostic abductif
utilise des connaissances compilées sous forme de régles; ces régles associent une défaillance
matérielle a son symptome. Le systeme de diagnostic résultant de ces deux types de systémes peut
utiliser le raisonnement basé sur la cohérence pour détecter un mauvais fonctionnement et le
raisonnement abductif pour associer le mauvais fonctionnement a une défaillance physique (se
reporter a 'exemple du systéme DIAPASON, décrit plus loin, qui fonctionne sur ce principe).

11.4.2.1.3. Généralisation

Il est clair que ces deux formes de diagnostic sont trés générales, et qu’un découpage plus fin est
préférable. Davis décrit une procédure de diagnostic basée sur |'utilisation de connaissances sur la
structure et le comportement d'un circuit électronique [DAVIS 84]. La structure du circuit est la
maniére dont sont interconnectés les composants ; le comportement représente les lois qui régissent
les changements d'états logiques des sorties de chaque composant en fonction de ses entrées. Le
systéme utilise conjointement ces deux types de connaissances: partant des symptémes qui
traduisent un comportement anormal, il s’agit de trouver les anomalies structurelles responsables de
ces symptomes, c’est-a-dire soupgonner certains composants d’étre défaillants.

Sembugamoorthy et Chandrasekaran ont été également parmi les premiers a proposer d’intégrer,
dans un méme systéme de diagnostic, des connaissances de différents niveaux d’abstraction [SEMBU
86]. Les auteurs proposent, en effet, de considérer chaque composant d'un systéme selon quatre
~ niveaux d’abstraction : la structure, les services remplis (function), les connaissances a caractére
générique (generic knowledge), c’est-a-dire les lois qui décrivent le comportement normal du
composant, et les hypothéses de fonctionnement élaborées par I'expert et mises sous forme de
régles (assumptions). L'objectif est alors de concevoir un systéme de diagnostic capable de raisonner
sur plusieurs niveaux d’abstraction. '

Le type de diagnostic employé doit &tre le fruit de choix qui dépendent des connaissances
disponibles, certes, mais également du résultat que I’on cherche a obtenir. C’est I'idée que défend
Milne [MILNE 87] : la stratégie de diagnostic qui semble la plus séduisante consiste a concevoir le
systéme en fonction des connaissances que I‘on a au départ, et a le faire évoluer en ajoutant une
couche de traitement supplémentaire capable de “raisonner” avec des connaissances d’un autre
niveau d’abstraction. La figure 1.4 est inspirée et adaptée de la description proposée par Milne, qui
indique qu’un diagnostic peut étre entrepris a partir de la topologie du processus, d’'un modéle de
comportement, d'un modéle téléologique ou encore de régles expertes. Le plus important est,
semble-t-il, de choisir le type de diagnostic initial, puisque I’évolution ne pourra se faire que dans le
sens des niveaux d‘abstraction supérieurs, si l'on s’en référe a I'auteur. A notre sens, affirmer qu’'un
systéme utilisant un raisonnement abductif ne peut faire appel & un diagnostic (local ou non) basé
sur la cohérence n’est pas fondé, mais il faut bien concéder que la tendance actuelle va dans le sens
que décrit Milne : concevoir un systéme de diagnostic basé sur la cohérence, quitte ensuite 2 faire
appel aux connaissances de niveaux d'abstraction plus élevés pour affiner le diagnostic. :
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Figure 11.4 : Stratégies de diagnostic, selon Milne.

La hiérarchie proposée par Milne est intéressante dans la mesure ou elle permet d’envisager les
diverses combinaisons possibles entre plusieurs processus de diagnostic, mais placer les connaissances
de mauvais fonctionnement au niveau le plus haut de cette hiérarchie d’abstraction est discutable (la
hiérarchie d’abstraction pour les trois autres formes de connaissances sont généralement admis ; le
lecteur pourra utilement se référer a la hiérarchie d’abstraction de Rasmussen en Annexe ).

1.4.2.2. Une architecture générique

Le diagnostic est une préoccupation commune de l'intelligence artificielle et de 'automatique. 1l est
intéressant d’analyser la maniére dont ces deux disciplines abordent ce theme, dans I'optique de
mettre en évidence leurs points de convergence. Nous envisageons ici une description générique du
diagnostic qui peut s’appliquer a I'un ou a l'autre paradigme de diagnostic.

11.4.2.2.1. - Etapes de diagnostic et taches primitives
Le diagnostic est un processus complexe qui est généralement décomposé en blocs de traitement des

données, quelle que soit la discipline a laquelle on fait référence : en étapes pour I'automathue eten
taches pour l'intelligence artlfICIeIIe. Cet aspect est l'objet de ce paragraphe.
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En automatique -

Le découpage employé pour qualifier les étapes d'un systéme de diagnostic est le suivant [BRUNE
90]:

e |'étape d’acquisition de données du systtme de contrdle-commande, qui fournit une
information préalablement conditionnée et devant constituer un ensemble d’observations
tolérant aux bruits de mesure,

» |'étape de perception correspond a l'abstraction des données brutes et fournit des indices ou
parameétres indicateurs de défauts. Elle correspond a I'étape préliminaire de génération des
résidus (le résidu est nul en fonctionnement normal, et non nul en fonctionnement dégradé),

e |'étape de détection de symptdmes d’anomalies permet de décider si le comportement réel du
processus est bien en accord avec le comportement attendu,

* I'étape de localisation/diagnostic a pour fonction d’attribuer le défaut détecté é un capteur, a
un appareil ou un organe de commande et de classer le défaut par type et degré de sévérité. Si
I’étape de détection est essentiellement fondée sur un processus décisionnel, I’'étape de
localisation est, quant a elle, une combinaison de processus .de recherche des causes et de
processus décisionnels.

Il n‘existe pas de norme en la matiére, la communauté internationale distingue habituellement deux
grandes étapes : la détection et la localisation de défauts (pour failure detection and isolation)
[PATTO 94], la détection et le diagnostic de défauts (fault detection and fault diagnosis) [ISERM 94].

En intelligence artificielle

L'intelligence artificielle s’intéresse, en réalité depuis ses débuts, au probléme du diagnostic : les
premiers systémes ont été des systémes experts médicaux, dont MYCIN est I'archétype [SHORT 76].
Les préoccupations initiales étaient de construire des systemes capables d’utiliser des données non
plus numériques mais symboliques, a I'image du raisonnement de I'homme.

Une des motivations fondamentales des travaux actuels (la seconde génération de systemes experts)
est la nécessité de rendre réutilisable tout ou partie des connaissances codées dans le systeme
expert. Les travaux ont alors convergé vers une représentation intermédiaire des connaissances avant
leur implémentation sur machine. Il s’agissait, en fait, de décrire la maniére dont les connaissances
sont utilisées plutdt que la maniére dont elles sont implémentées. Ce changement correspond en fait
a l'adoption d’une dimension supplémentaire, celle d’abstraction, qui introduit un niveau
intermédiaire entre les objectifs que le systéme expert est censé atteindre et l'implémentation, qui
correspond au codage des connaissances et de la stratégie de raisonnement. Dans ce niveau
d’abstraction intermédiaire, on ne parle plus de moteur d’'inférence mais de méthode de résolution
de probléme ; les connaissances ne sont plus considérées en termes de représentations ou de
- symboles (symbol level) mais en termes de modéles de connaissances requis (knowledge level) par
la méthode de résolution (pour une synthése des nouvelles avancées sur le sujet, le lecteur se référera
utilement a l'article de Motoda qui effectue une étude blbllographlque s’étendant de 1988 a 1991
[MOTOD 94]) :

Clancey et Chandrasekaran ont séparément formulé un cadre générique de résolution de probléme,
fondé I'organisation de noyaux élémentaires de raisonnement : Clancey au travers de sa méthode de
7 <lassification heuristique [CLANC 85], et Chandrasekaran au travers de la notion de tache
générique [CHANDR 85, 88]

La méthode de diagnostic par clé_ssification heuristique est basée sur I'hypothése selon laquelle il est.

possible de découper le processus selon trois noyaux de raisonnement ou taches primitives que sont
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(figure 11.5) : I'abstraction des données (conversion des données au format adéquat en vue de leur
traitement), le recouvrement heuristique (génération des candidats de panne en accord avec les
observations), et le raffinement (proposition d’un diagnostic).

1 Raffinement

Recouvrement
heuristique

Abstraction
de données

Figure I1.5 : Diagnostic par classification heuristique, selon Clancey.

Les travaux de Chandrasekaran ont un caractére plus générique car l'auteur cherche a décrire
I'ensemble des méthodes de résolution comme des processus particuliers mettant en ceuvre des
taches génériques du type classification, sélection de plan et diagnostic, elles-mémes
décomposables en taches primitives (building blocks). Chandrasekaran considére que le diagnostic
est fondamentalement un processus de classification d’hypothéses de dysfonctionnement mettant en
ceuvre les quatre taches primitives suivantes :

e la tache d’abstraction des données (knowledge-directed data abstraction and inference), qui
effectue un traitement préliminaire des données observées en informations utilisables par les
autres taches,

e la tiche de comparaison d’hypothéses (hypothesis matching), qui fournit un ensemble
d’hypothéses de panne, '

* la tiche de classification hiérarchique (hierarchical classification), qui fournit I'ensemble des
hypothéses de panne les plus plausibles,

e la tache d’assemblage abductif (abductive assembly), qui fournit I'hypothése expliquant le
mieux les observations.

La figure 11.6 reprend la description de l'organisation des taches primitives de Chandrasekaran.
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Figure I1.6 : Tache générique de diagnostic par classification heuristique, selon Chandrasekaran.

La méthode de classification heuristique de Clancey est incluse dans la méthode proposée par
Chandrasekaran [CHANDR 88]. L’intérét souligné par Chandrasekaran de cette généricité est que ces
quatre tdches primitives sont indépendantes de la stratégie de diagnostic employée et sont
susceptibles d'étre utilisées dans d'autres taches. Par ailleurs, un tel découpage offre la possibilité de
concevoir des modules informatiques réalisant chacun une tache primitive.

De ce point de vue, il serait intéressant d’envisager un rapprochement avec les étapes de diagnostic
considérées en automatique, de maniére a disposer d’une référence commune aux deux disciplines.
C'’est d'ailleurs I’objet du paragraphe suivant.

Le découpage de Leitch et Gallanti

Sur la base du concept de tache primitive formulée par Clancey et Chandrasekaran, Leitch et

Gallanti ont, a leur tour, proposé un découpage plus opérationnel qui tient compte de la dynamique

du processus [LEITC 92]: '

* |a tiche d’interprétation est un pré-traitement qui met les données observées sous un format
utilisable par les autres taches,

* la tiche d'identification est le processus de recherche de la cause du défaut et a pour charge de .
fournir des candidats expliquant les observations, » '

* la tiche de décision génére des conclusions ou des hypothéses satisfaisant des contraintes
spécifiées, , . o , -

« la tache de prédiction permet de calculer des états futurs a partir de I'état présent observé.

Les taches . primitives ainsi définies sont combinées pour former I'architecture fonctionnelle d’un
systéme de diagnostic : la figure 1.7 schématise le processus de diagnostic heuristique selon Clancey
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- et Chandrasekaran, et la figure I1.8 schématise le processus de diagnostic basé sur la cohérence, dans
lequel peuvent s’inscrire les approches employées en automatique. i

Ce découpage en taches primitives permet de disposer d’une description générique du diagnostic

par 'agencement des taches primitives en un réseau de blocs élémentaires et indépendants de
raisonnement, conformément aux conceptions de Clancey et Chandrasekaran.

Systéme réel

Interprétation

Décision .

Figure 11.7 : Processus de diagnostic heuristique, selon Leitch et Gallanti.
' Entrées
bservations

Interprétation

Identification |-

) ' Figure 11.8 : Processus de diagnostic basé sur la cohérence, selon Leitch et Gallanti. L -

A ce niveau d’abstraction, le processus de diagnostic de la figure 11.7 n’est pas fondamentalement
différent de-celui de la figure I1.8. Ce dernier peut, en réalité, étre envisagé comme une forme
canonique a partir de laquelle les autres processus, dont le diagnostic heuristique, peuvent étre



60 ' | . ) -  ; | Chapitre Il : les aides & I'opérateur

-retrouvés. Le processus de diagnostic heuristique est donc inclu dans le processus basé sur la
cohérence. ' '

1.4.2.2.2. Processus de diagnostic adopté

Le protessus canonique introduit par Leitch et Gallanti est celui que nous considérons dorénavant, a
quelques modifications prés. En effet, Leitch et Gallanti considérent la tache d'interprétation
comme une mise au format des données mesurées, c’est-a-dire de l'acquisition des mesures ; cela
implique que la tache de décision effectue deux types de traitements : la comparaison des mesures
avec les données de référence fournies par la tdche de prédiction, et la décision proprement dite.
Nous préférons associer chacun des deux traitements a une tache bien spécifique, de maniére a
rester homogéne avec la définition de la tache primitive donnée par Chandrasekaran (considérée
comme un bloc élémentaire de traitement de I'information). Cela nous oblige a donner un nouveau
sens a la tache d’interprétation, qui est alors considérée comme la tache d'évaluation et de
qualification du résidu, et la tdiche de décision proprement dite a laquelle est associée une logique
de décision. De cette fagon, a chacune des taches du processus générique peut étre associé un
traitement spécifique.

Les étapes de diagnostic adoptées en automatique (détection et localisation) peuvent étre
considérées comme un agencement particulier de ces mémes taches primitives : I'étape de
détection met en ceuvre les taches d'interprétation, de prédiction et de décision ; I'étape de
localisation regroupe, quant a elle, les taches de prédiction, de décision et d'identification.
Chacune de ces taches primitives est caractérisée par des données d'entrée et des données produites,
les sorties. Le tableau 11.2 présente notre interprétation de ces taches.

—
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Sorties

) Aides en ligne Taches primitives Entrées
Données issues de
3 mesures
Interprétation Résidu d'observation
Valeurs de référence
. Siminai Résidu de test
Traitement préliminaire Valeurs prédites -
des données
Décision Résidu d'observation Défaut
Génération de conclusions ou
d'hypothéses qui satisfont des i i
contraintes données ou des Résidu de test Candidat maintenu
spécifications ou rejeté

Aid liagnosti

Identification

Détermination des états passés
ou présents inconnus ou non
mesurables a partir de I'état

courant observé

Défaut

Candidats 2 tester

Prédicti

Calcul des états futurs a partir de
I'état présent observé

Nouvelles consignes et
paramétres de
fonctionnement

Candidats a tester

Valeurs de référence

Valeurs prédites

Tableau I1.2 : Informations d’entrée et de sortie pour chacune des taches primitives.

Dans une approche basée sur la cohérence, le processus de diagnostic procéde par vérification de
la cohérence entre valeurs de référence calculées et valeurs mesurées. Une incohérence est appelée
résidu : le résidu est nul dans le cas ol le fonctionnement est normal et différent de zéro sur
apparition de défaut. L'architecture d'un systéme de diagnostic est présentée a travers les figures 11.9,
pour la détection (en traits gras), et figure I11.10 pour la localisation, conformément au découpage de

Brunet et al.
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Prédiction
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Figure I1.9 : Premiére étape de diagnostic (détection).

Une fois le défaut détecté, la tache d’identification lance la recherche des candidats potentiels, de
maniére itérative ; ces candidats peuvent étre des composants, des variables ou des fonctions, ou
bien encore des défaillances, selon la stratégie de diagnostic adoptée.

La combinaison des deux types de techniques conduit a un systéme de diagnostic trés puissant, par
exemple le systéme effectue la recherche des variables sources du dysfonctionnement et essaie de
déterminer les défaillances physiques associées (cf. 'exemple de DIAPASON, dans le paragraphe
suivant).

igr
et paramétres g
L fonctionnement:

| Interprétation

Prediction Valeurs prédites

identification

Figure 11.10 : Seconde étape de diagnostic (localisation).

Lorsque l'on dispose d’'un modéle dynamique du procédé, le processus de recherche de défauts
permet de comparer en continu comportement mesuré et comportement attendu. Son avantage est
_ -de permettre une détection précoce des dysfonctionnements. Ce type de diagnostic est, par ailleurs,

bien adapté aux systémes ol la dynamique ne peut étre négligée si I'on veut en comprendre le

fonctionnement.

e e e o -
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11.4.2.2.3. Description succincte de DIAPASON
Le systéme DIAPASON est un exemple de systeme de diagnostic fonctionnant sur la base d’un
modéle de bon fonctionnement et d'une base de connaissances construite a partir d’'une analyse des

défaillances d’appareils. Il est constitué des modules dédiés PROTEE, MINOS3, et METHYS, et peut
étre considéré comme un systéme fonctionnant selon le processus décrit en figure I1.11.

™ Historique

PROTEE

défaillant METHYS

Figurebll.11 : Le systéme DIAPASON a travers la forme canonique de diagnostic.

DIAPASON fonctionne globalement de maniére séquentielle. MINOS détecte les incohérences entre
le comportement de référence fourni par le simulateur PROTEE et les mesures. De cet ensemble
d’'incohérences, qui constituent I'ensemble des défauts, MINOS cherche 3 identifier, par le biais de
procédures récursives, le défaut source c’est-a-dire celui qui, par sa présence, est capable d’expliquer
I'ensemble des autres défauts constatés. A chaque fois que MINOS change d’avis sur le défaut source,
il informe METHYS de ses conclusions qui se charge, a son tour, de relier les défauts sources sur les
variables du procédé a des défaillances d’appareils.

_En termes de taches primitives, la répartition est la suivante : PROTEE prend en charge la tache de
prédiction, tandis que MINOS prend en charge les taches d'interprétation, de décision et
d‘identification. METHYS peut étre considéré comme un module d'identification complémentaire.

Cette description sommaire du systtme DIAPASON nous a permis de positionner et d*organiser les _
divers modules employés. Nous verrons plus loin quelles en sont les caractéristiques principales.

3 Lés module§ PRO-TF.E et MINOS sont le fruit de deux théses de doctora_t effectuées au CEA, resbectivement
[LEYVA 91] et [MONTM 92]. i : .
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11.4.2.3. Choix des outils : : . -

Les techniques employées dans le cadre du diagnostic sont trés nombreuses. Elles peuvent étre
regroupées selon les taches qu’elles assurent, et ceci constituera une premiére classification, mais cela
n’est évidemment pas suffisant pour orienter leur choix. Il nous faut, en effet, définir la stratégie de
diagnostic que I'on souhaite mettre en ceuvre, choisir les techniques a employer en fonction des
caractéristiques du modéle de connaissances et de I'instrumentation, etc. '

Nous proposons ici de passer en revue les critéres de choix qui devraient permettre au concepteur de
définir les caractéristiques générales d’un systéme de diagnostic.

1.4.2.3.1. Choix de la stratégie de diagnostic

Le choix du processus de diagnostic doit se faire en fonction des connaissances disponibles et des
résultats recherchés. Pour ce faire, il faut préalablement définir le type de diagnostic utilisé au
départ : cherche-t-on a faire un diagnostic basé sur un modele de structure, de comportement,
fonctionnel, ou encore un diagnostic a base d'heuristiques ? le diagnostic doit-il fournir en sortie la
liste des variables sources de défaut ou bien des défaillances potentielles ?

Il est possible de trancher en considérant que les connaissances de bon fonctionnement sont
généralement disponibles dés la conception du processus, alors qu’une part non négligeable des
connaissances de mauvais fonctionnement sont acquises par expérience. Par ailleurs, la
schématisation de la stratégie de diagnostic selon Milne permet d’envisager une approche de
diagnostic initiale (diagnostic basé par exemple sur la structure du processus) puis de I’enrichir par
d’autres types de connaissances.

De ce point de vue, I'approche basée sur la cohérence se réveéle initialement plus intéressante,
sachant qu'il sera toujours possible d'évoluer vers un diagnostic abductif.

La stratégie peut consister a partir d’un systéme de diagnostic de comportement, puis a envisager la
possibilité de faire évoluer le systéme vers le haut (diagnostic utilisant des connaissances de
comportement + connaissances fonctionnelles ou encore connaissances de comportement +
connaissances compilées). Nous supposerons dorénavant que les systémes qui exploitent des
connaissances relatives a la structure, au comportement et au fonctionnement relévent des systemes
dont le principe de raisonnement est fondé sur la validation de la cohérence (structurelle,
comportementale ou encore fonctionnelle) ; que les systemes qui exploitent des connaissances
compilées sont des systémes essentiellement abductifs (bien qu'il puisse exister des cas particuliers).

11.4.2.3.2. Choix des techniques

Les taches primitives ne sont pas tout a fait indépendantes les unes des autres, ne serait-ce que parce
qu’elles échangent entre elles des données et qu’elles sont trés spécifiques des données qu’elles
peuvent exploiter ; le choix d’une technique pour une tiche est en fait susceptible d’orienter le choix
au niveau des autres taches. Le sens de ces contraintes est donné par le sens dans quuel les
‘traitements sont effectues

_Dans I'étape de détection (figure 11.9), la tache de prédiction dépend principélement du modeéle qui
sert & décrire le fonctionnement normal du processus, donc des connaissances qui ont sefvi a
I'élaborer. La tache d’interprétation dépend, pour une part de I'instrumentation, mais également
de la tache de prédiction. En effet, la vérification de la cohérence entre valeurs mesurée et attendue
suppose que les données soient comparables. Le résidu, issu de cette comparaison, puis qualifié dans
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I'étape d’interprétation, présente des caractéristiques propres au modéle et a l'instrumentation. Il est
ensuite utilisé en tache de décision, qui hérite ainsi des caractéristiques du modele et de
I'instrumentation.

Dans I'étape de localisation (figure 11.10), I'information qui sert a identifier la cause de défaut est
I'ensemble des résidus qualifiés en étape de détection. La tache d'identification retourne une liste de
variables candidates, a partir desquelles des tests seront effectués pour infirmer ou confirmer une
hypothése.

En résumé, le choix des techniques & employer est en grande partie influencé par les caractéristiques
propres aux taches de prédiction et d'interprétation. Il faut voir le processus de diagnostic comme
une cascade de traitements avec en amont, la tache d’interprétation qui génére un résidu dont les
caractéristiques vont influer sur I'étape de détection mais aussi sur I’étape de localisation, qui
serviront a rechercher le défaut source. Plus en amont encore, la tache d‘interprétation est
conditionnée par le modéle (structurel, de comportement, ou encore fonctionnel) qui doit servir de
référence. Les caractéristiques de lI'instrumentation interviennent principalement en décision, afin
de vérifier la cohérence des valeurs mesurées.

Les caractéristiques du modeéle et de I'instrumentation sont développés ici, puisqu’ils influent sur
I’'ensemble du processus de diagnostic.

1.4.2.3.3. Propriétés des modeles de référence

Nous avons jusqu’ici considéré-trois types de connaissances a partir desquelles envisager un
diagnostic. Mais il faut noter que les systémes les plus représentatifs utilisent, dans leur majorité et
pour les processus continus, des connaissances de comportement.

En considérant la modélisation comportementale, deux critéres perméttent de caractériser un
modéle :
¢ le niveau de résolution d'un modeéle : deux grands axes de modélisation comportementale que
sont I'approche automaticienne et I'approche du génie des procédés sont généralement
empruntés ; ces deux approches se distinguent par le niveau de compréhension des
phénomeénes modélisés,
» un second critére est la précision du modéle.

La résolution

La résolution traduit I'effort consenti par le concepteur pour décrire les phénomeénes physiques ; cela
revient a considérer des niveaux d’'abstraction de la modélisation des phénoménes. Grossierement,
deux catégories de modéles peuvent étre envisagées :
¢ un modéle de résolution basse est construit a partir des varlables suffisantes pour résumer le
‘passé et prédire le comportement futur immédiat du systéme [BRUNE 90]. Ce type de modele
est employé en automatique pour le controle-commande, il est assimilable & un modéle boite
noire, c’est-a-dire un modele qui prend en compte uniquement les relations mathématiques qui
lient:les entrées et les sorties de chaque appareil, de sorte que les réponses fournies par le
modele correspondent aux évolutions réelles du processus, sans se preoccuper des phénomenes
internes, : :
. e un modele de résolution haute prend en compte les paramétres phyanues du processus Il est
habituellement employé en modélisation physuque
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Le choix de la résolution du modele n’est, a priori, pas imposé aux modélisateurs : dans I’absolu,
I'un ou l'autre type de modele peut étre employé pour fournir les valeurs de référence. Le choix doit
se faire sur des critéres supplémentaires comme la pertinence, le codt, les délais imposés, la

- réutilisation du modele hors diagnostic, etc. Les contraintes de co(t et de délais généralement
imposées aux concepteurs font que le choix du modéle est fixé par les connaissances disponibles. Il
est certes légitime de dire qu’un modeéle boite noire est pauvre en connaissances, mais d’un autre
c6té ce type de modele est bien adapté au controle-commande car relativement aisé a réaliser et a
valider. Par ailleurs, un modéle qui prend en compte les aspects physico-chimiques s’intéresse
davantage aux lois phénoménologiques pour le calcul des flux produits ou transférés ; c’est une
modélisation riche en connaissances mais son co(t est nettement supérieur.

Une autre maniére de trancher est de choisir le type de modélisation en introduisant le principe de
pertinence : quel est le type de modéle le mieux adapté a la supervision d'un processus ? En ce sens,
les psychologues et ergonomes s’accordent a dire que les opérateurs ont une connaissance
superficielle du processus mais suffisante pour leurs besoins, et qu’ils se limitent & considérer les
comportements les plus significatifs pour la supervision. Cela sous entend qu’il n’est
vraisemblablement pas nécessaire d’investir une somme considérable d’efforts pour réaliser un
systéme de diagnostic basé sur un modele de résolution haute, sachant que les informations qui
pourront étre délivrées ne seront pas utiles a 'opérateur.

La précision

La précision d'un modéle qualifie les approximations consenties pour modéliser les phénomeénes.
Par exemple, une relation entre deux variables x et y peut &tre exprimée de diverses fagons : la
variable y varie dans le méme sens que x; la variable y varie sous l'influence de x, dans des
proportions telles que le rapport des amplitudes de variation est de 1,5 ; la variable y varie sous
I'influence de x, et son évolution est définie par une loi de comportement (une équation
différentielle) qui relie x a y. Le choix de la précision est également contraint par les caractéristiques
de l'instrumentation : pour un débit donné a 30 % prés, il n'est peut &tre pas nécessaire que le
modele ait une précision supérieure.

Le courant de modélisation de la physique qualitative (dont les précurseurs ont été De Kleer et
Brown, Forbus, et Kuipers [DE KLE 84] [FORBU 84] [KUIPE 86]) fixe comme objectif la représentation
d’un systéeme et I'explication de son comportement. Elle adopte, en partie, le point de vue de
I'homme qui utilise des “régles de bon sens” afin de comprendre la maniére dont un systéme
physique évolue, et conserve un certain niveau de connaissance sur la physique des phénomeénes
[BOBRO 84]. Les différentes approches que I'on rencontre en physique qualitative jouent en fait sur le
poids accordé aux aspects raisonnement humain, peu précis car fondé sur une évaluation intuitive
de la part de I'expert, par rapport a l'aspect description physique, plus rigoureuse et requérant des
données précises : cela débouche sur la notion de niveau de-précision des connaissances contenues
dans un modele. Pour décrire I'ensemble des cas de figure, nous avons considéré trois niveaux de
précision : qualitatif, mixte et numérique.

Un inconvénient de I‘approche du tout-qualitatif est que I'on S'expose aux ambiguités du calcul
- symbolique [BOURS 89]. C’est pourquoi la plupart des approches actuelles sont fondées sur un
compromis quanti-qualitatif de fagon_a bénéficier des avantages du calcul numerlque tout en
_ choisissant le niveau de précision le plus pertlnent pour I’ operateur
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11.4.2.3.4. Structure du modéle de référence - -

Le diagnostic est par essence un processus causal, puisqu’il s'agit de trouver la raison d’un mauvais
fonctionnement. Cette causalité peut étre explicitée au travers de la structure du modéle employé
dans la recherche de candidats, au niveau de la tache d’identification. En effet, c’est elle qui
oriente le raisonnement en fournissant les chemins et le sens de parcours entre objets du modele au
travers des relations orientées. “Cette structure causale est également intéressante lorsque V'objectif
est d’expliquer de maniére didactique a l'opérateur les mécanismes internes au processus qui
aménent celui-ci & changer d’état sous I'influence de facteurs externes” [LEYVA 91].

D’un point de vue général, le modele utilisé en tache d’identification doit pouvoir &tre décrit au
travers du couple {objets; relations orientées}. Nous envisagerons deux types de modéles : une
structure de modéle qui relie des pannes entre elles, et une structure de modéle qui relie
causalement les variables, mesurées ou non, qui caractérisent le fonctionnement du processus.

L'arbre de pannes est le modeéle le plus classiquement employé dans une approche de diagnostic
abductif ; nous le formaliserons de la maniére suivante : {pannes, symptémes, événements ; relations
de cause a effet}. Un symptome est un indice observable qui révéle un dysfonctionnement du
processus. 1l peut s’expliquer par un ou plusieurs événements, qui eux-mémes peuvent s'expliquer
par d'autres événements ... On obtient ainsi un arbre causalement structuré dont un symptéme est
une racine. En général, les événements de différents sous-arbres ne sont pas indépendants mais
directement liés soit par des relations instantanées soit par des relations avec une certaine
dynamique. De ce fait, si les événements de différents sous-arbres sont connectés, plusieurs
symptdmes peuvent apparaitre en méme temps ou selon une certaine séquence [MONTM 92].

La seconde structure de modéle met en jeu une représentation des variables et leurs influences
mutuelles, et sont appelés graphes dirigés [IRI 79]. Cette structure sert a rechercher les variables qui
ont pu causer le défaut observé en remontant les chemins de causalité du graphe et a effectuer des
tests sur chacune des variables qui sont susceptibles d’avoir contribué a la perturbation observée sur
la variable de détection. '

1.4.2.3.5. L'instrumentation

Les contraintes imposées par I'instrumentation sont dues principalement au nombre de capteurs, a
leur répartition dans le processus, ainsi qu’a leurs caractéristiques propres (plage de variation, point
de fonctionnement, précision, biais minimum détectable). Les caractéristiques propres aux capteurs
imposent une limite haute de précision du modele, d’oli une limite de sensibilité de la détection.
D’un autre c6té, le nombre et la répartition de ces capteurs imposent une limite d‘isolabilité ou de
diagnosticabilité. Selon les termes de Dubuisson: “un systéme est dit diagnosticable s’il est
susceptible d’'étre soumis a un diagnbstic, c'est-a-dire s'il est muni d'organes d'observation (capteurs)
et d’un systéme d’analyse pour étudier les informations fournies. La diagnosticabilité sera 'aptitude
d’un systeme a étre diagnostiqué” [DUBUI 90]. .

Cassar et al. proposent une méthode et un algorithme permettant d’étudier la diagnosticabilité d'un
systeme et de générer le module de surveillance adapté [CASSA 92]. La démarche est basée sur
l‘utilisation des Relations de Redondance Analytique (RRA): ce sont des relations statiques ou
dynamiques composées uniquement de variables et paramatres connus a partir de I'instrumentation
(un exemple d’application de la méthode de génération'é une installation pétrochimique est proposé
dans [CORD! 91]). La violation dfune RRA sera significative d’une défaillance sur la mesure d'une
variable ou d’un changement de la valeur d'un parameétre de la relation. L'obtention de ces RRA
s'appuie sur l'analyse fonctionnelle (les objectifs et les services attendus), topologique
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(interconnexions- entre appareils) et comportementale (ensemble de relations qualitatives ou
quantitatives liant variables et paramétres entre-eux, du-type : T3 = f (mesure 1, mesure 2) ; équation
de confluence dT=dP+dV [DE KLE 84]; équations différentielles classiques). Pour I’analyse de la
diagnosticabilité, on ne s’attache pas, en effet, & définir un modéle de comportement de fagon
compléte, mais plutét I'ensemble des relations que I'on a pu établir. Cette approche d'analyse a
d'ailleurs donné lieu au logiciel D3, qui facilite 'analyse de la diagnosticabilité d’un processus et
permet de générer un systéme de surveillance.

L'étude des RRA permet donc de déterminer la diagnosticabilité structurelle du systeme. Les étapes
ultérieures consisteront alors a déterminer l'isolabilité des défauts, qui est réalisée en associant a
chaque variable connue, une signature binaire de panne. L'identification consistera alors a décider
quelle variable a la signature de panne la plus voisine de la signature calculée en ligne.

1.4.2.3.6. Conclusion
Les points importants a retenir sont les suivants :

e la qualité de la détection est vue en terme de sensibilité, c’est-a-dire d'écart minimal détectable
entre la référence et la réalité. Cette sensibilité est donc déterminée par les caractéristiques de
I'instrumentation et du modele construit pour générer ces valeurs de référence,

e |'étape de détection est qualifiée a travers la notion de robustesse, qui définit I'aptitude du
systéme a faire la distinction entre les défauts caractéristiques de défaillance d’une part, et les
bruits de mesure et erreurs de modélisation, d’autre part. La robustesse caractérise la capacité
a raisonner sur des informations bruitées et incomplétes, et elle concerne principalement la tiche
de décision,

e |'étape de localisation est qualifiée par le critére d’isolabilité, ou diagnosticabilité, qui revét
deux formes. La premiére est la discrimination, que traduit le cardinal de I'ensemble des
candidats ; la seconde est la justesse ou I'exactitude de la localisation, qui est la probabilité que
la panne effective soit dans l’ensemble des candidats. On l'a vu précédemment,
l'instrumentation joue ici un role important car elle intervient dans la différenciation des causes
potentielles de défaut,

¢ la recherche des candidats est un processus causal qui exploite une structure de modéle.

Ainsi, les résultats fournis par le systéme d'aide au diagnostic résultent d’un traitement dans des
conditions ou les informations sont généralement imprécises en raison des choix de modélisation et
des caractéristiques de I'instrumentation.

Muni des types de taches et des propriétés de résolution et de précision, il est alors possible de
décliner une classification des approches les plus importantes pour chacune des taches de diagnostic.

11.4.2.4. Une classification des outils

La classification proposée ici est essentiellement axées sur les processus continus. Nous passons
successivement en revue les techniques employées dans les taches de prédiction; d’interprétation,
de décision et d'identification. Par ailleurs, dans une méme tache, nous distinguons les techniques
en utilisant deux propriétés des connaissances employées que sont la résolution et la précision.

A titre d'illustration et pour chacune des taches, nous envisageronsicomm'ent s'effectuent les
traitements au sein de chacun des modules du systéme DIAPASON.

s
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11.4.2.4.1. Prédiction
Le tableau I1.3 présente une synthése non exhaustive des principales approches de modélisation et de
simulation d'un systéme industriel employées en diagnostic. Les différentes techniques ont été
classées selon la résolution et la précision, qui constituent, selon nous, les principaux criteres de
sélection.

On remarquera, autant en haute qu'en basse résolution, l'intérét croissant porté aux approches mixtes
qualitatif-quantitatif, qui constituent un compromis intéressant aux faiblesses du calcul symbolique,
certain mais imprécis, et du calcul numérique - précis mais incertain. En effet, un modéle de
précision numérique nécessite des efforts de modélisation souvent disproportionnés par rapport a
Iutilisation qui en sera faite en supervision, d’autant plus que la précision des capteurs et les bruits de
mesure rendent illusoire cette précision numérique [MONTM 92]. D'un autre c6té, les modéles
purement qualitatifs produisent des comportements non pertinents qu’il faut ensuite filtrer en
ajoutant un jeu de régles spécifiques pour réduire I’ensemble des possibles.

La modélisation mixte qualitative-quantitative s’avére donc é&tre un bon compromis au tout qualitatif
et au tout quantitatif. D’ailleurs, les travaux s’orientent, depuis 1987, vers cette voie. La modélisation
mixte s’avere, en fin de compte, fournir des résultats assez proches de la réalité, ce qui la rend
intéressante pour la surveillance des processus continus: pour les modéles de résolution haute,
I'approche proposée par Kuipers connait un développement important ; elle a notamment été
appliquée a la surveillance de processus hydrauliques [CHARL 92], et également aux bio-procédés
[BOUSS 93] ; pour les modéles de résolution basse, encore appelés modeles de comportement,
I'approche par fonctions de transfert qualitatives a déja fourni des résultats concluants, notamment au
travers des projets ALLIANCE [LAPPA 89] et DIAPASON.
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Prédiction

Simulation par réseau de neurones , Résolution numérique d'équations
[HOSKI 88]. différentielles

Propagation des efforts et des flux
Fonctions de transfert énergétiques au travers d'un modéle
Bond Graph [LUCAS 94].

Propagation d'effets quantifiés au travers de
fonctions de transfert qualitatives (FTQ) au
sein d'un graphe causal, [GENTI 87]

Simulation par propagation de
DIAPASON, module PROTEE [LEYVA 91] : contraintes entre paramétres physiques.
¢ exploite les fonctions de transfert Outil QSIM de Kuipers [KUIPE 86]
qualitatives,
¢ l'influence dynamique entre variables est . . -
décrite a travers les gains, retard pur et Simulation qualitative floue, CA-EN
temps de réponse, [BOUSS 93].
* la simulation est événementielle
(propagation d'évolution des variables
d'entrée du modéle si elle est considérée
significative).

Propagation d'évolutions: signes des Py S s .
variables et tendances au travers d'un Prédiction de tous les états possibles a partir

graphe de causalité orienté, [IRI 79], d'une évolution initiale (physique naive de

Forbus, [FORBU 84] ; confluences de De
{SHIOZA 85], [TSUGE 85], [PALOW 86]. Kleer et Brown [DE KLE 84] )

Tableau I1.3 : Exemples de techniques de prédiction.

Au sein de DIAPASON, le module PROTEE remplit la taiche de prédiction en simulant le
comportement normal du processus sur la base d'un modéle causal dynamique, encore appelé
graphe causal [LEYVA 91]. La structure du graphe causal est construite a ['aide des variables
significatives pour la supervision et de relations orientées qui indiquent les influences entre variables.
Ces relations symbolisent chacune une loi d'influence qui prend la forme d'une fonction de
transfert, classique en automatique. Les perturbations détectées sur les variables d’entrée du modele
sont propagées sur les autres variables si elles sont considérées significatives ; on préfére ainsi décrire
le comportement des variables par des évolutions significatives plutét que par des valeurs précises
‘et échantillonnées, comme dans les simulateurs classiques. La simulation est'donc la propagation
d’événements significatifs a I'aide des informations portées par chaque arc pour déduire le
comportement des autres variables. L’évolution d'une variable est alors percue comme une séquence
chronologique d’événements. ' v

. B

-
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Le choix d’un modele causal s’est révélé intéressant dans la mesure ou il permet de comprendre la
maniére dont les perturbations se propagent dans le modéle, on parle alors de pouvoir explicatif de
I'approche qualitative au travers de la structure causale du modéle [LEYVA 91].

1.4.2.4.2. Interprétation

Le tableau 1.4 présente une synthése des te'chniques utilisables pour évaluer et qualifier un résidu.
Comme nous l'avons précédemment souligné, la technique qu'il convient de choisir dépend
étroitement des propriétés du modeéle employé en tache de prédiction.

Interprétation

Méthode des relations de parité :
redondance directe et redondance
temporelle [PATTO 91}

Méthode des observateurs (résidus en Pas de metlho.d@ spécifique. 1l est
boucle fermée), filtre de Kalman et dérivés possxb‘le d'utiliser Ies’ méthodes
(observateurs stochastiques, [DUNK 91], 3 numériques employées en basse
[SELIG 91], [PATTON 91], [FRANK 93] ) résolution dans certains cas particuliers

Estimation des paramétres d'un modéle
(variation des paramétres de référence)
[1SERM 91]

Historique concis pour chacune des

Résidus en boucle ouverte (calcul d'écart variables mesurées, a chaque période
entre évolutions simulée et réelle) et d'échantillonage ; les valeurs des variables

interprétés qualitativement , DIAPASON sont positionnées dans un espace

module MINOS [MONTM 92] quantité. QDIAG, [CHARL 92]

Vérification de cohérence entre deux
états stables (passé et courant) QUARAF,
[LEPET 87]

Alarmes (+,-)

Tableau 1.4 : Exemples de techniques d’interprétation. , -

- Dans le systeme DIAPASON, la tache d’interprétation est basée sur la comparaison, par le module

MINOS, de données provenant respectivement des données de mesure et des valeurs calculées par le
simulateur PROTEE. La technique mise en ceuvre est le calcul des résidus en boucle ouverte, et
interprétés qualitativement : dés qu’un événement survient, il est aussitdt propagé a I'ensemble du
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graphe et comparé avec I'évolution observée sur les variables mesurées. Compte-tenu du caractére
qualitatif du modéle contenu dans PROTEE, la comparaison entre observations et simulation se fait
sur des critéres qualitatifs comme la forme et la tendance des évolutions. La décision se fera donc sur
la base de ces critéres.

11.4.2.4.3. Décision’

Comme pour les autres taches, nous avons choisi de classer les techniques de décision selon les
connaissances employées (tableau 11.5). Distinguer les techniques selon la résolution n‘a pas de sens
ici, puisque la décision est réalisée sur un écart par rapport a une référence.

Le processus décisionnel est mis en ceuvre dans les étapes de détection et de localisation pour
décider de l'apparition d'un défaut de fonctionnement ainsi que du maintien ou du rejet d'un
candidat potentiel. On demande au systéme :
¢ en détection, d'étre sensible aux défaillances et robuste aux bruits de mesure et aux erreurs de
modélisation. Cela pose le probleme de la sensibilité aux fausses alarmes, et de la non
détection des défauts de faible amplitude,
e en localisation, de correctement isoler les causes de défaut. Cela pose le probleme de la
signature des défauts, sachant que plus les signatures seront éloignées les unes des autres, plus
il sera aisé de distinguer les défauts les uns des autres. L'isolabilité n'est pas liée aux propriétés du
modele de simulation, elle est directement dépendante des caractéristiques structurelles de
Iinstallation en matiere d'instrumentation.

La difficulté réside alors dans le choix d'une frontiére entre une évolution qui sera jugée normale
d'une évolution anormale. Le dilemme sera alors de choisir entre deux critéres antagonistes que sont
la précision et la certitude, qui s’exprime par le fait que si I'on souhaite rendre plus précis le contenu
d’une proposition, on tendra a accroitre son incertitude et inversement [DUBOI 88].

Si I'on choisit de travailler sur dépassement de seuil, on se trouve confronté a une grande sensibilité
de la décision au voisinage du seuil de déclenchement. Ce manque de robustesse peut étre réduit en
ajoutant un compteur derriére la logique ou bien en filtrant le signal avant la logique [BRUNE 90]. La
technique du comptage permet de différer la décision tant que le seuil n’a pas été atteint un nombre
de fois déterminé. Doyle introduit la notion de seuil adaptatif pour tenir compte des différents
modes de fonctionnement : |‘auteur propose d’ajuster les seuils de fagon dynamique et de
sélectionner les capteurs a suivre en fonction du contexte [DOYLE 89].

Une maniére de lever les limites inhérentes a la logique a seuils est de travailler sur des données
numériques. L'approche numérique d’élaboration de la décision, ici appelée test statistique, revient
a associer 3 un indicateur, défini par sa valeur moyenne ou sa variance, une probabilité
d’appartenance & une hypothése de fonctionnement parmi celles qui ont été préalablement définies.
Pour une variable donnée (ou un vecteur de variables) et ayant déterminé deux hypothéses de
fonctionnement, deux cas de figure se présentent : le résidu est approximativement nul aux bruits de
mesure prés, ou bien le résidu est en dehors du seuil de tolérance fixé. La détection consiste afors a
déterminer laquelle de ces hypothéses se rapproche le plus de I'indicateur qui vient d’étre calculé.
Pour ce faire, on décompose I'espace d’observation (par exemple la plage de variation pour une
variable) en autant de sous-espaces que d’ hypotheses de modes de fonctionnement (dans le cas le
plus simple : mode nominal et mode dégradé). A chacun de ces sous-espaces est associée une valeur
de référence (une valeur moyenne caractérisant la marche nominale, une valeur moyenne
caractérisant I'apparition d’une défaillance), une loi de probabilité conditionnelle (généralement une
fonction gaussienne) qui tient compte des variations aléatoires dues aux prises de mesures, ainsi
qu’un seuil de détection (cf flgure . 12) )
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arche normale

-

Plage de variation. -

Figure 11.12 : Densité de probabilité d’appartenance aux deux modes de marche.

Le recouvrement partiel des deux distributions représente I'incertitude quant a I’état dans lequel se
trouve la variable : cette incertitude est décrite a travers les notions de probabilité de non détection
Pnd et probabilité de fausse alarme Pfa. L'inconvénient majeur est que I'on s’expose aux fausses
alarmes ou a la non détection, puisque la loi de distribution réelle n’est pas connue mais posée
comme hypothése de travail. La qualité de la détection de panne résulte en fait d’'un compromis
entre le taux de fausse alarme, la vitesse de détection, la sensibilité aux pannes, la robustesse
aux erreurs, le choix des signaux indicateurs et la détection en fonction du systéme et de ses
pannes [BRUNE 90].

Deux attitudes sont adoptées quant a I'incertitude liée a I'appartenance d’une variable a un état de
fonctionnement ou 2 un autre, comme dans le cas de la figure 11.12 ou les deux domaines ont une
zone commune de recouvrement. La premiére attitude, qui caractérise les approches statistiques,
consiste a associer a une variable un domaine selon sa valeur, ce qui revient a travailler dans I'espace
{0, 1), et a faire abstraction des incertitudes inhérentes au recouvrement des deux domaines. Cela a
pour inconvénient d'induire des risques d’erreurs (fausses alarmes ou non détection) aux limites des
deux domaines. La seconde attitude, qui caractérise I'approche par les ensembles flous [ZADEH 65],
propose d’attribuer une valeur réelle d'appartenance a chacun des domaines, de sorte qu‘une
variable dont la valeur se situe dans la zone d’intersection entre états normal et anormal (figure 11.12),
puisse a priori étre considérée comme appartenant aux deux états avec, pour chacun d’eux, une
valeur d’appartenance dans l'intervalle réel [0, 1]. De cette fagon, la décision qui utilise la théorie des
ensembles flous est vue comme l'agrégation de I’ensemble des critéres dans un environnement
imprécis et incertain [MONTM 92, 94]. '



74 ' i . Chapitfe Il : les aides a | ‘opérateur

TJests statistiques :

o test de Neyman Pearson,
o test multi-seuils,
o test global d’hypothéses binaires,
o test du minmax,
o test de Bayes,
* test séquentiel d'hypothéses.
Une synthése de ces techniques est proposée dans
[BRUNE 90}

Evaluation qualitative de deux évolutions (trois criteres sont

employés : erreur intégrale signée, écart quadratique, coit
de recalage), a travers la théorie des ensembles flous
([ZADEH 65] ), DIAPASON module MINOS [MONTM 92]

Logique a seuils

Tables de vérité, [PALOW 86]

Technique des seuils adaptatifs ( loi empirique
d'évolution des seuils) [DOYLE 89]

Tableau I1.5 : Exemples de techniques de décision.

Dans le systtme DIAPASON, la décision qui intervient en détection est fondée sur les résultats fournis
par la tache d’interprétation, qui évalue les écarts entre la forme et la tendance des évolutions simulée
et observée. La décision est vue comme I'agrégation de trois critéres :
* 'erreur intégrale signée caractérise I'écart moyen entre deux évolutions sur une période
temporelle donnée, , 7 '
e |'écart quadratique caractérise la translation a effectuer pour mettre en correspondance les
‘deux évolutions simulée et réelle, '
¢ l]a norme du vecteur de translation fournit une-idée du colt de la translation (le recalage),
autrement dit la distance entre les deux courbes. '

_-. La décision est alors motivée par-un écart trop important entre les deux évolutions, ou par le colt

. induit par la translation (le recalage) [MONTM 92]. Dans le cas d’une panne brutale, la décision peut

rapidement étre prise ; dans le cas de dérives lentes, la décision est suspendue tant que le colt-de

recalage ne dépasse pas une certaine limite ; sachant que les effets de la dérive iront en grandissant,

la détection se fera dés qu’une limite de colt de recalage aura été dépassée. De cette facon, il est
possible de privilégier la robustesse devant la précocité, selon les seuils de recalage admis.

,
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1.4.2.4.4. Identification

L'identification est une étape importante du processus de diagnostic car elle consiste a découvrir la
source du défaut a travers les chemins de causalité, sachant qu’en raison des problémes de seuillages
des variables du processus, une variable effectivement déclarée en défaut peut, en fait, subir
Iinfluence d’une autre variable non déclarée en défaut mais qui est responsable du
dysfonctionnement. L'identification des candidats potentiels au défaut détecté peut prendre des
formes multiples. Quelques unes des techniques sont figurées dans le tableau I1.6, toujours en les
distinguant selon les critéres de résolution et de précision des connaissances qu’elles manipulent.

Un exemple d’'approche consiste a partir d'un graphe de causalité et a comparer le comportement
réel avec I'ensemble des comportements possibles, qui ont préalablement été générés hors ligne et
structurés sous forme d’un arbre représentant I'ensemble des évolutions permises avec les contraintes
imposées. L'identification associe a I'évolution observée une ou plusieurs branches de I'arbre [CHARL
92].
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Identification

Technique des résidus structurés : en
présence d'un défaut unique, seul un sous-

ensemble de résidus spécifiques du défaut
deviennent non nuls.
Techni v L.
directionnels : en réponse a un défaut
unique, le vecteur de résidus est confiné
dans une direction spécifique d'un défaut .

i Une synthése de ces techniques est proposée

dans [PATTO 94] .

Reconnaissance de signature de défaut
par redondance ana?ytique, outii D3
[CASSA 92] .

Classification de contraintes quantitatives
(équations du procédé) : & une contrainte
est associé I'ensemble des défaillances
possibles compatibles avec ['état de la
contrainte, [KRAME 87].

Pas de méthode spécifique, mémes tethniques
qu'en résolution basse

Recherche de candidat a travers un graphe
signé dirigé dont les arcs sont affectés d'un

{ poids a valeur floue et traduisant les délais de

réponse aux perturbations [TAKED 94]

Recherche des candidats par parcours inverse
aux chemins de causalité ; les variables amont
a la variable de detectron sont susceptibles
d'étre les sources effectives, KB-MUSICA ,
[MOUSS 93], DIAPASON modules PROTEE et
MINOS [MONTM 92] .

Recherche des candidats par analyse
structurelle et comparaison avec une base de

i données de dysfonctionnements classés selon

leur degré de croyance (classification établie
par un expert du processus) [PAASC 93], ou
selon la fiabilité des appareils [ATKIN 93] .

Reconnaissance de I'évolution observée
avec I'ensemblie des évolutions
dysfonctionnelles et générées en-ligne,

MIMIC [DVORA 89]

Reconnaissance de I'évolution observée
avec I'ensemble des évolutions
dysfonctionnelles et générées hors-

ligne, QDIAG [CHARL 92]

Raisonnement hypothétique et stratifié
utilisant les connaissances de mauvais
fonctionnement des appareils, DIAPASON,

module METHYS [COUDO 91]
Parcours d'arbre de défaut : recherche

exhaustive des combinaisons de pannes qui
expliquent les observations [DE KLE 87]

Inférence de régles correspondant aux effets
d'un défaut d'une variable donnée sur
I'ensemble des variables du graphe causal,

[PALOW 86] .

Recherche dans un graphe fonctionnel
du procédé, [FINCH 87] .

Isolation du sous-ensemble de
parameétres de I'ensemble des
perturbations dont la valeur qualitative
est "croissante" ou "décroissante”

QUARAF [LEPET 87]

Tableau 11.6 : Exemples de techniques d’identification.

Pour identifier 'origine du défaut, le module MINOS fait appel au module PROTEE qui va alors lancer
une simulation locale, c’est-a-dire limitée & une partie du modeéle, sur les variables a tester.

MINOS identifie la cause de défaut parmi un ensemble de défauts constatés grace a la structure
causale du modéle de PROTEE, qui fournit I'ensemble des chemins possibles de propagation des
défauts : au temps.t, un défaut constaté sur une variable peut s’expliquer par les défauts de ses
antécédents en consultant les historiques simulé et réel de chaque variable concernée. L'hypothése
-est faite que les défauts se propagent avec la dynamique du fonctionnement du procédé, donc en
accord avec des retards et des temps de réponse portés par les arcs du graphe. La recherche des
antécédents ne peut-étre faite que sur un sous- graphe dont les nceuds sont nécessairement des
antecedents des variables de detectlon
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Le module METHYS est particulier 8 DIAPASON puisqu’utilisé en tant que module daffinage des
conclusions tirées par MINOS : il assure la correspondance entre les défauts constatés puis structurés
par le filtrage, et les causes de défaillances physiques ou matérielles. Il met en ceuvre un raisonnement
inductif basé sur la mise en correspondance d’hypothéses de défauts et de défaillances contenues
dans sa base de faits. I est, par ailleurs, capable de remettre en cause ses conclusions, en fonction des
informations qui lui sont envoyées par MINOS. Les connaissances qui constituent sa base sont des
régles hypothétiques construites a partir d’'une analyse des modes de défaillances et de leurs effets
(AMDE). ' '

11.4.2.5. Conclusion

Dans la plupart des cas - pour ne pas dire dans la majorité - un systtme de diagnostic sera construit
par tdtonnement, puisqu’on ne peut savoir, a priori, quelies sont les techniques qui donneront les
meilleurs résultats. La conception d‘un systtme de diagnostic revient généralement a réaliser un
systeme spécifique, en raison des choix effectués tout le long des étapes de conception.

Pour tenter de poser les critéres généraux de choix d'un systéme de diagnostic, nous avons essayé de
décrire les caractéristiques d’un tel systeme a un niveau intermédiaire entre les spécifications de
besoins, a caractére trop général pour étre directement utilisables, et sa réalisation effective, trop
spécifique pour servir de guide de choix dans d’autres projets. Il nous a préalablement fallu définir ce
niveau de description intermédiaire, en nous gardant de tomber dans I'un ou l'autre de ces écueils.

La description sous forme de taches génériques permet de découper le processus de diagnostic selon
quatre unités primitives de traitement : la prédiction, l'interprétation, la décision et I'identification.
Nous avons caractérisé chacune de ces taches par un jeu d'entrées/sorties, et précisé, pour chacune
d’elles, des exemples de techniques selon deux propriétés des connaissances : résolution et précision.
Nous avons également énuméré les critéres de choix qui nous paraissent qualifier le systéme. L'étape
de détection, qui correspond a l'activité de surveillance, peut étre qualifiée a travers les critéres de
robustesse (aptitude a ne détecter que les défauts), de sensibilité (aptitude a détecter tous les
défauts) et de précocité (aptitude a détecter les défauts dés leur apparition). L'étape de localisation,
qui suit I'étape de détection, est qualifiée par le critére d’isolabilité, qui caractérise a la fois la
capacité a discriminer les candidats et a déduire, dans la liste de candidats, le défaut source.

Les figures 11.13 et I1.14 récapitulent les méthodes et les résultats de traitement par les modules de
DIAPASON.
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1.5 ERREURS D’'INTEGRATION

Tout comme les erreurs d’évaluation, les erreurs d’intégration intéressent la dimension cognitive de
I'activité humaine. Les améliorations envisageables nous semblent relever du conseil a 'opérateur
une fois la détection et le diagnostic d'un dysfonctionnement effectués. Cet aspect conseil a
I'opérateur a jusqu’ici été peu étudié, aussi ce qui suit doit étre considéré comme une tentative de
définition de ses principales caractéristiques.

I.5.1. Approche automaticienne du conseil

Une conception automaticienne du conseil s’attache a définir, au travers des lois de commande a
appliquer, les moyens d’action sur le processus, c’est-a-dire les variables sur lesquelles agir,
I'amplitude et la durée de |'action de correction, ainsi que les moyens d’en estimer les effets. A un
défaut répertorié et détectable doit correspondre une loi de commande que I'opérateur n’aurait alors
plus qu’a appliquer.

Par exemple, considérons une route a deux voies séparées par une ligne continue et sur laquelle
circule une voiture. Faisons I'hypothése d’un systéme embarqué et chargé d’informer I'automobiliste
de tout écart par rapport a la trajectoire optimale, de le prévenir dés qu'il y a risque de
franchissement de la ligne blanche, et de lui indiquer les actions a effectuer pour redresser la
trajectoire de la voiture s'il ne I'a pas déja fait. Si ce type de conseil peut étre envisagé dans des cas
simplifiés a I'extréme (systémes comportant trés peu de variables de contréle), elle se révele
impraticable pour les processus industriels. Il faudrait, en effet, que le diagnostic fournisse des
résultats précis et certains, alors que I'on ne peut actuellement attendre d’un systéme de diagnostic
gu’un faisceau d'hypothéses de défauts pour une méme panne. Dans ce cas, agir sur les causes de
défaut parait alors peu réaliste. D’un autre coté, définir les lois de commande contrebalangant les
effets prédits des défauts détectés pourrait étre envisagé a condition d’avoir prévu tous les effets
potentiels et de les avoir associés aux causes de défauts ; cette voie se révele trés difficile a réaliser,
d’autant plus que |'exhaustivité n’est pas garantie. Une autre voie, encore peu explorée en
automatique, est de définir des systémes de commande robustes aux défauts et capables de s’adapter
activement aux changements inopportuns de mode de fonctionnement (cf. [AUBRU 94] pour une
synthése des méthodes de reconfiguration de la commande).

11.5.2. Une approche plus humaine du conseil

Il est sans doute nécessaire de repenser complétement le conseil, qui doit étre davantage tourné vers
les opérateurs: a une approche automaticienne du conseil nous privilégions une approche
cognitive orientée vers la définition d'une aide a la représentation de la situation, qui indiquerait
quelles sont les alternatives envisageables dans un contexte donné. L'objectif du conseil est d’alerter
suffisamment tot I'opérateur d’une situation a venir non conforme a la normale, de maniére a lui
permettre d’anticiper et de planifier les actions de correction avant qu’elles ne deviennent des actions
de récupération. Il s’agit donc de privilégier une conduite anticipative plutét qu‘une conduite
réactive. '

Définir ce que doit &tre ce type d’aide nous renvoie alofs a notre vie quotidienne : comment

réagissons-nous face a une situation imprévue et redoutée? Quelles sont les informations et/ou Tles -

représentations qui nous aident a nous adapter-a la nouveauté?

o >
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[1.5.3. Un exemple g )

Prenons I'exemple de I'automobiliste dont I'objectif est d'atteindre un point “arrivée” (figure I1.15), et
considérons que cet automobiliste dispose d'une radio branchée en permanence sur les informations
routiéres qui lui permet de connaitre I'état des routes. Cet automobiliste connait le chemin optimal
ou habituel pour atteindre son objectif (itinéraire (1)). On annonce a la radio qu‘un début de
bouchon est en train de se créer sur la route qu’il est justement en train d’emprunter. Pour éviter
d’étre coincé, I'automobiliste décide de se définir un nouvel itinéraire (itinéraire (2)), en se gardant la
possibilité de revenir sur la route principale dés que la circulation sera rétablie (itinéraire (3)). Dans le
cas contraire, il est obligé de poursuivre sur l'itinéraire (4). L'opérateur peut ainsi adapter son
itinéraire en fonction de la situation.

Arrivée

Bouchon

Itinéraire
@ normal

: Itinéraire de
@ @ secours
' Retour a

itinéraire
initial

R

Figure l1.15 : Strafégies de conduite dans I'exemple de I'automobiliste.

Ainsi, pour pouvoir étre en mesure de décider d'une réorientation; I'automobiliste doit é&tre informé
suffisamment tét (role de la radio), il doit connaitre sa position actuelle méme de maniére
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approximative, il doit connaitre la localisation du bouchon et il doit avoir une idée des itinéraires de
la région ; le role du plan ou de la carte routiere est ici déterminante. Si I'information concernant
I’événement redouté parvient tardivement a I'automobiliste, ce dernier a alors toutes les chances de
se retrouver bloqué; dans ce cas, ni le diagnostic ni le conseil n‘ont plus leur raison d’étre. Il est donc
nécessaire que le diagnostic et le conseil aient un caractére précoce pour avoir une quelconque
utilité.

Le conseil & 'automobiliste doit donc étre fonction du temps et étre capable de connaitre la position
de Yautomobiliste par rapport au probléme a venir : s'il existe plusieurs itinéraires, le conseil devrait
fournir ceux qui restent a choisir si I'automobiliste n’a pas encore décidé de réagir.

Les itinéraires proposés par le conseil doivent tenir compte des contraintes relatives au contexte :
dans le cas ot I'automobiliste circule de ville en ville, I’aide doit avoir I'ensemble des données relatives
aux limitations de vitesse pour chaque trongon de route ; dans le cas ou I'automobiliste circule en
ville, I'aide doit avoir en mémoire I'ensemble des données relatives aux rues qui peuvent étre fermées
de maniére périodique (les jours de marché), permanente (les sens uniques) ou temporaires (pour
cause de travaux), etc.

L'automobiliste reste entierement maitre de la conduite de son véhicule ; l'aide n'intervient pas au
niveau de la maniére de conduire son véhicule, c'est a I'automobiliste de respecter la signalisation
routiére (feux, stop, carrefour giratoire, etc.), et d’adapter sa vitesse en fonction de I’état de la route
et des conditions atmosphériques (pluie, neige, verglas, brouillard, jour, nuit, etc.). Les aspects
conduite et stratégie sont ainsi bien découplés : I'aide ne doit pas, a notre sens, intervenir au niveau
de la conduite du véhicule, mais donner les moyens a I'automobiliste d’atteindre son objectif en lui
évitant les erreurs, les arréts nécessaires pour consulter sa carte, et le stress induit dés qu’il s’agit de
définir un nouvel itinéraire.

Dans le cas d’un long trajet, I'automobiliste se fixe des objectifs intermédiaires qui, atteints les uns
apres les autres, lui permettront finalement de remplir I'objectif qu'il s’est fixé. Par exemple, pour aller
a Paris en partant d'Avignon via la route nationale, I'automobiliste se fixe les étapes suivantes :
Montélimar, Valence, Lyon, Macon, Beaune puis Auxerre. On peut ainsi distinguer deux niveaux
stratégiques : entre deux villes, I'automobiliste a généralement peu de manceuvres a effectuer, car la
route nationale est relativement droite. Par contre, la traversée d’une ville peut se révéler trés délicate,
c’est pourquoi un changement d’échelle de l'aide s'impose : I'aide doit alors se focaliser sur les
moyens de traverser cette ville. C'est également le cas lorsqu'il s'agit d'éviter un bouchon annoncé :
l'aide doit focaliser a I'endroit ol se trouve 'automobiliste ainsi que la position du bouchon pour lui
fournir un plan détaillé de la région.

La stratégie est considérée comme un séquencement d'états a atteindre ; les distances entre états
donnent une idée du cofit (horaire, consommation) induit.

11.5.4. Application a la supervision de processus industriels

Par analogie avec 'exemple de I'automobiliste, I'opérateur a besoin d’une description physique des
“itinéraires” permis de maniére a étre 3 méme de développer ses stratégies en ayant un support
inform_atibnnel adéquat. Il a essentiellement besoin d'un plan; comme le souligne Hoc, “un plan est 7 V
" une structure schématique et anticipatrice de V'activité, composée de connaissances déclaratives [le
plan n’est donc pas un programme exécutable], et constituant un guide a I'activité humaine, de sorte
que l'activité pourra s'organiser en suivant la structure du plan” [HOC 87].

Aujourd’hui encore; une telle description n’existe pas. En effet, les schémas de l'installation foumls par
I'interface homme-machine sont assimilables & un schéma de fonctionnement de la voiture, avec les
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parameétres a vérifier (vitesse, direction, niveau d’essence, niveau d’huile, température moteur, etc.),
mais I'objectif de I'automobiliste est autre : il s’agit pour lui d'utiliser la voiture comme moyen de
transport pour aller d’une ville & l'autre. C’est d’une toute autre description que le schéma de
fonctionnement de la voiture dont I'automobiliste a réellement besoin : il a besoin d’avoir une idée
de la route a suivre pour atteindre son objectif, en ayant pour consigne le respect du code de la
route, c’est-a-dire les consignes de sécurité (vitesse limite autorisée), et la signalisation routiére (feux,
stop, priorités, etc.). Pour I'opérateur, le probléme est rigoureusement le méme : il s’agit d’avoir une
description des “itinéraires” qui peuvent &tre empruntés, avec pour chacun, les contraintes imposées
par les ingénieurs (modes opératoires, consignes de sécurité, configurations de marche interdites,
régles de conduite, etc.).

En supervision de processus, le diagnostic de défauts et de défaillances fournit une indication sur des
difficultés présentes ou a venir; il est alors comparable a I'information routiére qui fait un état de la
circulation. La position de I'automobiliste correspond a I’état du processus fourni par I'ensemble des
mesures. A notre connaissance, il n‘existe pas d’équivalent de la carte routiére en supervision. De
maniére intuitive, une telle représentation devrait a la fois prendre en compte I'ensemble des
contextes de conduite, des procédures, de I'objectif principal, de la position actuelle par rapport a
I'objectif. A priori, les contraintes d’'exploitation sont telles qu’il y a moins de “chemins” possibles,
donc qu’un plan de route devrait assez facilement étre constitué. Nous proposons d’associer a cette
notion d'itinéraire celle de configuration de marche du processus de fabrication, qui indique que
I'objectif de "opérateur est de produire en faisant passer I'installation par différents états de marche
(arrét, mise en régime, régime nominal, etc.). Le nombre de configurations et donc d’itinéraires est
limité, c’est ce qui caractérise un processus industriel complexe : d'ailleurs, dans sa description des
processus complexes, Reason indique qu’une caractéristique de ces systémes est qu’il y a trés peu de
possibilités différentes d'atteindre un but donné” [REASON 93].

Les possibilités de passage entre ces configurations de marche rappelle la notion de plan de route
pour |'automobiliste, a partir duquel peuvent étre envisagés différents itinéraires (passage de la
configuration d‘arrét a celle de marche nominale, en passant par la configuration de mise en régime).

Un itinéraire qui fait, par exemple, passer I'installation de I'arrét a la marche nominale sera assimilé a
une stratégie. Cela correspond, pour [‘opérateur, a suivre un séquencement d’objectifs
intermédiaires jusqu’a atteindre les conditions de marche nominale.

L'aide ne doit pas avoir pour role la maniére de conduire le processus de fabrication, mais d'indiquer
quelles sont les stratégies possibles.

En résumé, le conseil peut étre vu comme un niveau supérieur d‘aide a I'activité humaine. Il comporte
I'ensemble des niveaux d’'aide précédemment décrits (aide a la représentation mentale et aide au
diagnostic) avec une fonctionnalité particuliére : la possibilité de proposer des “chemins” alternatifs,
nécessairement sous-optimaux par rapport au “chemin” préféré, mais qui permettent d’éviter I'arrét
de la production tout en respectant les contraintes de sQreté (tout en acceptant, dans une certaine
mesure, des pertes de performances). Il ne s’agit pas de définir des procédures a appliquer en regard
de la situation diagnostiquée, mais plutdt d’orienter I'opérateur vers des objectifs réalistes en rapport
-avec la situation telle qu’elle est diagnostiquée. Le conseil est une aide qui se réveéle particulierement
utile dans le cas de systémes complexes : il doit permettre a I'opérateur d’avoir des indications quant
aux orientations vers lesquelles il convient de se diriger relativement a des performances, des
. conditions environnementales et des contextes d’exploitation. Intuitivement, le conseil en supervision
de processus doit comporter le diagnostic si possible précoce de la situation, il doit rappeler I'objectif
a atteindre, indiquer les modes de fonctionnement et les configurations de marche atteignables.
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1.6 ERREURS DE PLANIFICATION

Les erreurs de planification sont le signe d’une mauvaise sélection d’un but, d’une cible ou d‘une
tache, de décisions non prises en temps voulu, ou d’actions mal adaptées en regard de la situation. .
L'amélioration de la capacité a prédire les états futurs suite a des actions de I'opérateur, 'amélioration
de la connaissance des contraintes et des zones de flexibilité et le suivi des plans d’action peuvent
permettre de réduire ce type d’erreur. Dans le prolongement des aides a I'évaluation et a
I'intégration évoquées précédemment, nous dirons que l'objectif d’une telle aide consiste a
intervenir au niveau du choix et du suivi des stratégies d’exploitation. Cela est bien en accord avec
I'idée selon laquelle I'aide ne doit intervenir qu’au niveau cognitif, donc que I'opérateur reste
responsable du processus. Nous appelons ce niveau d’aide cognitive aide a I'anticipation afin de
bien souligner le fait que I'aide intervient dans la préparation des plans d’action de I'opérateur. Ses
caractéristiques fonctionnelles sont les suivantes : elle doit étre capable d’effectuer, en temps réel, un
classement des stratégies possibles, en fonction de critéres de performance et de sdreté ; I'aide doit
étre capable de justifier ses conclusions de maniére a permettre a I'opérateur de suivre ses
“raisonnements”. Cette aide doit fonctionner en prenant en compte le temps de maniére a offrir a
I'opérateur une stratégie adaptée au contexte dynamique de la supervision (d’ou I'importance du
diagnostic précoce et de I'analyse de conséquences).

[.L6.1. Un exemple

En reprenant I'exemple de I'automobiliste, I'aide a |'anticipation pourrait se matérialiser par un
itinéraire optimal réguliérement remis a jour en fonction des événements (bouchon, route
provisoirement fermée, traversée d'une ville, etc.). Les critéres invoqués par 1’automobiliste pour
choisir un nouvel itinéraire sont généralement : le plus direct, le plus rapide, le plus sr, etc. L'aide a
I'anticipation devrait intégrer certains de ces critéres et évaluer chacun des itinéraires pour ne retenir
que les plus pertinents. Par exemple, dans le cas ou la sQreté est le critére prédominant, l'aide a
I'anticipation pourrait fournir I'itinéraire qui s'écarte le plus du bouchon a partir du moment ou ce
dernier a pu étre diagnostiqué de fagon certaine (localisation du bouchon et estimation de son
étendue).

L'aide pourra se matérialiser sur un écran par une description des routes de la région sur lequel seront
indiqués l'itinéraire proposé, la position du bouchon, et la position de I'automobiliste.

11.6.2. Cas des processus industriels

Par comparaison avec I'exemple de I'automobiliste, 'aide a I'anticipation en supervision de processus
doit proposer des stratégies alternatives en fonction de |'objectif a atteindre.

Comme pour I'aide a l'intégration, une description des stratégies possibles pourrait avoir la forme
d'un plan indiquant les différentes configurations de marche. A la demande de I'opérateur, l'aide -
devrait proposer une stratégie de conduite menant a une configuration de marche sous-nominale,
une configuration de repli, ou bien une configuration d'arrét.

Les configurations transitoires et les passages d'une configuration de marche & une autre sont celles
qui exigent le plus d'attention de la part de l'opérateur. Elles doivent donc étre assistées de fagon
spécifique, comme dans le cas de la focalisation de l'aide sur .une ville ou bien dans la région a
traverser. Il s'agit donc de décrire des sous-objectifs qui permettront d'atteindre une configuration
particuliere. - ' ' - -
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1.7 ERREURS DE COORDINATION

Les erreurs de coordination ont pour causes des problémes de communication entre agents ou une
mauvaise répartition des tdches. Ce type d'erreur pourrait étre réduit par un renforcement du
réseau conversationnel, I'amélioration de la résolution collective de probléme, ou une meilleure
répartition des taches. On cherche ici @ améliorer la performance des opérateurs en introduisant
dans I'organisation un systéme doté de capacités de traitement, de dialogue avec les opérateurs et
d’action sur le processus. Ce type d‘aide prendra le terme générique d’aide au travail collectif. Un
agent artificiel doté de capacités de résolution de probléme, ou capable de prendre en charge
certaines tiches humaines de maniére autonome, est généralement appelé systéme coopératif.

1.7.1. Communication homme-homme

Un premier moyen d’aider les opérateurs est d’agir au niveau de la communication homme-
homme, en proposant des moyens informatiques visant spécifiquement les échanges informationnels
entre opérateurs, ainsi que la répartition des taches entre opérateurs. Les solutions que I'on rencontre
actuellement, relevent du domaine de la bureautique, le groupware et le workflow, mais il est
intéressant d’en avoir une idée méme succincte. Le groupware ou travail en groupe propose une
nouvelle organisation du travail. Il repose essentiellement sur les avancées récentes en matiére de
réseaux informatiques, qui permettent d’échanger de I'information entre postes de travail. Le principe
du groupware est de “constituer des entités de travail virtuelles avec des personnes (bien réelles)
affranchies de contraintes d’espace et de temps”[LEVAN 94]. Les buts sont de faire mieux travailler
ensemble un groupe de gens, de faciliter la communication, la coopération et la coordination des
taches. Le workflow traduit I'idée d'un partage et d’envoi des taches aux agents d’'une méme équipe,
par l'intermédiaire d'un systéme informatique. Ce type d’aide peut constituer un moyen
complémentaire de communication qui posséde la caractéristique de pouvoir garder la trace des
messages échangés entre opérateurs et des tiches qui leur ont été confiées: |'opérateur peut
consulter sa “fenétre de dialogue” qui lui indiquera les tdches demandées par le chef de quart, ou les
messages que lui a transmis I'opérateur situé a I'extérieur de la salle de contrdle. Nous ne connaissons
pas d’application industrielle de ce type.

1.7.2. Résolution collective de probléme

Dans le cadre de la résolution collective de probléme, qui est d’ailleurs un des centres d’intérét de
I'intelligence artificielle, I'enjeu est de définir les modalités de résolution conjointe de probléme.
Une caractéristique importante de ces systémes est la capacité a rechercher ensemble la solution a
un probléme, par un dialogue adapté.

Baker distingue deux niveaux d’interaction homme-machine : le niveau coopération et le niveau
collaboration [BAKER 92] : selon I'auteur, “la coopération n’est effective qu‘a partir de l'instant ou
I'aide explique ou justifie et 'opérateur regoit effectivement ses explications”, par ailleurs, “la
collaboration différe fondamentalement de la coopération en ce sens qu’elle implique I’action
conjointe et un engagement 3 maintenir une compréhension mutuelle pour la tache a accomplir”
[BAKER 92].

It s’agit de construire ensemble I'explication au travers de chaque échange. De cette fagon, les
explications peuvent émerger du dialogue par un processus de négociation. Les conflits qui peuvent
survenir a propos de divergences d’appréciation d’une situation ou de mesures a prendre doivent étre

gérés par le systtme d‘aide et |'opérateur. Cela doit étre I'occasion d’amener I'opérateur & comparer
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ses conclusions avec celles proposées par le systéme et a rechercher les erreurs ayant pu étre
commises, que ce soit par I'opérateur ou par le systéme lui-méme. ’ ‘

Les travaux dans le domaine de I'explication sont, & notre connaissance, encore largement au stade
de la recherche, c’est pourquoi nous ne connaissons pas de systéme fonctionnant selon ce mode.

1.7.3. Répartition des taches entre 'homme et la machine

Une autre conception de 'aide 2 la coordination entre machine et opérateur suppose que chacun des
deux surveille et pallie la défaillance de ['autre si celle-ci n'est pas récupérée, ce mode nécessitant
I'allocation, ou répartition, dynamique des taches. C'est ce que Millot nomme la coopération
horizontale entre I'homme et la machine [MILLOT 88].

Cette approche de l'aide a I'opérateur est du ressort de I'automatique humaine, discipline mixte
automatique et ergonomie qui se propose de définir les moyens de répartir de maniére dynamique et
optimale les taches entre un opérateur et le systtme de contrdle-commande afin d’éviter toute
surcharge de travail. La mise en ceuvre de cette aide est basée sur |'utilisation de modéles
d’estimation des performances de I'opérateur qui font notamment appel a la théorie de la commande
et & la théorie de l'information [MILLOT 88].

La répartition dynamique des taches se justifie pour des systémes ou les variations de charge de
travail de |'opérateur peuvent se révéler importantes. Il s’agit de faire réaliser par une machine un
certain nombre de taches qui normalement sont du ressort de I'opérateur, mais qui ne peuvent I’étre
pour cause de surcharge cognitive. Une condition d’applicabilité évidente de cette approche est que
la tache a répartir soit automatisable. Ce sont donc les taches de compensation de perturbations et
de mauvais réglage qui sont plus particulierement visées [RAMOU 89]. Cette approche a également
été expérimentée dans le domaine du contrdle aérien [VANDE 94] : le systéme expert SAINTEX de
régulation du controle aérien est couplé au répartiteur de taches SPECTRA, qui distribue
automatiquement les taches a effectuer entre I'opérateur et le systéme expert.

La répartition des taches peut se révéler intéressante dans les cas ou I'opérateur doit consacrer toute
son attention a la résolution d’un probléme. Dans ce cas, les taches routiniéres peuvent se révéler
génantes ; la répartition dynamique des taches peut permettre de décharger I'opérateur de ces taches
au profit de taches cognitives centrées sur le probléme. Il ne s’agit pas d'oter a I'opérateur toutes les
taches de routine, mais de trouver le compromis satisfaisant entre activité de routine et activité en
situation dégradée, afin de lui permettre de maintenir un certain niveau de compétence [BAINB 83]
[POYET 90].

I.7.4. A propos de la coopération homme-machine

“Pour pouvoir coopérer, I'aide doit pouvoir assister I'opérateur dans la mise en ceuvre de ses
stratégies, mémes si elles sont sous-optimales, et proposer, sur demande, la stratégie appropriée”
[FALZO 89]. Par ailleurs, I'opérateur reste responsable du fonctionnement du processus et doit
pouvoir,  tout moment, porter un jugement sur les conclusions tirées par l'aide [HOC 95]. Cela
suppose des modalités de dialogue homme-machine particuligres, car il s‘agit de convaincre
I'opérateur de la pertinence des conclusions du syStéme- d’aide [BAKER 92] : “la coopération n’est
effective qu‘a partir de I'instant ou |'aide- eXpliqL}e ou justifie et I'opérateur regoit effectivement ses
explications!. '

Les concepts de la coopération sont largement encore a I’étude, certains ajoutent méme qu'elle n'a
pas encore été définie de maniere satisfaisante [NOTTE 95]. Hoc considére que la coopération, telle
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qu’envisagée actuellement, c’est-a-dire comme l'allocation des taches entre ’homme et la machine,
est soit trop tournée vers la machine, en l'occurrence le partage des taches, soit non satisfaisante,
car I’hypothése de buts communs entre homme et machine apparait illusoire [HOC 95].

La mise en ceuvre d'aides correspondant a ce niveau demande donc encore des efforts de recherche
importants notamment de modélisation de 'opérateur.

La notion de coopération homme-machine est un théme qui préoccupe de nombreuses disciplines,
comme l'intelligence artificielle et I'automatique, mais chacune ayant sa propre vision de la
coopération. Devant la multiplicité des définitions de la coopération, il devient difficile de s’en faire
une idée précise.
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1.8 CONCLUSION T

La mise en évidence des dimensions humaines et des erreurs associées constitue le cadre qui nous a
servi a décliner une typologie des aides en ligne.

Dans ce chapitre, nous avons essayé d’apporter quelques définitions parmi lesquelles :
e l'aide a I'opérateur ou aide a la supervision : dénomination générale qui recouvre I'ensemble des
aides, »
* 'aide a la décision : concerne les aides de la dimension cognitive (aide a la représentation
mentale, aide au diagnostic, aide a I'adaptation et aide a I’anticipation),
* l'aide au diagnostic : concerne les aides visant a fournir des informations préalablement
élaborées sur I'état du processus,

- surveillance : activité d’évaluation de certaines caractéristiques du processus et débouchant
sur la détection d’un dysfonctionnement,

- diagnostic : tache activée apres détection d’un dysfonctionnement ; cette tache consiste a en
localiser la cause.

Pour chacune des erreurs humaines mises en évidence, a été associé un type d’aide qui doit
permettre d’en réduire les risques d’occurrence. Pour la dimension cognitive, qui nous intéresse plus
particulierement, quatre types d’aide ont été mis en évidence :

* les aides a la représentation mentale recouvrent I'ensemble des travaux visant a fournir des
moyens visuels permettant a I'opérateur de mieux appréhender les aspects temporels et de se
faire une meilleure image du processus,

* |es aides au diagnostic regroupent les travaux effectués notamment dans les domaines du génie
des procédés, de la physique qualitative, de la décision, de I'automatique et de I'informatique
pour fournir des systemes de traitement avancé devant permettre d’assister l'activité de
I'opérateur dans ses taches de diagnostic et de récupération,

* les aides a lI'adaptation doivent permettre d'assister 'opérateur dans les changements
d’orientation, que nous associons a des changement de configuration de marche. Le conseil est
vu comme la proposition d’une liste de choix possibles, en fonction de la situation, a charge
pour l'opérateur de choisir celle qu’il estime la plus pertinente,

e les aides a l'anticipation sont vues comme des moyens de fournir a I'opérateur une aide au
choix de stratégies a adopter suite a I'apparition de dysfonctionnements.

Les deux premiers types d’aide sont actuellement les plus représentés ; nous nous sommes penchés
sur I'aide au diagnostic car des applications industrielles commencent a voir le jour. Quant aux deux
types d’aide suivants, aprés avoir constaté qu’il n’existait pas de support informationnel prenant en
compte les aspects stratégiques en conduite de processus, nous avons proposé de dégager les
caractéristiques qui nous semblaient importantes : ces caractéristiques sont issues d'une analyse
comparative des situations de conduite d'une automobile et la situation de supervision de processus
industriels. L’'exemple de I’automobiliste nous a conduis & envisager la notion de “plan de route”
- pour l'opérateur, qui doit lui permettre de s’adapter plus facilement aux contextes dynamiques.

Les aides cognitives peuvent étre percues en termes de niveaux d’interaction croissants avec
I'opérateur (figure 11.16) : I'aide a la représentation mentale est vue comme I'aide regroupant
Fensemble des résultats p'rove’nanAt des autres niveaux ; I'aide au diagnostic est un second niveau
d‘aide qui est actuellement représenté par un ensemble conséquent de techniques et d’outils de
diagnostic des défauts de fonctionnement et dont les résultats sont visualisés a travers I'interface
homme-machine ; I'aide a I’adaptation se base sur le diagnostic de la situation pour proposer un
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conseil. L'aide a I’anticipation est le niveau de complexité le plus élevé, qui est encore largement a
I'état de recherche et qui recouvre les trois précédents types d'aide.

Aide a l'anticipation

Aide a I'adaptation

| vtitise

pparait dans

Aide au diagnostic

Figure 11.16 : Interactions entre les aides du niveau cognitif.

Ainsi avons-nous défini le cadre qui permettra de décliner les premiéres étapes d’'une méthodologie
de conception d'aide a I'opérateur, objet du chapitre suivant.
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CHAPITRE Il :
Propositions
méthodologiques

Les propositions méthodologiques décrites dans ce chapitre partent du constat
suivant : il est essentiel que les phases initiales du projet spécifient clairement les
objectifs afin de réussir la conception de Iaide.

Les spécificités de la conception d’une aide sont dégagées, puis les
caractéristiques du projet DIAGPEV évoquées. Les enseignements tirés sont
exploités a travers une démarche de conception qui distingue cinq phases.

La premiére phase consiste en l'identification des objectifs du projet. La seconde
phase est la définition du cahier des charges fonctionnel, qui représente le
référentiel du projet. La troisiéme phase est la proposition des solutions
techniques qui doivent figurer dans le cahier des charges. Les autres phases
concernent davantage la réalisation proprement dite de I'aide : I’étude de
faisabilité technique des solutions arrétées ainsi que le développement
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.1 INTRODUCTION

Dans le chapitre |, nous avons proposé une synthése des principaux aspects qui interviennent de
fagon cruciale sur la performance de l'opérateur. Nous avons vu que I'opérateur est une composante
de la fiabilité du processus de fabrication et que, d’'un autre c6té, cette capacité s'accompagne
d'inconvénients spécifiques tels que la variabilité, qui est liée a son état (état cognitif, psychologique
et physiologique), au contexte de conduite (marche normale, marche dégradée, etc.) et aux
conditions de travail (ambiance sonore, visuelle, etc.). Une maniére de réduire le rique lié 3 cette
variabilité est d'apporter une aide a l'activité des opérateurs. La spécification de l'aide la plus indiquée
se heurte cependant a la diversité des solutions potentielles.

La difficulté majeure, a notre sens, est de parvenir a spécifier les objectifs de I'aide par rapport a des
attentes, des besoins, ou des problémes. En effet, les concepteurs disposent de peu de critéres
quantitatifs qui permettraient d'orienter le projet et d'évaluer la qualité de I'aide a chaque phase de la
conception. Jusqu'a présent, la grande majorité des projets d'application ont été menés avec comme
objectif la mise en application sur cas réels de techniques issues des recherches. Peu de travaux ont,
par contre, porté sur la définition d'une méthodologie de conception permettant de passer du stade
de l'innovation, de la démarche exploratoire au stade de la mise en ceuvre effective. Une
méthodologie est définie comme I'étude systématique, par observation, de la pratique scientifique,
des principes qui la fondent et des méthodes de recherche qu’elles utilisent” (Petit Larousse illustré).

D’une approche de conception purement technique de l'aide, il nous parait maintenant souhaitable
de poser les bases d’une approche visant d'abord et avant tout a cerner les objectifs afin d’étre en
mesure de concevoir une aide répondant enfin & des spécifications précises. Nous proposons, dans ce
chapitre, de considérer comment le développement d’'une aide peut se ramener, sous certaines
conditions, a une démarche de conception “classique”.

Les recommandations qui figurent ici sont notamment issues de I'expérience du Laboratoire
d’Informatique Appliquée en recherche et développement d’outils entrant dans le cadre des aides au
diagnostic ; notre implication dans le projet DIAGPEV, en particulier, nous a permis de tirer quelques
enseignements sur la maniére d'aborder un tel projet sur une installation industrielle.

Ce chapitre n'a pas I'ambition de décrire une méthode de conception éprouvée, nous essayons plutdt
de tracer des voies qui nous semblent intéressantes et relever d’'une démarche vers la mise en
application industrielle de techniques de traitement destinées a assister le travail de 'opérateur.

Une méthodologie est considérée comme une organisation de méthodes, de techniques et d’outils
hétérogénes permettant d’atteindre un objectif donné. Certains auteurs ajoutent une composante
supplémentaire, celle de “gestion de projet” qui représente la stratégie d'atteinte de I'objectif et qui
organise les méthodes entre elles, met en ceuvre des techniques particuliéres et utilise des outils de
construction [DUBRI 95]. - _

Elle n'a pas le caractére universel ‘que l'on associe a une méthode, qui est un plan d’action a
apbliquer (il y a une logique d’action) ; une méthodologie trace les contours d'un plan, et I'on y fait

~-appel quand on n’a pas de méthode préte a 'emploi pour parvenir au résultat. Une méthodologie
est donc le fruit de tatonnements qui caractérisent I’apbarition de nouveaux champs d’action, en
Foccurrence l'aide a I'activité de V'opérateur.
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1I1.2 PARTICULARITES D'UN PROJET D'AIDE A L'OPERATEUR

L'hypothese qui sous-tend notre travail est qu'apporter une aide a I'opérateur, c'est apporter des
solutions pour éviter que ses erreurs n‘entrainent de conséquences graves sur la performance et la
sécurité. Mais la multiplicité des erreurs ainsi que leurs causes potentielles suppose des aides
également multiples. Vers quel type d'aide s'orienter plus particulierement ? Une aide informatisée
est-elle la plus indiquée ? Quel est le cycle de développement le plus approprié ?

Pour cerner correctement les fonctions d'un produit technique, l'approche la plus immédiate consiste
a utiliser les méthodes déja éprouvées d'analyse de la valeur, qui préconisent I'analyse fine du besoin
et des fonctions recherchées : il s'agit de décomposer les services attendus en autant de services
élémentaires et d'affecter, a chacun d'eux, des niveaux de contrainte ; ces derniers permettront
ensuite de hiérarchiser les services auxquels le produit devra satisfaire en priorité selon des critéres
déterminés. Un premier principe stipule que le besoin est correctement identifié par analyse des
services demandés ; un second principe stipule qu'a chacun de ces services peut étre associée une
caractéristique évaluable, qui permettra ensuite de vérifier I'adéquation entre spécifications et
réalisation effective, en cours de développement du produit. Autrement dit, en analysant finement les
besoins, on parvient a définir les fonctions attendues ainsi que les critéres techniques de performance
auxquels le produit devra se conformer. Le produit réalisé sera évalué, en fin de réalisation, par
comparaison entre les spécifications contenues dans le cahier des charges et les caractéristiques du
produit.

Ces deux principes sont difficilement transposables au domaine de l'aide a I'opérateur, car :

e I'analyse de besoins suppose que les contours du produit soient a peu prés connus, la démarche
d’analyse consistant en réalité a préciser les caractéristiques techniques les plus importantes ;
l'aide a l'opérateur n’est pas une réponse évidente a un besoin, car elle s'insére dans un
environnement organisationnel complexe qu‘est I'entreprise,

* comment définir la notion de qualité - de valeur - pour une aide a I'opérateur ? S’agit-il d'un
service a I'opérateur de production ? S’agit-il d’un service pour le personnel de la gestion
technique ? S’agit-il d’un service a rendre en direction de la gestion financiére ? S'agit-il d'un
service a rendre pour I'ensemble des activité de I'entreprise ? Ces questions ne sont pas triviales
et demandent une sérieuse réflexion,

* le systtme d'aide devant essentiellement interagir avec les opérateurs et améliorer leur
performance, il est difficile de lui attribuer des critéres de qualité quantifiables,

* en vertu du précédent point, la distinction entre fonction d'usage (les services que le produit
doit remplir en priorité) et fonction d'estime (les services qui améliorent l'image du produit)
n'est pas claire, '
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- L'application des méthodes normalisées d’'analyse fonctionnelle des besoins s’avére mal adaptée
puisque les fonctions d’aide ne peuvent étre décomposées en fonctions évaluées individuellement par
des criteres techniques, ou tout au moins le sont-elles difficilement. En fait, la conception d’une aide a
'opérateur dépasse le cadre de la conception de systémes techniques devant remplir un certain
nombre de fonctions bien différenciées, c’est pourquoi, il nous faut

¢ mettre en ceuvre d'autres méthodes que I'analyse fonctionnelle de besoins,

» admettre que |'aide s'insere dans une organisation dont les enjeux dépassent les besoins de

l'opérateur, ' -
o élargir le champ du probléme de I'aide 2 I'opérateur a celui de I'entreprise dans son ensemble.

Considérons I’entreprise comme une organisation d’acteurs ayant chacun une activité spécifique :
gestion financiére, gestion technique, production et maintenance (figure [il.1). Voici le cadre dans
lequel nous proposons d'inscrire un projet d’aide.

antité de biens a prbduiré

Planlflc;tlop dela Moyens a mettre en ceuvre pour atteindre
production des prix de revient compatibles avec ceux du

Gestion des matiéres premiéres

. . : vCexn:on des opér_ationnell
Gestion technique * Gestion des incidents

Compte-rendus’ -

dactivité L '
st - = Objectifs  Contraintes de
‘ Consignes de _Maintenance

Production

Figure Il1.7 : Organisation des acteurs de I;entfeprise.

Chacune des activités de I'entreprise a ses préoccupations propres, ses besoins et ses insatisfactions, la
difficulté étant d’en déterminer les points de convergence : définir une aide qui remplisse un role
économique (I'aide doit permettre une diminution des codts), définir une aide qui facilite la gestion
technique du processus de fabrication (accroissement de la disponibilité par détection rapide des
dysfonctionnements, par exemple), définir une aide qui améliore I'activité de supervision, et définir
une aide qui facilite les opérations de maintenance. Voild une manigre d’aborder le probleme de la-
justification de l'aide. ’ ‘ .

En gestion financiére, les préoccupations sont a caractére stratégique et économique. Il s'agira de
convaincre qu'une aide peut répondre, dans une certaine mesure, a ce type de préoccupations. Au

=

niveau de la gestion technique, I'apport d’une aide est évaluée a travers des données de
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maintenabilité et de disponibilité du processus de fabrication ; elles sont obtenues par recensement
des données concernant les défaillances, les temps de détection de ladite défaillance et le temps au
bout duquel la défaillance est réparée. Les apports d’une aide ne s’évaluent pas seulement par des
critéres de sareté de fonctionnement, mais également par des critéres de qualité, tels que le taux de
- rejet correspondant aux produits hors norme. Ces gains ont des conséquences directes sur 'activité
de gestion financiére de I'entreprise, en termes de co(it d’exploitation et de colt de production.

L'apport de l'aide au diagnostic de dysfonctionnements est généralement bien pergue par les
industriels. Mais faut-il considérer que c'est l'aide qui convient le mieux a I'ensemble des situations ? si
l'aide au diagnostic apporte un plus certain par rapport aux informations fournies par le SNCC, on ne
peut prétendre que cela réponde de maniére générale a I'ensemble des besoins. La thése que nous
soutenons est que l'aide au diagnostic doit étre considérée comme un type d'aide parmi d'autres, et
qui répond a des besoins spécifiques qui doivent &tre mis en évidence.

Les difficultés auxquels peut se heurter le concepteur d’un systeme d’aide sont :

* la difficulté a replacer la problématique de I'aide a I'opérateur dans le cadre global de I'entreprise
(fournir une aide a I'opérateur pour remplir quels objectifs, quelle finalité ?),

* la nécessité de prendre en compte la composante humaine dans le processus de conception,
tout simplement parce que le systéme est destiné a fortement interagir avec |'opérateur (quels
sont les criteres d’acceptabilité de I'aide du point de vue de I'opérateur ?),

* la nécessité de passer par des étapes de maquettage et de prototypage successifs pour s'assurer

" que laide intégre davantage les préoccupations des opérateurs (quand et comment faire
intervenir les utilisateurs dans la boucle de conception ?),

Du point de vue du concepteur de l'aide, la conception s’apparente a un probléme ouvert, c’est-a-
dire que la solution n’est pas contenue dans les données du probléme, par opposition & un probléme
fermé ou les données qui accompagnent un probléme, par exemple de calcul de I’enthalpie d’une
réaction chimique, orientent, en quelque sorte, la stratégie de résolution puisque I’'on sait qu’il
n'existe qu’une seule solution. Dans le cas du projet d’aide, cette solution est plutdt a construire.
D’ou l'intérét de se baser sur I'expérience de projets analogues, comme par exemple le projet
DIAGPEV.
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l1l.3 LE PROJET DIAGPEV ET SES ENSEIGNEMENTS

Le projet DIAGPEV a démarré en 1991 ; c'est un projet interne au CEA qui vise la conception d'une
aide aux opérateurs de conduite et appliquée a l'installation Prototype Evolutif de Vitrification.

Le prototype de vitrification de Marcoule (P.E.V.) est une installation fonctionnant en inactif (ne
traitant pas de matiéres radioactives réelles mais simulées) a I'échelle 1. La mission assignée a PEV
consiste a réaliser des essais tests pour valider des choix de procédé, avant une application sur des
installations industrielles réelles.

Le prototype P.E.V. permet :

* de produire des verres inactifs représentatifs des verres contenant des déchets nucléaires,

» d'aider a la détermination d'une formule de verre en mettant en lumiére les contraintes d'ordre
technologique qui sont a prendre en compte dans le choix d'une composition de verre adaptée
a une solution de produits de fission donnée,

» de caractériser l'influence de la composition en matiéres premiéres et des paramétres de
conduite sur la qualité du verre. Cette caractérisation passe par une étude de fiabilité au cours
d'essais de longue durée (de deux a trois semaines, en régle générale) ot seront déterminées les
limites de variation des principaux parametres de conduite du processus,

* de rechercher les conditions optimales d'élaboration du verre.

l.3.1 Description du projet

Le projet DIAGPEV a principalement un caractére prospectif ; il s’agit d’appliquer en grandeur réelle
des fonctionnalités de diagnostic, afin de démontrer l'intérét de ce type de fonctionnalités aux acteurs
des activités de gestion financiére qui désirent ainsi mieux en percevoir les potentialités économiques
et stratégiques.

111.3.1.1 Les motivations

Le projet DIAGPEV est motivé par :
* la valeur ajoutée espérée vis-a-vis des clients et partenaires industriels,
* e souhait d'évaluer I'apport de techniques nouvelles en grandeur réelle,
* 'amélioration de I'exploitation du PEV (qualité du verre, fiabilité du processus de fabrication,
disponibilité de I'installation),
* la volonté de diminuer les colits d’exploitation (était notamment évoquée la réduction du travail
posté),

I13.1.2 Les besoins

En raison du caractére prospectif du projet DIAGPEV, le recueil des besoins n’était pas un impératif '
absolu.. Nous passons tout de méme en revue les besoins recueillis au cours de différents entretiens.

Les besoins exprimés par la gestion financiére ont davantage trait a la capltahsatnon des acquns en
matiére d’exploitation du procédé de vitrification. -

Les principaux besoins formulés par la gestion technique (les ingénieurs d’exploitation) sont :
* la synthése des mesures issues des essais pour capitaliser et gérer I'archivage des données de
campagnes,
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« |a maitrise accrue des parameétres de fonctionnement pour garantir la qualité du verre produit.

Les opérateurs de conduite ont des besoins plus immédiats, en particulier une meilleure gestion des
alarmes, et la résolution des problémes de perte temporaire de certaines mesures. Les opérateurs
supervisent le PEV en salle de contrdle et en local, ol de nombreuses mesures (notamment les débits
d’eau de refroidissement) ne sont pas transmises au SNCC. La présence de I'opérateur est requise
pour effectuer les prises d’échantillons, surveiller le bon fonctionnement général des appareils, et
effectuer les tiches requises pendant la phase de coulée, qui est une phase transitoire du processus
“(se référer en annexe ).

IM1.3.1.3 Les contraintes

Les contraintes de développement du systéme de diagnostic sont :

* le procédé est semi-continu (cycles d’alimentation et de coulée qui perturbent les paramétres de
fonctionnement de la vitrification),

¢ 'exploitation du processus dans de nombreuses configurations de marche,

e une évolution continue de linstrumentation, au gré des besoins en recherche et
développement,

e des perturbations aléatoires mais bien connues, qui se traduisent par des pertes de mesure en
acquisition ; ce phénomeéne peut persister sur plusieurs périodes d’échantillonnage,

e la migration du systeme de contréle-commande en cours de projet (remplacement du systéeme
de contréle-commande TDC 2000 par le TDC 3000 qui est plus récent et de co(t de
maintenance trés inférieur),

e la prise en compte des caractéristiques de l'installation de production de déchets réels en début
de projet de maniére a faciliter la conception d’un systéme d‘aide au diagnostic sur cette
seconde installation.

11.3.1.4 Les solutions proposées

Le Laboratoire d'Informatique Appliquée se propose de mettre en application les fonctionnalités de
détection, de filtrage et de diagnostic de dysfonctionnements, mises au point dans le cadre du
programme DIAPASON.

111.3.1.5 Les risques

Les risques sont multiples :

¢ ['installation n'est pas congue pour recevoir un systéme de diagnostic ; un aménagement est
nécessaire pour "brancher” le futur systéme d'aide,

* les techniques mises en ceuvre dans DIAPASON peuvent étre mal adaptées au PEV (le caractére
semi-continu de la partie vitrification rend problématique I'emploi du modéle PROTEE, qui n’est
valide que dans une zone restreinte du domaine de fonctionnement du processus et surtout qui
est congu comme un simulateur de systemes continus), '

e le programme de changement de systeme de contrble-commande rend plus compIexe la
gestion du projet (de nombreuses modifications sont prévues, notamment au niveau de
I'instrumentation) ; cela nécessite une collaboration étroite avec la maintenance et la gestion
technique, ainsi que des contraintes supplémentaires de délais de migration,

» le PEV fonctionne sur le méme principe que l'installation réelle 3 La Hague, mais de nombreuses
particularités doivent étre prises en compte. Il faut, en effet, considérer les spécificités de chaque
installation, non pas seulement sous I'angle des appareils, mais également de I’organisation du
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travail au niveau de la production (conduite essentiellement sur écrans, répartition des réles au
sein de I'équipe, etc.), les différences dans les modes d’exploitation (exploitation par campagnes
d’essais pour l'installation PEV),

* la part de recherche et développement impliquée est importante : la conception implique
notamment des études de faisabilité technique pour chacune des fonctions retenues,

Visiblement, les risques sont importants. Etant donné que ce projet doit évoluer dans un cadre de
recherche et développement, ces risques sont admis.

111.3.1.6 La gestion du projet

Le projet DIAGPEV est organisé en quatre lots, qui correspondent & des catégories de taches 3
réaliser : '

e étude du PEV et constitution d’'un référentiel technique: il s’agit de répertorier les
connaissances disponibles, de construire une représentation regroupant les principales
caractéristiques fonctionnelles, structurelles (I'installation, son instrumentation, etc.), et
opérationnelles du PEV et de son exploitation (la gestion par les opérateurs), de maniére
constituer une base de connaissances de référence pour I'ensemble des intervenants du projet.
La modélisation du PEV selon la méthode SAGACE est retenue (se reporter au chapitre IV qui en
présente un descriptif) ; I'analyse des modes de défaillance et de leurs effets selon la méthode
AMDE est prévue, de méme que I'analyse des taches opérateur,

e définition de la structure d’accueil informatique : le choix de la structure informatique est fait
en fonction de I'installation de production réelle. Il s’agit de choisir un des deux environnements
industriels de supervision G2 ou RTWORKS, qui intégrera les modules PROTEE, MINOS et
METHYS ; il s’agit ensuite d'étudier la connexion d’une machine autonome sur le SNCC du PEV,
puis de concevoir l'interface homme-machine, d’intégrer les modules dans I’environnement et
d’établir la connexion en ligne du systéme d’aide et du SNCC,

e réalisation a court terme d’un systéme de diagnostic : il s’agit de spécifier les besoins logiciels,
de réaliser les modules PROTEE, MINOS et METHYS sur une partie réduite de I'installation, de
mettre au point I'ensemble des modules, puis de former les opérateurs,

e réalisation compléte du systéme de diagnostic: il s’agit ici de reprendre les jalons du lot
précédent et d’étendre le systéme de diagnostic a I'ensemble du PEV.

1ll.3.2 Enseignements

Le projet DIAGPEV a essentiellement un caractére exploratoire, c’est-a-dire que I'on cherche a évaluer
des fonctionnalités nouvelles de diagnostic en situation réelle, par le biais de la mise en application de
techniques directement issues de recherches sur une installation de taille modérée. C’est un projet qui
répond d’abord a des motivations de la gestion financiére et pas nécessairement aux besoins
immédiats des activités de gestion technique, de production et de maintenance. '

Si I'on se place dans une autre perspective, celle de la conception d’un systéme d’aide-dans une
logique industrielle, il faut d’abord se demander si les caractéristiques du systéme de production s y
prétent :
e accés difficile a Vinstallation (délocalisation de la salle de contrdle et de Vinstallation, mstallatlon
dont l'acces est reglemente comme dans le nudealre)
¢ installation traitant de grandes quantités de matiere, ' - -
* procédé comportant une part de risque (emballement de réaction, et plus généralement les
phénomeénes a “évolution exponentielle” [REASON 93]), qui implique des dispositt_ions

-
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particuliéres de sécurité, des temps de réaction les plus courts possibles et la mise en place de
stratégies adaptées, ' )

» exigences de qualité séveres (produits devant répondre a des spécifications précises, dont les
zones de tolérance admises sont étroites),

* installation fortement automatisée (exploite peu la dimension opératoire des opérateurs),

Un des inconvénients de I'analyse de besoins est de supposer a peu prés cerné le produit qui devra
atre réalisé (le besoin contient sa réponse attendue, en quelque sorte : le besoin de capitalisation des
mesures sur le PEV suppose la mise en place d’un systéme informatique dédié, restent a définir le
type de machine, le type de support de sauvegarde, le co(t, etc.).

Quand doit-on introduire I'idée d’une aide a I'opérateur? Cette interrogation est en réalité cruciale
sur la maniére d'aborder le probléme de la justification de I'aide : on peut décréter qu’il faut une aide
puis la réaliser, en supposant que son utilité émergera en fin de projet; on peut également se
demander quels sont les besoins exprimés ou latents, et peuvent-ils &tre résolus par une aide en
particulier ou bien est-il plus pertinent de rechercher d’autres solutions ?

Nous privilégierons la seconde approche, qui est certes plus exigeante quant aux efforts qu’elle
suppose, mais ne fait aucune hypothése a priori sur les solutions a envisager. L’'ensemble des acteurs
de I'entreprise doit étre impliqué, cela nécessite la hiérarchisation des besoins selon les acteurs
interrogés (gestion financiére, gestion technique, production et maintenance).
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l1l.4- DECOUPAGE DU PROJET :

Nous insisterons plus particulierement sur I'importance de nous assurer que les spécifications de I'aide
ont été correctement mises en évidence. C'est, selon nous, la phase critique dans un projet d’aide,
car en phase de développement, les étapes successives de prototypage ne servent qu‘a ajuster les
caractéristiques de I'aide, c’est-a-dire rattraper les lacunes d’une spécification partielle (le cycle de
développement en spirale se préte bien & des prototypages successifs), mais c’est bel et bien la phase
de spécification qui donne I‘orientation générale au projet : I'adoption d’un cycle de développement
en spirale ne dispense aucunement de correctement orienter le projet, au contraire ... Le prototypage
est presque une nécessité pour ces systémes informatiques qui ont pour principale raison d’étre de

fournir un support informationnel a I'opérateur. C’est généralement un moyen d’orienter, de maniére

empirique, les options choisies et de les valider au travers du filtre que sont les opérateurs.

Bien entendu, le développement du systéme pose des problémes de faisabilité technique, que nous
avons d'ailleurs évoqués dans le chapitre II, mais ce chapitre sera principalement centré sur les aspects
spécification et orientation préliminaire.

Le processus de conception sera envisagé au travers des phases suivantes :

* en phase 1, la spécification des objectifs,

* en phase 2, la rédaction du cahier des charges fonctionnel au niveau duquel sont définies les
spécifications de l'aide,

e en phase 3, I'expression des solutions proposées en termes de choix des techniques et
d’environnement,

* en phase 4, I'étude de faisabilité des diverses solutions et conception préliminaire engagée
avec la construction du référentiel de connaissances correspondant,

e en phase 5, le développement des solutions, c’est-a-dire la réalisation des modules et
I'intégration dans I'environnement logiciel choisi,

* en phase 6, l'industrialisation du systéme, c’est-a-dire la mise en ligne du systéme d’aide.

Chacune de ces phases est abordée, dans les paragraphes suivants.
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1.5 PHASE 1: SPECIFICATION DES OB]ECTIFS

Nous partons du principe que le choix du produit & concevoir n’est pas arrété et qu'il s’agit, dans
cette phase, d’en définir les caractéristiques générales.

La démarche préconisée consiste’ a envisager I'ensemble des approches, y compris I'analyse
fonctionnelle de besoin, pouvant servir 2 mettre en lumitre les objectifs. Utilisées de fagon
complémentaires, ces approches doivent permettre de s’assurer que les caractéristiques du systéme a
concevoir seront correctement spécifiées.

Mis a part le recueil des motivations de la gestion financiére, nous avons recensé cinq méthodes
d’analyse :
» spécification des aides a apporter relativement a des taches confiées aux opérateurs, qualifiée
d’approche par les taches,
* prise de contact avec la gestion technique pour essayer de tracer les contours du projet, c’est-a-
dire adopter une approche par les attentes,
e réponse a des erreurs humaines, c’est-a-dire adopter une approche par les problémes,
e définition des améliorations a apporter pour la gestion technique, c’est-a-dire adopter une
approche par les besoins,
e spécification du type d'aide a concevoir, c’est-a-dire adopter une approche par les
fonctionnalités.

L'identification du projet revient alors a tracer les contours grace aux attentes et aux taches qu'ils
souhaiteraient voir assistées, a détailler par une analyse des besoins puis & vérifier par I'analyse des
problémes posés aux opérateurs. Cela permet notamment de mettre en évidence les contradictions
avant le lancement effectif du projet.

I11.5.1 Recensement des motivations

Les acteurs de l'activité de gestion financiére s'intéressent principalement aux aspects économiques et
stratégiques de l'entreprise. Ce sont eux qui décident des grandes orientations, des évolutions
mineures et majeures a apporter au niveau des activités de gestion technique, de production et de
maintenance. Recueillir leurs motivations est une étape initiale dans tout projet: il s'agit de
déterminer quels sont les objectifs généraux qui les intéressent plus particulierement, quelles sont
leurs insatisfactions par rapport a leurs préoccupations principales - les colts d'exploitation, les cofts
de maintenance, la valeur commerciale du produit fabriqué, la position stratégique de l'entreprise,
etc.

Il s’agit ainsi de placer le projet d’aide dans le contexte économique et stratégique de I’entreprise.

11.5.2 Approche par les taches

Pour avoir une idée du profil de taches les plus fréquemment effectuées, une approche peut consister

- a faire I'analyse des taches effectuées par les opérateurs (taches-de transition d'états, taches de suivi,

taches de diagnostic et tiches de compensation), et a indiquer celles qui impliquent plus
particulitrement I'exécution de certaines actions (dimension opératoire), celles qui nécessitent la
coordination ehtrg opérateurs (dimension collective), et celles qui demandent I'élaboration d'une
décision (dimension cognitive). ’

-
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La fréquence d'occurrence des types de taches est une caractéristique du processus de fabrication tel
qu'il a été congu (pour le PEV, les taches de transition sont réguliéres), mais les dimensions
impliquées dans la réalisation de chacun des types de taches sont caractéristiques des opérateurs. Ce
qui signifie que l'on peut ainsi espérer avoir une "empreinte” de l'interaction complexe entre
l'opérateur et le processus de fabrication. Cette étude doit servir a dégager des tendances sur la fagon
dont les opérateurs gérent le processus de fabrication et les dimensions de l'activité les plus
sollicitées. ' '

Cette analyse permet d'indiquer ol se concentre principalement l'activité de l'opérateur puisqu’une
tache peut requérir les trois dimensions. Elle ne permet pas de privilégier une dimension vis-a-vis des
autres. C'est plus une analyse pour comprendre que pour spécifier une aide.

Cependant, I'analyse pourrait é&tre menée en plagant en salle de controle des observateurs chargés de
répertorier les comportements des opérateurs dans la grille décrite dans le tableau I11.1 Ce tableau de
correspondances entre types de taches et dimensions de l'activité fournit une image des zones
d'activité les plus sollicitées par lI'opérateur dans le cadre de ses taches. Il nous semble que cette
analyse est faisable et qu’elle pourrait fournir de bons indicateurs de la répartition de I'attention de
I'opérateur, et de I'importance de la communication entre opérateurs.

Téaches de Téches de Téches de Téches de . .
. . . L, L. Dimensions
compensation diagnostic suivi transition
+4++ ++4+ ++ +4+ collective
++ +++ + + cognitive
++4 ++ +++ +++ opératoire

Tableau lil.1 : Tableau de correspondances entre taches et dimensions (tiré de I'étude du PEV).

Ce tableau est issu d'unie analyse qualitative des taches opérateur en salle de conduite du PEV. Ce
n’est qu’une premiére approche, mais qui fournit tout de méme des indications intéressantes, elle
met notamment en évidence les dimensions de l'activité les plus sollicitées. Ii est intéressant de
constater que la dimension collective, de méme que la dimension opératoire, interviennent de
maniére importante dans tous les types de taches. En effet, ce prototype sert a effectuer des essais
technologiques par campagnes et il est soumis a de fréquents changements de régime de
fonctionnement (se reporter a I'annexe Il). Une étude statistique (fréquence des interventions de
l'opérateur dans chacun des types de taches et mise en ceuvre de chacune des activités) devrait
permettre d’affiner cette répartition et en donner ainsi une image plus proche de la réalité de cette
- répartition. ' '

Une approche par les taches revient a déterminer quels sont les types de taches qui sollicitent le plus
une dimension de l'activité opérateur par rapport aux autres. Si cette cartographie s‘?vére
intéressante pour avoir une vue instantanée de la répartition des activités humaines selon les taches,

-
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celle-ci est susceptible de varier en fonction de l'expérience. Méme s'il était possible de déterminer
quantitativement la contribution de chacune des dimensions pour chacun des types de téaches, il ne
nous parait pas souhaitable d’orienter le projet d’aide uniquement la-dessus.

1H.5.3 Approche par les attentes

L’approche par les attentes consiste a envisager une aide privilégiant une ou plusieurs dimensions de
Factivité de I'opérateur :
e il peut étre question de centrer le projet sur I'amélioration des conditions d’exécution des
procédures, ce qui intéresse spécifiquement la dimension opératoire,
e le projet peut étre orienté vers des aides a la décision, qui correspondent a la dimension
cognitive,
e enfin, le projet peut étre centré sur I'amélioration des conditions du travail collectif, qui reléve
spécifiquement de la dimension collective.

Les résultats de I'analyse décrits dans le tableau Ill.1 peuvent étre exploités pour déterminer quelles
sont les dimensions les plus sollicitées. En partant de I'hypothése selon laquelle la dimension la plus
sollicitée pour I'ensemble des types de taches indique le "lieu" ol la charge de travail est la plus
importante, il est légitime de s'orienter vers une aide a cette dimension.

Par exemple, dans les centrales nucléaires, l'activité des opérateurs est restée trés opératoire de
maniére a :

» éviter la complexification que I'automatisation a outrance aurait pu engendrer,

* maintenir le niveau de connaissances des opérateurs en leur évitant d'entrer dans la routine,

e éviter de placer I'opérateur dans une situation de décision qui risque de conduire a I'accident.

Ainsi, la dimension opératoire des opérateurs est particulierement sollicitée ; on s'en rend compte par
le quantité de procédures existantes et régulierement remises a jour. Les aides que I'on trouve le plus
souvent sont justement des aides a 'exécution de procédures (se référer au chapitre I1).

Cette approche peut donc constituer un cadrage du projet ; elle est réalisée par des entretiens avec
les personnes qui ont initié le projet et également avec les exploitants.

11L5.4 Approche par les problemes

Les problémes exprimés par la gestion technique sont en général les révélateurs d’'un mauvais
fonctionnement du processus : les incidents qui augmentent les co(ts et réduisent le taux de
disponibilité de l'installation, un niveau de qualité des produits difficilement maintenu. Elles peuvent
avoir pour causes : des erreurs de conception, des erreurs humaines (des activités de production ou
de maintenance), des défaillances techniques, un mauvais encadrement, ainsi que des causes
externes au systéme de production (matiéres premiéres non conformes, par exemple) [MILL 92].

Nous avons choisi d’axer notre démarche en partant de I'étude des erreurs humaines, plus
particulierement celles des opérateurs de conduite. La raison en est évidente : c’est un aspect saillant
qui interpelle Findustriel car les erreurs humaines se traduisent en termes de performance et de sdreté
de fonctionnement, d’'un’autre c6té, les erreurs sont le signe de difficultés ressenties par |'opérateur.
Notre hypothése de travail est que I'aide doit se focaliser sur certains aspects du raisonnément et de
comportement de I'opérateur pour lesquels des faiblesses auront été repérées. L'erreur humaine
devient alors le révélateur a partir duquel sera engagé un dialogue avec les activités de gestion
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technique et de production. L'objectif qui nous parait réaliste pour justifier et entamer une
spécification des objectifs de l'aide consiste donc a mettre en évidence les erreurs humaines afin d’en
prévenir les conséquences les plus néfastes pour la performance et/ou la s(reté.

L'analyse des problémes en termes d’incidents n’est pas triviale car il s'agit d’évaluer la contribution
humaine a ces incidents. Une des premiéres étapes consistera donc a distinguer les défaillances des
appareils des défaillances humaines. Ensuite, au niveau des défaillances humaines, il faut distinguer ce
qui reléve d’erreurs actives (associées a I'activité des opérateurs, et dont les effets se font ressentir
presque immédiatement) et les erreurs latentes, qui sont le fruit de l'activité des personnels de
maintenance, des concepteurs, décideurs, directeurs, etc. qui participent ou ont participé - de prés ou
de loin - a la construction du processus et a son utilisation [REASON 93]. Les conséquences néfastes
des erreurs de conception peuvent demeurer longtemps en sommeil et se manifester par un concours
de circonstances mélant défaillances physiques et erreurs des opérateurs.

Quelles sont les erreurs qui doivent nous intéresser plus particulierement ? : les erreurs actives qui
sont difficilement corrigées par I'opérateur, c'est-a-dire celles qui peuvent induire des effets non
maitrisés. En analysant les erreurs commises par l'opérateur (par exemple par la méthode de l'analyse
des protocoles, qui consiste a faire exprimer ['opérateur en situation de travail puis analyser les erreurs
qu'il commet), il doit étre possible de déterminer les erreurs qui reviennent le plus souvent, et celles
qui surviennent plus particulierement lors des postes de jour et celles qui surviennent lors des postes
de nuit. Une telle analyse n'a pas été menée, a notre connaissance. Pourtant, ce type d’analyse se
révélerait certainement fécond en enseignements : I'évaluation des taux d'erreurs en fonction des
rythmes biologiques des opérateurs, de sorte a leur proposer une aide adaptée non pas seulement a
leur activité, mais également a leurs capacités fonctionnelles. C’est, il est vrai, un point qui est
généralement peu soulevé, et qui pourtant est d'importance : les grands accidents industriels se sont
tous déclarés la nuit | Quel type d'aide pour un travail posté de jour ? Quel type d’aide pour un travail
posté de nuit ?

L'analyse des incidents permet de se concentrer sur certains types d’erreurs, celles qui n'ont pas été
corrigées (événements humains et combinaison de défaillances physiques qui ont amené au
phénomeéne redouté). Fort heureusement, l'occurrence d'incidents est faible, ce qui signifie qu'un bon
nombre d'erreurs sont récupérées par l'opérateur ou sont “absorbées” par le processus. La difficulté
est que peu d'erreurs sont non récupérées. Il est donc difficilement envisageable de définir une aide
sur la base des erreurs ayant conduit a un incident. Il est toutefois possible de définir une aide a partir
d’une analyse des conséquences redoutées telle que la propose Neboit et al [NEBOI 90].

111.5.4.1 La démarche d’analyse de Neboit

La démarche proposée par Neboit et al. peut fournir des indicateurs pertinents quant au type d’aide
a apporter aux opérateurs. Elle consiste en I'analyse des incidents répertoriés au travers des
dysfonctionnements humains, en partant de l'analyse du processus de fabrication : erreurs de
perception, d’évaluation, de planification, d’exécution. C’est une démarche itérative utilisant
principalement les méthodes fiabilistes appliquées a I'opérateur : 'AMDE et les arbres de défaillances.

La méthode AMDE, pour Analyse des Modes de Défaillance et de leurs Effets, permet de recenser les
~ défaillances pouvant survenir sur chacun des appareils de Iinstallation, et d’en expliciter les causes.
C’est une méthode inductive car elle propose-d‘aller du local vers'le global : il s’agit d’analyser les
comportements dysfonctionnels sur chacun des appareils puis d’en analyser les causes (I'appareil
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subit la perturbation provenant des appareils amont) et les conséquences potentielles, c’est-a-dire les
effets induits sur les appareils avals, ainsi que sur I'ensemble du systéeme.

La méthode des arbres de défaillances met l'accent sur les enchainements d‘événements
dysfonctionnels et leurs combinaisons qui conduisent a des événements redoutés. La méthode
permet de structurer ces événements sous forme d’arborescences avec, au sommet, I'événement
redouté, et a la base les événements initiaux. C’est une méthode déductive car elle focalise
progressivement sur les événements élémentaires nécessaires - mais non suffisants s’ils surviennent
seuls - a I'apparition de I'événement redouté. L'ouvrage de Villemeur recense et décrit les principales
méthodes d'analyse de sareté [VILLEM 88].

Elle est décrite au travers des cinq étapes suivantes :

e |'étape préliminaire vise a se forger une description du processus de fabrication, par analyse
fonctionnelle et structurelle, des fonctions automatisées et des taches assignées aux
opérateurs ; Neboit et al. utilisent la méthode des diagrammes blocs (description du systéme
physique en termes de fonctions et de flux de matiére et d'énergie) et les graphes de fluence
(description de la répartition des tdches décisionnelles en taches humaines et taches
automatisées) pour avoir une compréhension générale du processus; d’autres méthodes
peuvent étre employées (se référer au chapitre IV qui est consacré au recueil des connaissances,
et plus particuliérement aux méthodes d’analyse),

¢ la premiére étape vise |'analyse qualitative des dysfonctionnements, sans chercher a isoler les
défaillances des appareils ou des hommes ; elle consiste en I'analyse des modes de défaillance
(AMDE) et la construction de scenarii pouvant conduire a chaque dysfonctionnement retenu, a
I'aide de la méthode des arbres de défaillance (combinaison des événements techniques et
humains), et enfin sélection des dysfonctionnements critiques qui devront étre plus finement
analysés, selon leur degré de gravité, leur fréquence d’occurrence et leur origine (seuls seront
dorénavant considérés les événements initiés par les opérateurs qui peuvent causer les
dysfonctionnements recensés). Cette combinaison AMDE et arbres de défaillance permet de
recenser les dysfonctionnements et de repérer les plus critiques, puis de considérer les
enchainements d'événements qui participent a leur occurrence,

¢ 'analyse des dysfonctionnements des opérateurs est ensuite envisagée. Elle consiste a
sélectionner les événements humains qui ont conduit aux dysfonctionnements humains retenus,
puis a construire les scenarii qui peuvent expliquer ces dysfonctionnements (la méthode des
arbres de défaillances permet de décrire I'enchainement des événements qui conduisent aux
dysfonctionnements). Cette étape d’analyse correspond a une étape d’affinage de I'arbre de
défaillance précédemment construit,

e la troisieme étape reprend les résultats de la précédente et détaille les causes de
dysfonctionnement. Elle est basée sur I'analyse des erreurs de raisonnement qui ont abouti aux
dysfonctionnements (les erreurs commises par I'opérateur dans la prise d’information et
I'exécution de procédures),

e la synthése des résultats débouche sur la proposition de solutions minimisant les risques de
dysfonctionnement du systéme de production en empéchant certains événements d’avoir lieu.

‘La figure 111.2 schématise les diverses étapes de ce processus.
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Figure 111.2 : Méthodologie d’analyse des dysfonctionnements des opérateurs.

C’est a l'issue d’une telle analyse que I'on peut discerner les erreurs commises par les opérateurs et
mettre en lumiére celles sur lesquelles il convient de porter l'attention.

D'autres approches fiabilistes peuvent permettre de déboucher sur une évaluation quantitative des
erreurs humaines. Elles sont décrites dans le paragraphe qui suit. )

11.5.4.2 Autres approches

_ Ces autres approches utilisent également des méthodes d’analyse fiabiliste mais elles ont un caractére
prévisionnel car utilisées pour evaluer les risques d’une erreur de I'opérateur effectuant une tache.
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Les étapes d'une analyse prévisionnelle de la fiabilité humaine sont: la recherche des erreurs
humaines potentielles, la sélection des erreurs pertinentes, puis leur analyse détaillée, c’est-a-dire
I'étude probabiliste des erreurs. L’expérience accumulée sur les systémes a haut degré de sQreté, en
particulier dans le nucléaire, peut étre une base de recherche des erreurs humaines ; en effet, les
contraintes de streté sont telles que les événements anormaux sont soigneusement répertoriés et
analysés. 1l existe donc une base sur laquelle une analyse objective peut étre entamée. La sélection
des erreurs pertinentes se fera sur [VILLEM 88] :
» leurs conséquences : |’erreur méne-t-elle directement a I'événement indésirable ou bien doit-
elle étre combinée avec des défaillances ou d'autres erreurs ?
* la probabilité des défaillances ou des autres erreurs avec lesquelles elie doit étre combinée
pour aboutir a I'événement indésirable,
¢ la probabilité de I’erreur elle-méme.

Il sera ainsi possible d’orienter le projet d‘aide en se guidant de ces critéres. Cette analyse constitue
un moyen de cadrer les problémes et un moyen de mettre en évidence les priorités d'une
intervention.

De nombreuses méthodes d'analyse des risques humains sont actuellement employées. Ce sont, par
exemple, des méthodes comme THERP ou SHERPA d'analyse quantitative des erreurs humaines
[FADIER 90] [VILLEM 88] (une description de ces méthodes est proposée dans le chapitre 1V). Ces
méthodes permettent d'évaluer la probabilité d'apparition d'erreurs humaines dans une tache.

Ces méthodes nécessitent un découpage fin des taches, ainsi que l'intervention de spécialistes en
fiabilité. C'est pourquoi leur utilisation, dans le cadre de la spécification des objectifs de I'aide a
l'opérateur, peut s'avérer longue et délicate.

11.5.5 Approche par les besoins

L'approche par les besoins vise a recueillir les insatisfactions exprimées et a envisager les
améliorations correspondantes. Ces derniéres ont été classées, dans le second chapitre, en fonction
des dimensions de I'activité humaine et des types d'erreurs associés.

L'approche par les besoins peut fournir des indicateurs intéressants si elle est établie par des
personnes autres que les concepteurs (afin d'éviter les biais consistant a ne relever que les besoins
auxquels ils peuvent apporter une solution). Dans l'idéal, il faudrait demander a I'ensemble des
acteurs de l'entreprise d'indiquer les manques, les insatisfactions, ce qu'ils souhaiteraient voir
améliorer. S'il y a recouvrement avec les améliorations que peut apporter une aide, I'analyse pourra
alors étre poussée plus avant. La méthode de recueil privilégiée est I'entretien.

Besoins de la gestion financiére

Les besoins de la gestion financiére sont relatifs & des colts d'exploitation, des colts de maintenance,
I'assurance que le produit fabriqué réponde au marché, etc. Le besoin peut étre a caractére
stratégique : la capitalisation des connaissances, comme actif de I'entreprise.

Besoins de la gestion technique
L'activité de gestion technique se préoccd‘pe davantage de la gestion des matiéres, dés incidents, etc.
Elle - met en accord les décisions de la gestion financiére en termes d'objectifs de production, de
gestion de la disponibilité de l'installation, etc.
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Ses besoins s'expriment donc dans ce cadre : augmentation de la disponibilité du systéeme de
production et de la sécurité, augmentation de la productivité et réduction des rejets, etc.

Besoins de la production

L'activité de prdduction regroupe principalement les opérateurs de conduite.” Leurs besoins
s'expriment en termes de gestion au quotidien du fonctionnement du processus de fabrication.

Besoins de la maintenance

Le personnel chargé de la maintenance intervient sur requéte des opérateurs ou bien de fagon
programmée pour assurer la disponibilité du processus de fabrication. Leurs préoccupations sont liées
aux problémes de diagnostic des pannes et de réparation des appareils.

Tableau récapitulatif

Une grille faisant la synthése de I'analyse des besoins doit ensuite &tre établie ; il s'agit de mettre en
regard |'ensemble des résultats, et de mettre en évidence une tendance. A titre d’exemple, le tableau
1.2 recense les besoins exprimés par I'ensemble des acteurs du PEV.

Gestion Gestion
financiere technique Production Maintenance
Alde au travall . . . .
collectif

Alde &
l'anticlpation

Aide a
l'adaptation

Alde au Valeur ajoutée au

processus de
dlagnostic vitrification

Assurance de la . .
qualité du verre

Alde & la Interface plus
représentation conviviale

Alde & l'exécution . .
de procédures

Capitalisation Synthdse des
Autres des | gonnkes dessais * :
connaissances

Tableau [I1.2 ; Résultats d’'une analyse de besoins (DIAGPEV).

111.5.6 Approche par les fonctionnalités

L'approche par’ fonctionnalités a jusqu'ici ete la plus pratiquée. L'objectif du projet est spécifié par un
type d'aide a concevoir : . ] -
* soit le projet consiste a tester certaines techniques "pour voir", c'était le cas du prolet DIAGPEYV,
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- e soit les objectifs sont clairement identifiés, le projet consistera a préciser les caractéristiques du .
systéme. - : ‘ -

Le projet ALLIANCE a démarré en 1986 et regroupait plusieurs laboratoires et entreprises frangaises
[LAPPA 89]. Les objectifs qui ont motivé ce projet ont été : le besoin de systémes d’aide a la conduite
capables de fournir une analyse de la situation plus élaborée que les informations fournies jusqu’ici
par les systemes de controle-commande et la nécessité de définir une interface de communication
adaptée a I'opérateur. Ce projet était fortement novateur en ce sens qu'il était un des premiers a
mettre en ceuvre des techniques issues de la physique qualitative, de I'automatique et de nouvelles
approches d'interfaces homme machine. Le projet a donné lieu & un prototype simulant un
fonctionnement en ligne a I'aide de fichiers, de mesures enregistrées sur I'installation réelle.

H1.5.7 Une classification

Les approches par les taches, les attentes, les problémes, les besoins et les fonctionnalités ont été
classées en fonction d'un degré de liberté de choix de type d'aide qu'elles autorisent. L'approche par
les taches laisse une ouverture assez grande puisqu'elle peut nécessiter la mise en ceuvre de
I'ensemble des dimensions de l'activité de l'opérateur (opératoire, individuelle, cognitive et
collective), donc I'ensemble des aides. L'approche par les attentes, quant a elle, met I'accent sur une
dimension particuliére, et doit étre affinée si le choix se porte vers une aide a la dimension cognitive.
L'approche par les problémes et les besoins laisse peu de liberté au concepteur. L'approche par les
fonctionnalités vient évidemment en derniére position puisque les fonctionnalités sont alors imposées
(figure 111.3).

Il ne s’agit pas de préférer une approche de spécification par rapport & une autre, en fonction du
degré de liberté qu’elle offre, il y a plutét tout intérét a contraindre le projet. 1l nous semble que
toutes les approches doivent étre explorées pour avoir le plus de chances de cerner correctement les
objectifs. La définition claire des objectifs est a ce prix.

L'interrogation du personnel de gestion financiére permet de cerner ses motivations et ses besoins,
I'interrogation du personnel de gestion technique fournit des précisions sur ses attentes et ses
besoins, I'interrogation du personnel opérationnel permet de recueillir les insatisfactions, analyser les
taches ainsi que les dimensions de I'activité impliquées, les difficultés et les probléemes qu’il rencontre,
sous I'angle de ces erreurs.
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Figure 111.3 : Identification du projet par focalisation.

Un point qui a son importance et que nous avons passé sous silence, est le suivant : le processus de
fabrication fonctionne-t-il au moment ou est lancé le projet d’aide, ou bien est-il en cours de
conception ? Nous nous sommes jusqu’ici placé dans le premier cas, étant entendu que le recueil des
besoins des opérateurs et de la gestion technique, I'analyse des taches et des erreurs humaines, ne
peuvent étre effectués que sur la base de I'expérience des opérateurs et du personnel de gestion
technique. Qu’en est-il pour un processus de fabrication en cours de conception ? La spécification
d’une aide a priori ne parait pas réaliste, elle se limiterait de toute fagon a bétir un systéme a partir
des motivations de la gestion financiére, et absolument pas sur I'expérience des opérationnels ; une
telle aide ne peut prétendre satisfaire ses futurs utilisateurs.

Par contre, ce que I'on peut faire de plus pertinent, dans le cas d’'un processus de fabrication en
cours de conception, c’est préparer le terrain pour un futur projet d’aide en faisant l'acquisition des
connaissances et en prévoyant l'ajout de capteurs, etc. Ce sont autant d’éléments qui permettront de
réduire les temps de développement. En effet, une grosse part du projet est consacrée a la
compréhension du processus et a la constitution d’un référentiel technique pour les besoins du
projet ; DIAGPEV n’échappe d’ailleurs pas a cette régle. Si I'on pouvait réduire les temps de
construction de ce référentiel, en démarrant le recueil depuis la conception du processus et en
poursuivant ensuite pendant I'exploitation, cela induirait des gains appréciables.

En définitive, concevoir une aide sur un processus existant est plus contraignant que de concevoir
une aide sur un processus lui-méme en cours de conception, car il est alors possible de préparer le
processus a recevoir une aide, et les connaissances suscéptibles d’intéresser le projet seraient
immédiatement disponibles.
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Ill.é PHASE 2: ELABORATION DU CAHIER DES CHARGES )
FONCTIONNEL

La conception d’une aide est un processus long qui exige une étroite collaboration entre les
différents acteurs de |'entreprise ainsi que le concepteur. C’est pourquoi I'élaboration du cahier des
charges, en tant que référentiel contractuel dans lequel figure I'ensemble des spécifications, s’avére
cruciale.

Ce cahier des charges est fonctionnel car il décrit principalement les aspects colQts du projet, les
fonctionnalités techniques retenues, les aspects maintenance et les interactions avec le personnel de
Iactivité de production.

Les normes! de conception en vigueur permettent de définir le cadre général d’instanciation du
cahier des charges, que nous utiliserons pour spécifier les caractéristiques requises d'un systéme
d‘aide a I'opérateur.

11.L6.1 Définition du projet

La définition du projet permet de préciser son contexte, ainsi que les motivations des industriels.

l1.6.1.1 L'aide a I'opérateur et son marché

La centralisation de la conduite a engendré une concentration des informations et des commandes
sur des écrans de visualisation en salle de contréle, ce qui induit la complexification des taches et
I'évolution du role de I'opérateur : la conduite de l'installation s’est progressivement transformée en
supervision. Elle est accompagnée d’une réduction des effectifs, et de I'augmentation de leur charge
de travail. La non performance de I'opérateur peut avoir des conséquences économiques importantes
voir conduire a des situations dangereuses.

Ainsi, l'aide a I'opérateur intéresse paradoxalement I'ensemble des installations fortement
automatisées. Il s'agit de proposer un systéme capable de fournir des informations plus élaborées que
celles fournies par les systemes de contréle-commande actuels. C’est donc un marché
potentiellement trés important.

111.6.1.2 Le contexte du projet, les motivations

La description du contexte du projet impose a replacer le projet dans la stratégie de |’entreprise. Les
objectifs de I'aide peuvent étre :
* le support aux opérateurs en situation normale et surtout dégradée, par I'introduction de
fonctionnalités d’aide dans I'environnement de conduite,
» ['amélioration des conditions de travail des équipes postées.

1 La démarche d’analyse fonctionnelle a fait I'objet de documents normatifs portant sur un guide d'élaboration
(Norme AFNOR NF X 50-151), un vocabulaire (NF X 50-150), qui tient lieu de norme de conception d’un cahier
des charges et diverses recommandations (NF X 50-153). . :
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ll.6.2 Description fonctionnelle

Il s’agit de déterminer les aides a envisager en prenant pour base |’analyse croisée des besoins, des
attentes, des fonctions souhaitées ainsi que des problémes rencontrés.

L’élaboration du cahier des charges nécessite de passer en revue les pomts suivants :

¢ I'’énoncé des spécifications du systéme, qui définit I’exigence fondamentale du personnel de
gestion financiére, les limites du projet, la finalité du systéme d’aide, les utilisateurs plus
particuliérement visés,

¢ 'environnement du systeme,

¢ les fonctions que le systeme doit remplir,

¢ les flexibilités, c’est-a-dire les niveaux d’exigence des fonctions souhaitées,

e les contraintes de fonctionnement du systéme d’aide, par exemple les réglementations, les
normes.

I11.6.2.1 Enoncé des spécifications du systeme

Les spécifications représentent les limites de I'étude ainsi que les finalités du produit.

Les limites de I’'étude portent sur le champ que le projet doit couvrir, c’est-a-dire ce sur quoi I'effort
doit é&tre porté. En régle générale, le champ d’'étude est restreint a une portion significative de
I'installation, c’est-a-dire celle qui pose le plus de difficultés aux opérateurs.

Les finalités recherchées peuvent étre, par exemple :
* ["augmentation de la disponibilité et de la sQreté de fonctionnement en réduisant les risques liés
a la non performance des opérateurs,
* la réduction du nombre d’opérateurs sans nuire a la productivité et la disponibilité du processus,
* la compensation des insuffisances des systémes de contréle-commande en termes d’abstraction
des informations pour la supervision,
e la garantie d’'une constance de la qualité des produits.

11.6.2.2 Cycle de vie

I s’agit ici de préciser les aspects conception, utilisation et arrét du systéme. Sa description incite a
passer en revue les phases fondamentales d'un produit, & savoir: sa conception, son cycle
d'utilisation et son arrét.

Le cycle d'utilisation de I'aide est I'ensemble des conditions d’emploi de I'aide : I'aide est-elle destinée
a fonctionner en régime établi ou bien doit-elle fournir un soutien dans les phases transitoires ? La
majorité des aides au diagnostic sont congues pour fonctionner dans une zone de fonctionnement
nominal, cela est dG aux limites inhérentes au modéle.

Cela impose, de la part de la gestion financiére :
* de préciser quelles sont les capacités d'évolution souhaitées,
e de replacer ce cycle de vie du systéme relativement a celun du processus, donc de preaser son
esperance de vie.

"
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11.6.2.3  Environnement de l'aide - )

La spécification de I'environnement permet de définir les interactions au cours de son cycle
d'utilisation. Le systéme d’aide est certes destiné a étre installé en salle de conduite centralisée. La
difficulté est de définir si le systéme va étre implanté sur une machine a part, ou bien intégré dans le
systeme de contrdle-commande. A terme, il est effectivement question de I'intégrer dans le SNCC.

Son environnement sera, de toute fagon, constitué par :

e le processus, qui inclut le procédé de fabrication, I'installation, V'instrumentation, les
automatismes, les moyens de communication entre opérateurs, ainsi que le systéme de controle-
commande. Les caractéristiques de chacune de ces composantes sont importantes a signaler car
elles permettront de définir les grandes lignes du systéme a concevoir. En effet, le type de
processus (continu, batch ...), la qualité de I'instrumentation ... auront une incidence importante
sur le choix des techniques envisageables,

* 'équipe postée, dont I'organisation est une donnée importante pour déterminer si I'aide doit
étre ciblée sur un utilisateur particulier (chef de quart) ou étre une aide consultable par
I'ensemble des opérateurs,

¢ |a salle de conduite, qui inclut les panneaux de contrdle et le(s) poste(s) de conduite,

* 'environnement informatique, c’est-a-dire la machine sur laquelle I'aide sera installée, les
liaisons informatiques de communication avec le systéme de contrdle-commande.

111.6.2.4 Les fonctions

La description fonctionnelle est la partie essentielle du cahier des charges fonctionnel. Elle constitue
la référence pour I'ensemble des intervenants du projet. Elle joue, en effet, un réle dans la bonne
compréhension pour le concepteur de ce qui est souhaité par le demandeur. Sa structuration et sa
présentation sont ici déterminantes.

Deux types de fonctions sont classiquement considérées : les fonctions d’usage et les fonctions
d’estime. Les fonctions d’usage sont la réponse au désir fondamental ou a I’'exigence principale
exprimée. Elles correspondent au service que I'on attend de la part de 'aide. Les fonctions d’estime
ne sont pas directement liées a la satisfaction du besoin fondamental mais apportent un plus.

La typologie des aides décrite dans les précédents chapitres définit en fait une typologie des
fonctionnalités d’aide qui peuvent étre demandées par les exploitants : aide a I’exécution de
procédures, aide a la représentation mentale, aide au diagnostic, aide a I’adaptation, aide a
I'anticipation. Si, a I'issue des spécifications, plusieurs types d’'aide sont souhaités, il faudra envisager
d’établir des priorités.

I1.6.2.5 Criteres et niveaux de flexibilité

Les critéres d’appréciation permettent d'évaluer la qualité' des aides proposées en regard des souhaits
exprimés par le personnel de gestion technique. Puisque le domaine de I'aide & I'opérateur est
encore récent, il n'existe pas suffisamment de retour d’expérience pour permettre de dégager des
criteres suffisamment fins, sauf peut-étre pour les aides  la représentation mentale et au diagnostic,
qui sont plus particulierement étudiés. Nous distinguerons tr_dis familles de critéres: qualité
technique, qualité opérationnelle et qualité commerciale. - ' -

La qualité commerciale est commune a I’'ensemble des fonctionnalités d’aide. Ce sont la :

-
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e maintenance : elle exprime la faculté du systéme a étre corrigé, modifié une fois réalisé,

* réutilisation : elle traduit la capacité d’employer l'aide réalisée pour d’autres installations,

¢ documentation du projet : elle représente le lien entre les différents intervenants et la trace du
projet,

¢ formation des utilisateurs,

Pour l'aide 2 la représentation mentale, les critéres qui peuvent étre invoqués sont :
* en qualité technique (d’aprés [COUTA 88]) :

* portabilité : “la portabilité placée au niveau du poste de travail signifie la définition d’un
systéme de fenétrage standard. La portabilité au niveau des entités de dialogue cache la
diversité des systemes de fenétrage. Dans I'attente d’un systéme de fenétrage ‘officiel’, il est
raisonnable de placer la frontiére de portabilité au niveau des entités de dialogue”,

* extensibilité : I'extensibilité permet au programmeur de définir les objets (graphiques)
adaptés a son domaine,

* personnalisation : exprime la possibilité, pour Iutilisateur, de modifier I'interface sans avoir a
programmer,

* Interactivité : exprime la possibilité d'une réponse immédiate et la manipulation directe sur
I'interface.

e en qualité opérationnelle :

* ergonomie : exprime la notion d’adéquation entre les représentations et modes de
représentation de |utilisateur et I'image fournie par I'interface (densité et structuration des
informations, nombre d’écrans, codage de l'information, etc. ; une synthése de ces critéres
est proposée par [KOLSKI 93]),

* non redondance : dans le cas ou l'aide est destinée a étre indépendante du systéme de
contrdle-commande, cette seconde interface doit étre clairement différenciée,

* pavigation : possibilité de changer de représentation du processus (dans le projet ALLIANCE,
I'interface présentait trois types de vue : “vue synoptique”, “vue propagation” qui indique la
maniére dont les dysfonctionnements se propagent dans l'installation, et une “vue courbe”,
qui fournit une trace des évolutions de variables importantes),

* focalisation : elle exprime la possibilité de passer d’une vue générale de I'unité a une vue a
une vue locale sur un appareil.

Pour 'aide au diagnostic, les critéres d‘appréciation sont :
e en qualité technique :

* précocité, aptitude a détecter un dysfonctionnement dés son apparition et avant que les
systémes d’alarmes n’entrent en jeu,

* robustesse, aptitude a distinguer les pannes des erreurs de modélisation et des bruits de
mesure,

* isolabilité, qui regroupe les concepts de discrimination, c’est-a-dire I'aptitude a discriminer
les fausses pannes de I'ensemble de pannes possibles, et d’exactitude, c’est-a-dire aptitude a
inclure la vraie panne dans I'ensemble des pannes possibles,

* sensibilité, qui est I'aptitude a détecter tous les défauts,

* fiabilité : le systéme de diagnostic ne devrait pas échiouer de fagon brutale mais voir dégrader
ses performances de maniére progressive et tou;ours fournir des solutions,

e en qualité opérationnelle :
* pertinence : les informations présentées aux opéréteurs doivent étre suffisantes pour leur
permettre d’évaluer convenablement la situation, -
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* justification des conclusions : les fonctionnalités d’aide doivent permettre Vopérateur de
suivre le “raisonnement” effectué par le systéme,

* exactitude : exprime l'aptitude a fournir la vraie solution parmi un ensemble de solutions
proposées (le diagnostic fournit généralement un faisceau d’ hypotheses de
dysfonctionnement),

* paramétrabilité : exprime la capacité d'adaptation a de nouvelles conditions d’utilisation.

La gestion technique peut indiquer quels sont les critéres techniques qui le préoccupent le plus:
privilégier la sensibilité par rapport a la robustesse de la détection, préférer I’'exactitude ou la
précision des informations fournies par le syst¢tme de diagnostic. Mais ce sont les caractéristiques du
processus qui déterminent, pour une bonne part, ce qu’il est techniquement possible de réaliser.
Pour I'aspect qualité opérationnelle, sont réunis les critéres d’acceptabilité par I'opérateur.

Pour les autres types d‘aide, il nous manque encore beaucoup de données pour avoir une idée des
caractéristiques qui qualifient ces aides.

111.6.2.6 Les contraintes

Les contraintes sont les limitations a la liberté du concepteur, et servent a préciser les conditions de
réalisation du systéme. Les contraintes peuvent porter sur les méthodes et les outils a employer, le
respect d'une norme ou d'un réglement, les connaissances disponibles ou encore sur les
techniques a mettre en ceuvre. Les connaissances disponibles ont été caractérisées, dans le chapitre
I, a travers les propriétés de résolution et de précision associées aux modéles de connaissances. Les
connaissances disponibles font I'objet du chapitre IV.
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.7 PHASE 3 : EXPRESSION DES SOLUTIONS PROPOSEES

Les solutions exprimées représentent les fonctions techniques que le concepteur propose de
développer, en réponse au cahier des charges fonctionnel. Ces fonctions techniques sont internes au
produit et dépendent de celui-ci. Elles correspondent au rdle, a l'action d’'un composant a l'intérieur
du systéme d’aide et ne contribuent pas explicitement 2 la satisfaction d’un besoin ou d‘une
contrainte du point de vue des gestion financiére et technique. Etant interne au produit, elles
résultent d’un choix technique de la part du concepteur. Plus le cahier des charges sera contraint et
plus la latitude d’action sera étroite.

Le choix de ces fonctions reléve d’un processus de mise en correspondance des fonctions souhaitées
et contenues dans le cahier des charges, avec les fonctions techniques que le concepteur maitrise. Ce
choix est le fruit d’'une évaluation de ses capacités a garantir la qualité du systéme a construire, qui
s’exprime en termes de réutilisation, d’adaptabilité, de retour d’expérience, etc.

H.7.1 | Les solutions

Pour une aide au diagnostic, les fonctions a implanter relévent des traitements effectués sur les
données ainsi que de l'interface homme-machine qui sert de support de communication de ces
résultats vers |'opérateur.

1.7.1.1 Fonctions techniques

La proposition de fonctions techniques doit classiquement étre effectuée aprés une analyse de la
valeur, cdté concepteur. Cette étude a pour but de mettre en correspondance besoins et
propositions.

Les fonctions techniques d’un systeme de surveillance/diagnostic correspondent aux taches
primitives d’interprétation, de prédiction, de décision et d’identification. Il est difficile d'attribuer des
critéres d’appréciation a ces fonctions élémentaires, c’est pourquoi il nous semble préférable d'en
rester aux critéres d’appréciation qui qualifient les étapes de détection et de localisation :
* pour l'étape de détection : la robustesse, la sensibilité, la précocité,
* pour I'étape de localisation : I'isolabilité des défauts, qui est fonction de la discrimination et de
I'exactitude.

1.7.1.2 Fonctions d’interface homme-machine

L'interface homme-machine est un maillon trés important puisqu’elle représente la seule sortie du
systéme d’aide. Elle doit donc faire I'objet d’une attention toute particuliére, d'autant plus que :

* si l'aide doit étre utilisée parallelement a l'interface proposée par le systéme de contrble-
commande (c’est-a-dire s'insérer dans I'environnement de la salle de contréle), la nouvelle
interface doit compléter I'interface existante et ne pas lui étre redondante,

* |'acceptation psychologique et cognitive de I'aide en est fortement dépendante. Il est nécessaire
de penser Vinterface en fonction des modes de raisonnement et de représentation des
opérateurs. ST - '

Dans I'idéal, les fonctions que doit pouvoir fournir une interface homme-machine sont :
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e |a présentation de vues de synthése (synoptique de l'installation- sur lequel figurent les etats de
marche ou des positions d’actionneurs),

» la présentation de vues spécifiques (décrivant les résultats de traitement des fonctionnalités de
diagnostic, d’adaptation et d'anticipation),

* la présentation de I’historique des événements passés sur un horizon temporel donné,

* la possibilité de fournir plusieurs représentations du processus de fabrication, selon différents
niveaux d’abstraction (se référer a l'annexe 1 qui décrit les niveaux d’abstraction tels
qu’envisagés par Rasmussen),

e |la représentation des modes causal (les liens de cause-a-effet entre les variables mesurées),
logique (les plans d’actions relatifs a une situation donnée) et horloge (les contraintes de délai de
production). '

IIl.7.2 Facteurs déterminants pour le concepteur

Le concepteur décide de répondre a un appel d’offre en fonction des perspectives d’évolution du
marché et surtout de ses capacités a garantir la réussite du projet. De nombreux critéres
interviennent dans sa décision [VALAN 93]. Nous insisterons plus particulierement sur les critéres
généraux suivants :

o la réutilisation indique le niveau de généralité de la solution élaborée (le concept de tache
générique abordé dans le chapitre Il est un des aspects permettant d‘aller vers cette généralité, la
distinction entre base de faits et régles d'inférence dans les systémes experts est un autre moyen
d‘aller vers la réutilisation),

¢ ['adaptabilité en cours d'étude,

¢ les possibilités de validation,

* 'expérience acquise en conception d'aides,

* les outils logiciels existants,

* les capacités d'évolution,

¢ le niveau de risque acceptable.

Le concepteur est généralement spécialiste de certaines techniques qu'il maitrise bien. La conception
est encore trop spécifique a chaque projet pour qu'il soit possible de classer les techniques et outils
existants selon les critéres évoqués précédemment (par exemple, le niveau de risque acceptable, qui
définit la part d’inconnu tolérable dans la réalisation du systéme, est encore mal maitrisée car tout
projet comporte une forte composante de risque, ne serait-ce qu’en raison des spécificités de chaque
processus industriel. Nous noterons, cependant |’effort mené par certains en maniére de recueil
d’expérience pour essayer de faciliter le transfert de compétences acquises sur un projet vers un
autre ; deux exemples permettent de se rendre compte de l'intérét porté a cet aspect, le projet
ESPRIT 820, et la démarche DRE.

Le projet Esprit 820 vise a constituer une base de connaissance faite de I'expérience de projets d’aide
au diagnostic de processus, retranscrite sous forme de projets d’application génériques et devant
servir comme base méthodologique de conception de systémes a-base de connaissances [LEITC 92].

La démarche DRE (pour Design Requirements Embedding) se veut une approche d’explicitation des
décisions de conception, et se veut une aide permettant a I'utilisateur de comprendre les implications
des modifications de conception souhaitées [VANW 95]. Il s’agit d’un cadre de recueil de I'historique
de la conception d'un systéme qui intégre explicitement les aspects discussion, negocnatlon et les
compromis qui interviennent dans un projet..
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L'expérience acquise au contact de projets d’aide permet de bénéficier du vécu dans la technique, ce
qui permettrait d’en réduire les délais de réalisation, d’améliorer la qualité en corrigeant les erreurs, et
de mieux répondre aux besoins. Le recueil des connaissances de conception est donc essentiel pour
' bénéfiéier'_pleinement d’un retour d’expérience, surtout quand ces expériences sont peu nombreuses.

ll.7.4 Facteurs déterminants pour les utilisateurs

Il semble bien admis que les systémes congus en direction des opérateurs doivent I'étre avec leur
participation active tout le long du projet. Pour l'aide au diagnostic, cette implication a plusieurs
avantages : elle privilégie la pertinence du systéme vis-a-vis des préoccupations des opérateurs, elle
doit permettre de faciliter I'introduction du systéme en salle de conduite, et enfin elle doit garantir
que l'aide répond effectivement a des critéres d’acceptabilité psychologique.



Les phases suivantes _ ] ) 125

I11.8 LES PHASES SUIVANTES - -
111.8.1 Phase 4 : Etude de faisabilité technique

L'étude de faisabilité technique des solutions proposées est une étape importante dans la sélection
des outils les mieux adaptés par rapport aux caractéristiques du processus. Elle consiste a évaluer la
possibilité technique de réalisation d'une aide. Cette étude de faisabilité a plus particulierement été
envisagée dans le cadre de l'aide au diagnostic : if s'agit, pour le concepteur, de déterminer ce qu'il
est possible de faire, compte-tenu des caractéristiques de l'instrumentation.

Les caractéristiques de I'instrumentation de l'installation définissent la limite de diagnosticabilité du
systeme. Cette information est importante a connaitre car elle permet au concepteur d’avoir une idée
assez précise de ce qu'il est possible de surveiller et ce qui ne peut I'étre (en termes de paramétres
mesurés). Cassar et al. propose une méthodologie permettant, par une analyse structurelle de
Iinstallation, de déterminer quelles sont les mesures sur lesquelles pourra s’appuyer un diagnostic ;
elle autorise également I'étude de la distinguabilité et de la sensibilité des pannes les unes par
rapports aux autres. Cette méthodologie est actuellement implémentée dans I'outil D3 [CASSA 92].

111.8.2 Phase 5 : Développement

Un cycle de développement est en réalité une stratégie de construction d’'un systéme, qu’il soit
logiciel ou autre. On considére généralement que du choix de cette stratégie dépend la qualité du
produit obtenu a I'arrivée. Qu’en est-il en réalité ? Quel cycle de développement est le plus adapté
pour concevoir une aide ? (les figures correspondant aux cycles évoqués sont inspirées de [DUBRI
95D).

Un cycle de développement en cascade part du principe que chaque étape doit étre validée avant
de passer a I'étape suivante (figure 111.4). Il est toutefois possible de revenir a I'étape précédente afin
de s’assurer que les résultats de I’étape courante correspondent bien a ce qui était prévu dans I'étape
précédente. Ce qui le caractérise, c’est sa rigidité car il impose une démarche séquentielle. Suivre ce
plan de développement suppose avoir bien cadré son projet.

!} aj ité

Spécification -

Exploitation

Figure 1114 : Cycle de développement en cascade.
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Un cycle de développement en V reste fondamentalement une succession d'étapes comme le cycle
en cascade, méme s'il comporte des étapes qui sont hors cycle de développement (figure lII.5). Il est

classiquement utilisé en génie logiciel.

détaillée

Spécification

fonctionnelle

Conc¢ (!

préliminaire ¥

Conception.
détaillée

Cycle de développement

Test global

Test unitaire

Figure 1.5 : Cycle de développement (inscrit dans le cycle de vie).

Le cycle de développement en spirale permet un retour sur les étapes initiales (figure 111.6). A partir
des objectifs, pas nécessairement parfaitement définis, ce cycle autorise une construction progressive
du systéme, et impose de vérifier, a chaque cycle, que les objectifs sont respectés, et que les
alternatives ont été passées en revue. Cela permet d'affiner au fur et a mesure du développement.

(2) Alternative:

(4) Planification des suivantes

b ot
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C'est typiquement le type de cycle qui convient pour des projets imparfaitement cadrés, ol une part
d'inconnu intervient ; il est d'ailleurs utilisé pourla conception des systémes a base de connaissances,
car il laisse une certaine latitude d’ajustement au fur et @ mesure que l'on progresse dans la
construction du systeme. En effet, la spécification du projet est particuliére a un projet d'aide, mais
I'aspect développement l'est également: " les systémes ouverts qui sont en interaction avec
I'utilisateur engendrent des niveaux de complexité tels qu'il est difficile de se convaincre que le
probléme a été bien posé et que l'aide apportée est valable " [NOTTE 95]. Ermine invoque le fait que
ces systémes d'aide, qui manipulent des connaissances sont trop complexes pour pouvoir étre
spécifiés complétement avant leur réalisation [ERMINE 93] ; Levine et al. considérent que le processus
de développement classiquement employé est trop rigide et lourd a mettre en ceuvre : “le principal
inconvénient de ces méthodes classiques est que tout le développement repose sur les concepteurs
qui effectuent un travail abstrait a partir de I'analyse de la situation existante, le résultat de ce travail
peut étre trés bon si le probléeme de départ est relativement peu complexe, bien structuré et peu
dépendant des individus. Lorsqu‘au contraire la situation est fluctuante [par exemple les besoins sont
mal définis, ou encore les besoins évoluent dans le temps, ce qui est typique des systémes d’aide], le
besoin d’interactivité est grand, on peut alors légitimement douter de la valeur du systéme qui
finalement sortira des mains des concepteurs” [LEVINE 89].
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.9 CONCLUSION - :

Une des difficultés actuelles en conception est la justification des aides en salle de conduite, au del3
de I'expression des motivations de l'activité de gestion financiére qui s"avére insuffisante pour cerner
le bien-fondé d’'un tel projet. Des moyens d’identification plus rigoureux des objectifs sont
nécessaires, afin de s'assurer que les besoins exprimés par les différents acteurs entrent bien dans le
champ des aides a la supervision. Il nous semble que la réussite de ce type de projet passe avant tout
par une phase d’analyse des objectifs pertinents, méme s'il faut, pour y parvenir, mettre en ceuvre
plusieurs méthodes de recoupement :

‘¢ le recensement des motivations du personnel de gestion financiére, qui fixe les limites du
projet en termes de délais, de codts, de retour sur investissement, etc.

* 'approche par les taches, qui privilégie la conception d'une aide centrée sur un type de tache
donné (quelles sont les taches qui posent le plus de difficultés au personnel de production),

* l'approche par les attentes, qui met l'accent sur l'orientation souhaitée par le personnel de
gestion technique ; quelle dimension de I'activité des opérateurs faut-il assister : la dimension
opératoire (focaliser sur I'exécution des procédures), la dimension cognitive (proposer une aide
a la résolution de problémes) ou la dimension collective (orienter I'aide vers une meilleure
coopération des opérateurs) ?

* ['approche par les problémes, qui est basée sur l'analyse des dysfonctionnements du systéme de
production, afin de mettre en évidence la contribution de certains types d’erreurs humaines
dans l'occurrence d'incidents,

* |'approche par les besoins, qui privilégie |'expression des souhaits d'améliorations par
I'ensemble des acteurs de I'entreprise,

* 'approche par les fonctionnalités, qui permet d'interroger le personnel de gestion technique
sur le type d'aide qu'il souhaiterait voir réalisé.

Etant donné qu’une aide doit s’insérer dans un contexte organisationnel complexe, il est nécessaire
que I'ensemble des acteurs participent a la définition du projet. La spécification des objectifs est ainsi
effectuée en adoptant différents angles d'analyse, ce qui permet de garantir une certaine cohérence
dans les choix de conception, et surtout la pertinence du projet, méme si 'on manque encore de
moyens objectifs d’évaluation.

La conception d’'un systéeme d’aide demande certes des investissements importants, mais il faut
plutdt raisonner en termes de valeur ajoutée pour I’entreprise : retour sur investissement pour la
gestion financiére, gain en disponibilité et productivité pour la gestion technique, amélioration
notable des conditions de travail pour les opérateurs chargés de la production, ainsi que
I'amélioration du travail de maintenance (par la détection précoce des dysfonctionnements, par
exemple).

Il faut considérer le prototypage ou développement incrémental comme une maniére d’ajuster les
caractéristiques du systéme pendant la réalisation, une fois les objectifs bien définis, plutét que
comme une méthodologie de conception a part entiére. Il nous semble, en effet, difficile de maitriser
les colts de réalisation si trop de modifications sont apportées a chaque cycle développement ->
évaluation, qui présente des similarités avec une démarche du type essai-> erreur.

Le tableau 1.3 présente une vue générale des concepts évoqués dans les précédents chapitres ainsi
que les approches de spécification des objectifs pouvant étre évoquées. Ce tableau résume
I'ensemble des types de taches, d'erreurs humaines, d'améliorations et de fonctionnalités d'aide. Il est

-
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donc le cadre d'interrogation que nous nous définissons auprés des exploitants puisqu'il résume ces
approches et surtout met en évidence les passerelles entre les différentes approches d'identification.

Le tableau lll. 4 présente les différents critéres permettant de qualifier les fonctionnalités d’aide. Les
points d'interrogation indiquent que nous manquons d‘informations pour les caractériser de fagon
satisfaisante.
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CHAPITRE IV :
Acquisition des
connaissances pour
I"aide a la supervision

L’aspect recueil des connaissances évoqué précédemment, est développé ici.

Nous déclinons une classification des connaissances nécessaires a chacun des
types d‘aide recensés ainsi que les méthodes d‘analyse et de recueil les plus
couramment employées.

Nous décrivons également les principales caractéristiques de la méthode
SAGACE, développée au CEA, ainsi qu’un exemple d‘application au travers de la
modélisation du Prototype Evolutif de Vitrification. Nous décrivons ensuite un
cadre d’utilisation de SAGACE comme méthode de recueil pour l'aide au
diagnostic. L‘accent sera mis sur les connaissances a acquérir en vue de la mise
en ceuvre du systéme de diagnostic de défauts DIAPASON.
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IV.1 INTRODUCTION -

Ce chapitre forme un tout avec les chapitres précédents : nous avons dégagé les principaux éléments
- qui composent le facteur humain en supervision de processus de fabrication, a travers une typologie
d’activités opératoire, cognitive et collective ; nous avons ensuite défini les contours d’une typologie
d’erreurs, qui nous a permis de décliner une typologie d’aides. Nous avons ensuite tracé les contours
d’une méthodologie de conception, en insistant plus particulierement sur la nécessaire préparation
‘du projet. L'aspect acquisition des connaissances intervient, une fois les objectifs généraux définis,
c’est-a-dire dés que la phase de développement est lancée.

Quelle que soit I'aide que I'on envisage de concevoir, un travail conséquent devra étre mené pour
rassembler les connaissances disponibles qui concernent le processus de fabrication. En effet, les
systemes informatisés d’'aide a I'opérateur manipulent indifféremment des données numériques et
des symboles, c’est-a-dire des connaissances. Notre objectif sera donc de dégager les éléments d'une
méthodologie d’acquisition des connaissances, adaptée a la conception d“aides a la supervision. La
difficulté est de déterminer celles susceptibles d'étre utilisées, ainsi que les méthodes qui peuvent en
faciliter le recueil.

Ce chapitre propose de caractériser les connaissances nécessaires pour chacun des types d'aide, ainsi
que les méthodes de recueil et de formalisation proposées dans divers champs disciplinaires. Ce
chapitre décrit également I'utilisation de la méthode SAGACE de modélisation des systémes
complexes. SAGACE est considérée sous I'angle de ses potentialités de recueil et de formalisation des
connaissances du processus modélisé. La revue des principales fonctionnalités de cette méthode est
illustrée par des exemples tirés de la modélisation du PEV. Ses apports, en termes de référentiel de
connaissances pour l'aide a la supervision, sont évalués par rapport aux connaissances utilisées en
surveillance/diagnostic, en particulier celles qu’utilisent les modules du systéme de diagnostic
DIAPASON.
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IV;Z CATEGORISATIONS leS CiONNAISSANCES

La premiére question que I'on se pose, en abordant le domaine du recueil de connaissances, est la
suivante : qu’est-ce-que la connaissance ? Cette question, somme toute naive n‘a, jusqu’ici, pas
trouvé de réponse satisfaisante. Elle est sans doute une des causes du “goulet d’étranglement” si
souvent évoqué par les ingénieurs de la connaissance, ou cogniticiens (knowledge engineer [JOHAN
91]). En effet, comment étre sQr d'extraire convenablement cette connaissance quand celle-ci prend
des formes multiples et est étroitement liée aux mécanismes de raisonnement humain ? Notre propos
n'est pas de considérer la connaissance du point de vue psychologique ou bien du point de vue de
I'intelligence artificielle (1A), mais il nous semble que dans ces disciplines, le probléeme de la
caractérisation de la nature des connaissances se pose d’'une maniére particulierement cruciale : la
premiére discipline cherche a découvrir les mécanismes cognitifs qui donnent corps a la
connaissance, pour la seconde on cherche a en concevoir des supports artificiels.

Nous essaierons cependant d’en avoir une idée au travers de ce que nous en dit Pitrat : “J'appelle
connaissances les faits qui ne servent pas a décrire la situation et qui n‘ont pas été établis par le
systéme [expert] pour donner des propriétés de cette situation ; les connaissances servent a élaborer
des faits nouveaux ou a déterminer les actions qu'‘il faut entreprendre” (...) “la différence entre fait et
connaissance réside dans la mémorisation que nous en faisons et dans son utilisation : si cette
utilisation est active, comme avec une régle, nous avons tendance a parier de connaissance, alors que
si elle est passive, nous parlons de faits” [PITRA 90]. Toutefois, Pitrat nous raméne rapidement a la
réalité “(...) il n'y a pas de différence essentielle entre fait et connaissance ; simplement dans chaque
situation un sous-ensemble des faits a une certaine permanence qui lui vaut un traitement spécial et

rn

de s’appeler ‘connaissance’ “.

Nous retiendrons que la connaissance traduit, en quelque sorte, le résultat de I'appropriation
cognitive de faits qui nous sont utiles pour raisonner (résoudre un probléme), pour agir sur le monde
et pour construire d’autres faits. Nous emploierons le terme connaissance comme terme générique
désignant I'ensemble des faits, des informations qui se rapportent & une problématique donnée et qui
présentent la propriété d’étre mobilisables en vue de la résolution d’un probléme. Nous englobons
ainsi I'ensemble des supports de connaissances, depuis les documents techniques qui décrivent le
processus de fabrication, jusqu’a I'opérateur dont les cogniticiens cherchent a extraire I'expertise.

Puisque la connaissance recouvre un “univers de faits”, leur regroupement selon des catégories de
connaissances est une démarche naturelle. Pour tenter d’en cerner la diversité, nous les avons
distinguées arbitrairement selon deux catégories principales : selon qu’‘elles visent I'homme (point de
vue des sciences cognitives) ou le processus de fabrication (point de vue des sciences de
I'ingénieur). '

IV.2.1. Connaissances sur ’homme

Du point de vue de ’'homme, les connaissances employées sont en étroite relation de dépendance
avec le type de situation [HOC 87]. Trois types de situations et donc trois types de connaissances
peuvent étre rencontrées [HOC 91] : , '
* les connaissances qui se rapportent a une situation de transformation se scindent en recherche
a l'intérieur d’un espace d'états, pour une situation de transformation statique, et recherche a -
travers les évolutions d’un processus continu, pour une situation de transformation
dynamique ; ces situations se caractérisent par des évolutions non prévues qui imposent des
contraintes temporelles fortes a |'opérateur qui doit réagir pour les contrebalancer,
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e les connaissances qui se rapportent & des situations de diagnostic et de décision, (dans le
chapitre 11, nous avons vu que I'essence d’un systéme de diagnostic réside dans le type de
connaissances qu’il manipule : structure, comportement, description fonctionnelle, ou encore
I'association entre symptémes de dysfonctionnement et causes potentielles),

e les connaissances se rapportant & des situations de conception, qui indiquent que la résolution
de probléme s'aide de I'élaboration de plans afin d'atteindre un but donné. '

Ces trois types de situations se rencontrent souvent dans les activités humaines. Prenons |'exemple de
I'ingénieur procédé qui congoit une installation: il est soumis & des situations de transformation
statique (la conception d’une installation est un processus a long délai de réponse, vis-a-vis d'autres
situations qui requiérent une réponse immédiate a un probléme donné. L'évaluation du travail fourni
est d‘ailleurs effectuée sur la base d’états d’avancement), de décision (il doit effectuer des choix de
matériel, il doit décider de la meilleure disposition des appareils dans l'espace, etc.) et bien
évidemment de conception (la conception d’une installation procéde par étapes successives ; le plan
de l'installation constitue la réponse de I'ingénieur, il n‘existe pas, a priori, mais il est le résultat de
tout un cheminement intellectuel). Dans le cas de I'opérateur qui supervise un processus industriel : il
est soumis & des situations de transformation dynamiques qui I'obligent a s’adapter aux évolutions du
processus (on lui demande de s’adapter a ces évolutions, d'anticiper les évolutions non optimales, et
de réagir dans les délais les plus brefs), a des situations de diagnostic et de décision (I'opérateur doit
diagnostiquer les défauts et décider d’actions de correction, tout en étant soumis a des contraintes
temporelles fortes), et de conception (si une situation n’a pas été expérimentée par l'opérateur, celui-
ci va étre placé dans des conditions de résolution de probléme impliquant une recherche parmi
I'ensemble des situations répertoriées, la recherche des situations analogues, etc., toujours sous
contrainte temporelle).

Bien qu‘a chaque type de situation correspond une ou plusieurs représentations spécifiques, les
diverses catégorisations convergent vers les trois catégories suivantes :

* 1. les connaissances générales sur le domaine, elles ont un caractére déclaratif, c’est-a-dire
gu’elles ne sont pas directement transformables en actions mais servent a résoudre un probléme
(le comportement basé sur les connaissances, ou KB selon Rasmussen),

» 2. les connaissances issues de l'expérience, ce sont des savoir-faire issus d’'un processus
d’apprentissage [LE MOI 92]; elles prennent la forme de régles, de normes, de procédures,
d’heuristiques (le comportement basé sur les régles, ou RB selon Rasmussen),

* 3, les connaissances expertes sont le fruit de la transformation de régles issues de I’expérience,
en savoirs [LE MOI 92] : “il n’est de savoir que dans I’action, il n‘est d’action que dans le savoir”.
Selon Le Moigne, nos savoirs sont des “métaconnaissances”, c’est-a-dire des connaissances qui
permettent d’en construire de nouvelles et qui sont immédiatement utilisables ; par ailleurs,
“I'expert n'est pas celui qui démontre la convergence d’un bon algorithme. Mais celui qui, par
ruse raisonnée, dispose de larges collections d’heuristiques plausibles” [LE MOI 90] (le
comportement basé sur les automatismes ou SB selon Rasmussen).

La figure IV.1 propose une illustration de la maniére dont sont imbriqués savoirs et savoir-faire.

1 Cette terminologie a initialement été introduite par [PITRA 90].
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Connaissances et
métaconnaissances

Finalisation du
savoir

transformation des
régles en

Symbolisation,

— — Regles ou
Savoir-faire || normes pour-
- faire

Figure IV.1 : Savoir-faire et savoir, expérience et expertise.

Rien n’interdit de supposer que ces trois types de connaissances puissent &tre mobilisés dans chacune
des situations typiques introduites par Hoc. Ce n’est qu‘une hypothése mais qui est fortement
corroborée par le fait qu’en situation de conception, on distingue plan procédural et plan déclaratif
[HOC 87]. De 13, peut-on faire I'hypothése de plans experts ? Qu’en est-il pour les autres situations ?
Une étude sur le sujet pourrait laisser entrevoir d'intéressantes perspectives, mais nous en resterons |a,
pour ce qui est de notre problématique.

Une catégorisation classique en 1A est celle qui distingue connaissances profondes (deep
knowledge) et connaissances de surface (shallow knowledge). Les connaissances profondes
présentent la caractéristique de n'étre pas orientées probléeme a résoudre, mais sont utilisées comme
connaissances générales sur un domaine particulier. Ce sont, par exemple, les approches utilisant des
connaissances sur la structure, les comportements et le fonctionnement du processus. Les
connaissances de surface prennent la forme d’associations, par exemple entre symptomes et causes
physiques ; ce sont des connaissances finalisées. Nous rangerons donc les connaissances issues de
I'expérience et expertes dans ce groupe.

Les connaissances de 'expert, c’est-a-dire les trois catégories de connaissances qui viennent d’étre
évoquées (a ne pas confondre avec les connaissances expertes), sont I'objet de nombreux travaux en
IA. Ces travaux se référent a des catégorisations proposées dans d'autres disciplines, auxquelles I'lA a
donné un caractere plus opérationnel [AUSSE 89). Les différentes catégorisations sont citées ici a titre
indicatif :

e du point de vue informatique, les connaissances sont classées selon des niveaux de
structuration (éléments de base, assertions, relations, théorémes, algorithmes de résolution,
stratégies et heuristiques, métaconnaissances), '

e d’'un- point de vue logique, I'intérét est mis sur un degré de certitude d’une connaissance
donnée (connaissances de définition, évolutives, incertaines, vagues, typiques),: -

e d’un point de vue linguistique, les connaissances sont classées en fénci_iion de- niveaux
d’abstraction (connaissances du niveau domaine, inférence, tache, et stratégié),

» d’'un point de vue psychologique, les connaissances sont classées selon leur forme (forme
déclarative, procédurale, spatiale, visuelle, etc.), ou encore selon leur degré de confidentialité
(connaissances publique, partagée, privée). . .
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IV.2.2. Connaissances sur le processus de fabrication

Une catégorisation des connaissances se rapportant au processus de fabrication et qui vient
immédiatement a I'esprit est celle qui distingue les connaissances selon les disciplines impliquées,
notamment : le génie des procédés, I'automatique, I'informatique, la mécanique, etc. Chaque
discipline a ses propres représentations du méme systéme, c’est-a-dire le processus de fabrication ; la
. différence réside principalement dans les théories privilégiées.

La catégorisation des connaissances sur les systémes, en général, distingue deux courants de pensée :
le courant “analytique”, largement majoritaire, et le courant systémique [LE MOI 90].

Dans le courant “analytique”, on retrouve la grande majorité des théories utilisées en modélisation de
systemes. Walliser a recensé I'ensemble des paradigmes de modélisation qui ont fondé les principales
théories scientifiques [WALLI 77] : la représentation d’un systéme est fonction de la maniére dont est
isolé le systéme de son environnement, de la maniére dont est décomposé le systétme en ses sous-
systemes, et de la maniére dont le temps est pris en compte ; par ailleurs, la maniére d'aborder la
modélisation est fonction de la syntaxe choisie qui caractérise un niveau de formalisation du modele
(distinction entre modele qualitatif et modéle quantitatif), de la sémantique d’un modéle (I'auteur
considére notamment la coupure entre le sujet qui modélise et le systtme modélisé : si 'on compare
les démarches de la physique classique et de la mécanique quantique, pour I'une, le systeme est
déterminé par un comportement régi par des lois universelles, pour l'autre le systtme observé et
modélisé n’est pas isolable du sujet qui observe le systtme en vertu du principe d’incertitude
d’'Heisenberg) , et du caractére pragmatique qu’on a bien voulu lui conférer (part de subjectivité que
le modélisateur introduit).

Dans le courant “systémique”, qui se fixe pour objectif de modéliser les systémes en conservant leurs
caractéristiques complexes, Le Moigne propose une catégorisation des connaissances en neuf niveaux
d’organisation d’un systeme [LE MOI 90] :

¢ 1. le phénomeéne est identifiable, isolable de son milieu (les connaissances concernent ce
qu’est physiquement le systéme tel que nous le percevons),

¢ 2. le phénomene identifié est pergu par ce qu’il fait ou est présumé faire (le systeme physique
transforme des flux d’énergie (E), de matiere (M) ou d’information (l) et retourne des flux E, M, |
vers 'environnement) ; a ce niveau est associée une finalité,

¢ 3. le phénomene est doté d’une certaine stabilité (on s’intéresse a des propriétés de régulation
des activités),

* 4. la régulation opére grace a une circulation interne d’informations, “le phénoméne s’informe
sur son propre comportement”, .

* 5. le systeme est capable de décider de son comportement (il se compose d’'un niveau
opérant et d’un niveau décisionnel, dont les interactions conduisent a former une boucle de
régulation) ; le systeme évalue son comportement vis-a-vis de sa finalité,

* 6. ce systeme est capable de mémoriser: il est donc articulé en trois sous-systémes, les
systémes Opérant, d’Information/mémorisation et de Décision formant le “modéle canonique

~0.1.D” et qui le rendent apte a reconnaitre des formes mémorisées et de décider d’actions en
accord avec la forme reconnue,

¢ 7. le systéme est capable de coordonner ses décisions d’action. Ici le systeme est capable de
planlfler ses décisions d'action,

* 8. le systéme est capable d’élaborer de nouvelles actions, le systtme de décision est alors
constitué d’un systéme de coordination et d’un “systeme d’imagination”. Il est possible’
d’associer a un tel systéme la capacité de créer et simuler des actions nouvelles, c’est-a-dire
qu'il est capable d’adaptation, .
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* 9. le systeme est capable de refinalisation, caractéristique des systémes intelligents ; le systeme
est autonome et se fixe ses propres objectifs.

Cette catégorisation en neuf niveaux de perception d’'un systéme est celle qui a été adoptée dans la
méthode SAGACE, que nous envisagerons aprés avoir établi une classification des connaissances et
des méthodes d‘acquisition utilisées dans le courant “analytique” (selon I'expression de Le Moigne),
par comparaison au courant “systémique”.
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IV.3 UNE CLASSIFICATION

L'analyse et la formalisation des connaissances disponibles sur un systeme est une étape importante
dans un projet d'aide a l'opérateur. Un référentiel technique regroupe et fait le point des
connaissances disponibles (le processus de fabrication et connaissances sur I'homme) pour le projet.

Ce référentiel doit contenir I'ensemble des connaissances disponibles, c’est-a-dire les connaissances
relatives & l'installation, I'instrumentation, etc. il ne doit pas seulement &tre constitué des
connaissances formalisées sous forme de livres de procédé, de sécurité, de modes opératoires, mais
également des connaissances acquises par expérience, ainsi que des connaissances expertes des
opérateurs. Nous retrouvons ici les trois catégories de connaissances de I'expert : les connaissances
générales, les savoir-faire et les savoirs. Cette catégorisation est équivalente a la catégorisation
envisagée en psychologie, qui distingue les connaissances publiques, partagées et privées.

Les connaissances publiques sont contenues dans les livres procédé et sont disponibles
immédiatement ; elles sont a caractére déclaratif. Les connaissances partagées sont communes a
un certain nombre d’individus travaillant dans le méme domaine, c’est une mise en commun de
savoir-faire. Les connaissances privées portent sur I'expérience personnelle des experts, ce sont leurs
savoirs ; elles ne sont pas directement accessibles.

C'est cette catégorisation que nous proposons pour décrire et classer les connaissances auxquelles le
projet d’aide devra faire appel. Nous avons, par ailleurs, choisi de la croiser avec la typologie des
dimensions de I"activité humaine (donc des aides informatisées) que nous avons considérée comme
hypothése de travail. Ce croisement implique un découpage plus fin des types de connaissances, en
fonction du niveau de confidentialité et du type d’activité.

Notre objectif n’est pas I'exhaustivité mais le guidage du modélisateur vers des méthodes
d’acquisition adaptées a ses besoins. La méthode par entretiens, trés prisée en psychologie cognitive,
est en fait une méthode largement utilisée dans d'autres disciplines, et elle a donc un caractére
universel. Nous illustrerons notre propos a travers 'exemple du PEV.

IV.3.1. Connaissances publiques

Les documents techniques sont une premiére source de connaissances disponibles. Elles sont dites
générales car elles ne sont pas associées a une méthode de résolution particuliére, elles expriment
plutdt des faits en dehors de tout contexte d’utilisation particulier. Une de leurs caractéristiques
principales est la stabilité.

IV.3.1.1 Dimension collective

Les connaissances relevant de cette dimension ont trait aux aspects organisationnels : quels sont les
moyens humains mis en ceuvre pour assurer la supervision du processus ? Comment se répartissent’
les réles ? Quels sont les moyens matériels mis en ceuvre pour que chacun remplisse sa mission ?
Comment sont organisées les équipes de conduite ?
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Aides en ligne & o .
Dimensions Ja supervision Connaissances publiques W—l

. Moyens humains
Moyens de communication
Collective | Aide gy travail collectif Organisation du travail au sein de
. I'équipe de conduite
Définition des réles et des tches
Organisation entre équipes de conduite
et équipe de maintenance

Méthodes de description des
acteurs et répartition des rdles

Tableau IV.1 : Dimension collective / connaissances publiques / méthodes.

Le PEV fonctionne ponctuellement (les essais s'étendent généralement sur une semaine) ; en dehors
de ces campagnes, les équipes de conduite sont chargées de piloter d'autres installations. Trois
équipes composées de 3 agents (un chef de quart, un adjoint et un opérateur) se relaient en 3*8 pour
superviser le PEV. Le chef de quart supervise les opérateurs et la production ; il est chargé de veiller a
la bonne marche de I'ensemble du processus de fabrication ; il doit noter, sur le cahier de quart, les
événements marquants (cela permettra a I'équipe suivante d’avoir un historique complet des
événements sur le poste précédent). Un opérateur est chargé du suivi de fonctionnement sur le
SNCC. Le troisitme opérateur est chargé d’effectuer les rondes; il a pour réle de vérifier les
paramétres de fonctionnement qui ne sont pas transmis en salle, d'effectuer des opérations manuelles
de pose du conteneur, d'effectuer les prises d’échantillons requises.

IV.3.1.2 Dimension cognitive

Le premier niveau cognitif correspond aux aides au diagnostic et aide a la représentation mentale
(cf. chapitre 1), dont les solutions sont la surveillance/diagnostic et I'lHM. Les connaissances a
recueillir ont trait aux informations de conception de l'installation : mission du systeme de
production, objectifs et contraintes fonctionnelles, processus de transformation envisagé
(comportement souhaité, traduction des fonctions en choix techniques, critéres de performance du
fonctionnement, flux de matiére, d’énergie et d‘information entrant en jeu dans le processus),
organisation matérielle envisagée pour assurer la mission (propriétés fonctionnelles des appareils,
description des variables caractérisant les états fonctionnels des composants, liens entre appareils,
topologie, etc.), fonctions génériques (dynamique des phénoménes mis en jeu, fonctions standard
utilisées, du type transformations chimiques, électriques et mécaniques).

En psychologie cognitive, Rasmussen classe ces connaissances selon leur degré d’abstraction [RASMU
79]. En partant du niveau le plus abstrait, on distingue : les “objectifs” du processus de fabrication,
les “fonctions abstraites”, les “fonctions génériques”, le niveau “structure-fonction”, puis le niveau
“anatomie”. Rasmussen considére qu’en situation de résolution de probléme, I'opérateur ou
I'ingénieur navigue a travers ces connaissances de fagon montante (en abstraction) quand, un défaut
est détecté, |'opérateur cherche a en déterminer I'importance en remontant les niveaux pour
déterminer quelles sont les fonctions atteintes. Il emploie une approche descendante pour définir les
moyens d'action pour en contrebalancer les effets. Les caractéristiques principales de ces niveaux
d‘abstraction sont résumées dans le tableau IV.2. '
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Niveau

d'abstraction Description du niveau " Exemples de connalssances

Mission assignée, Spécification des objectifs, des
performances recherchées services et des contraintes

Objectlfs

Comportement souhaité, choix des
techniques et critéres de
performance du systéme

Fonctions Procédé de
abstraites transformation

Modéle numérique décrivant les
Fonctions Organisation propriétes du processus, en
génériques fonctionnelle utilisant les principes premiers (les
ontologies)

Structure-

Interdépendances
fonction

Organisation matérielle fonctionnelles entre appareils

Isolation des appareils
Anatomie selon des critéres
physiques

Schémas d'installation, plan de
circulation des fluides

Tableau IV.2 : Les niveaux d’abstraction de Rasmussen. (résumé).

Le second niveau cognitif correspond a I'aide a I'adaptation. Dans le chapitre I, nous avions évoqué
I'hypothése d’un plan schématique devant permettre a I'opérateur de se situer par rapport a son
objectif de maniére analogue au plan de route en conduite automobile. Nous avions également émis
I'hypothése que ce plan était construit a partir d’une mise en relation des configurations de marche

du processus. Bien entendu, il n’existe pas de méthode recensant ce type de connaissances. Elles sont -

contenues dans les documents techniques, et doivent étre recueillies par le biais d’entretiens avec les
ingénieurs de production et les équipes de supervision. (On s’intéresse ici au plan déclaratif de Hoc).

Le troisitme niveau cognitif concerne l'aide a l'anticipation. De méme que pour le niveau
adaptation, nous avions fait I'hypothése de chemins privilégiés et fournis par le systéme d’aide, en
fonction de critéres tels que la distance a parcourir, le délai supplémentaire, etc. Les connaissances
correspondantes concernent les stratégies d'exploitation, au sein desquelles les mesures visant
I'exploitation de I'installation sont représentées,

Ces connaissances sont d’abord utilisées pour concevoir I'lHM ainsi que I'aide au diagnostic.

Les méthodes employées pour formaliser ces connaissances sont essentiellement basées sur I'analyse

du systeme en fonctionnement normal (par exemple SADT, FAST, APTE). Les connaissances de
mauvais fonctionnement sont issues de I'éxpérience soit de cas similaires sur d’autres installations soit
sur linstallation elle-méme. Donc les méthodes d’analyse en fonctionnement anormal sont rangées
parmi les méthodes d’acquisition des connaissances partagées. 7

Le tableau 1V.3 en décrit une classification. Les points d’interrogation indiquent que nous ne
connaissons pas de méthode d’acquisition des connaissances pour les niveaux concernés.

.
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Aides en ligne &

Dimensions o supervision

Connaissances publiques

Stratégies d'exploitation

Aide a l'anticipation Contextes d'exploitation
Conditions de changement d'objectif de

production: mise en sécurité, en secours, en repli

Modes de fonctionnement
Domaines de fonctionnement prescrit, spécifié
s ,

Aide & l'adaptation Configurations nominales, de repli, de sécurité

Scénarii de récupération prescrits

Mission : spécification fonctionnelle des
. obijectifs et des contraintes, services a remplir et
Cognitive . . . interactions fonctionnelles
Aide au diagnostic Processus de transformation : comportement
souhaité, choix des techniques, critéres de
. .performa-nce du syfte"f‘e e . . Méthodes d'analyse de
Organisation fonctionnelle : objectif général systemes en
et sous-objectifs, flux d'entrée/sortie. fonctionnement
Organisation matérielle : organisation des | normal : SADT, FAST,
appareils principaux, propriétés fonctionnelles D.En, APTE
et appareils auxiliaires
Aide @ la représentation | Anatomie du systéme : identification des objets
mentale selon des critéres qualitatifs
Interfaces de conduite : informations transmises,
synoptiques disponibles
Instrumentation : actionneurs (position, mode
de fonctionnement), caractéristiques des

mesures (plage de variation, étendue de
mesure, précision, biais minimum détectable)

Tableau IV.3 : Dimension cognitive / connaissances publiques / méthodes.

IV.3.1.3 Dimension opératoire

Les connaissances de la dimension opératoire correspondent aux aspects exécution des taches, elles
ont donc un caractére fortement procédural.

Dans le cas du PEV, le procédé de fabrication du verre est semi-continu : la vitrification consiste en
des cycles d’alimentation puis de coulée, qui requiérent, de la part des opérateurs, de modifier la
configuration de marche du processus (passage d’une configuration d’‘alimentation seule, & une
configuration d’alimentation avec coulée). Une procédure décrit I'ordonnancement des étapes
correspondantes.

Les connaissances du niveau opératoire concernent la répartition des taches humaines et des taches
automatisées, le positionnement des actionneurs et des commandes ainsi que les interventions en
local (tableau 1V.4). Les méthodes de description sont par exemple la méthode MAD proposée par
Scapin et Golbreich [SCAPI 89], et la méthode d’analyse et de modélisation utilisant le formalisme de
description SADT et les réseaux de Pétri [ABED 90]. SADT est utilisée comme description
fonctionnelle du systtme homme-machine; il s'agit d’identifier les taches relevant de la
responsabilité de 'homme, et celles relevant de la machine (le systéme de contr6_le-c§orhmande), et
celles relevant des deux a la fois ; ainsi est construit un modele selon une hiérarchie de niveaux de
détail, chaque niveau décrivant les éléments de téche et leurs interactions (selon Abed, le
modélisateur décompose les “taches composées” autant de fois que nécessaire pour parvenir, au
niveau de détail le plus fin, a des “taches terminales”). Les réseaux de Pétri sont utilisés au niveau
des “taches terminales” ; ils décrivent les séquences d’opérations élémentaires que I'opérateur doit
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effectuer, et les conditions de passage d’une place a I'autre. Chaque tache terminale est décrite sous

ce formalisme de I'automatique.

Aides en ligne &
la supervision

Connaissances publiques

Meéthodes

" Opératoire

Alde a I'application
des procédures

Taches humaines prescrites : but et exigences ;
taches courantes, périodiques (rapports
horaires, rondes, prises d'échantillons),

'} exceptionnelles (reprise en manuel, réglage de

OFM [MITCH 86]

Méthode MAD : modélisation des
interactions homme-ordinateur
[SCAP! 89]

arameétres de fonctionnement en local), etc. -
P ) Méthode de description des tdches

opérateur mélant les méthodes

Ordonnancement des tiches dans le temps
SADTet les réesaux de Pétri  [Abed 90]

Commandes, moyens d'action sur le processus
Procédures d'urgence

Tableau IV.4 : Dimension opératoire / connaissances publiques / méthodes.
IV.3.2. Connaissances partagées

Nous appelons connaissances partagées les connaissances relevant de I'expérience des opérationnels,
et qui sont communes a un groupe d’'individus ayant les mémes préoccupations (les ingénieurs de
production, les équipes de supervision ou les équipes de maintenance). Ce sont des connaissances
qui portent sur l'installation (fréquence de pannes de certains appareils), sur les capteurs et
actionneurs (précision réelle), mais également sur les opérateurs (erreurs et besoins informationnels).
Comme dans les connaissances publiques, nous employons le découpage en dimension collective,
cognitive puis opératoire.

IV.3.2.1 Dimension collective

Les connaissances relatives aux aspects collectifs sont la répartition effective des taches et les
échanges informationnels entre opérateurs (tableau IV.5). L'attention porte sur la maniére dont les
opérateurs ont appris a travailler ensemble, sur la maniére dont leurs activités respectives forment un
tout cohérent vis-a-vis de leurs objectifs (organisation réelle du travail au sein de I'équipe).

Dans le cas du PEV, les opérateurs font des rotations entre taches de surveillance sur le SNCC et
taches en local, de sorte qu'ils ont une vision d’ensemble du processus de vitrification, et cela permet
d’éviter le travail routinier. Il faut noter que ces rotations ne se font pas sur la durée d’un poste.

Les entretiens mise a part, nous ne connaissons pas de méthode spécifique de recueil.

Aides en ligne &

la supervision Connaissances partagées

Modes de communication les plus
employés au sein de I'équipe

Aide au travail collectif

Collective

Coordination entre opérateurs

Répartition des tiches
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IV.3.2.2 Dimension cognitive
Descriptif

Les connaissances du premier niveau cognitif (aide au diagnostic et aide a la représentation mentale)
sont liées aux comportements du processus en présence de perturbations et de dysfonctionnements,
ainsi que des solutions retenues pour y remédier (tableau IV.6). Ces connaissances ont principalement
trait aux représentations que se forgent les opérateurs quant aux interactions entre variables
importantes, c’est-a-dire a la dynamique du systéme, aux conditions optimales de fonctionnement,
etc.

Dans le cas du PEV, la solution contenue dans le bas de la colonne de dépoussiérage est maintenue a
environ 100 °C; si cette solution entre en ébullition, elle peut provoquer un reflux vers le calcinateur.
Cette perturbation est diagnostiquée grace aux enregistreurs, qui gardent une trace graphique de
I'évolution des parameétres de calcination. C'est davantage la forme de I'évolution de ces paramétres
que leur valeur instantanée qui permet aux opérateurs d‘identifier I'origine de ce comportement.

Deux types de connaissances peuvent étre recueillis : les connaissances qui expriment les interactions
complexes entre appareils, qui n’étaient pas forcément perceptibles lors de la conception de
I'installation, et les connaissances qui relévent des dysfonctionnements.

Les méthodes

La méthode des graphes de fluence décrit les liens de causalité entre variables du processus. Son
formalisme est trés proche d’un graphe causal tel qu’employé dans DIAPASON (se reporter au
chapitre II) a ceci prés que le modeéle de fluence comporte une description explicite des moyens
d’action (les actionneurs) et des moyens d’information (les variables mesurées) dont disposent les
opérateurs. La démarche d’élaboration d’un graphe de fluence distingue deux étapes :

« 1. I'élaboration d’une matrice d’incidence entre les variables importantes pour la supervision du
processus de fabrication, et recensement des influences entre variables,

» 2. la description graphique des relations d’influence entre variables (débit d’entrée, débit de
sortie, puissance de chauffe fournie au réacteur chimique), des capteurs et actionneurs
(température surveillée, vanne commandant le refroidissement), ainsi que de I'objectif assigné a
I'opérateur (maintien de la température dans la zone acceptable).

L’application de cette méthode repose sur une trés bonne connaissance du systéme physique, car
une analyse par graphes de fluence laisse une place importante a la subjectivité du modélisateur :
quelles régles formelles permettent de mettre en évidence les chemins de causalité ? Comment
valider la représentation ? Leyval a montré que la causalité est dépendante des objectifs de
modélisation [LEYVA 91] : “le graphe causal apparait (...) comme un moyen convivial pour modéliser
causalement un procédé, selon I'observation physique des phénomeénes ou I'interprétation choisie”.
De nombreux travaux ont été centrés sur les moyens de retrouver la causalité dans un systéme, et
plus particulierement De Kleer-[DE KLEE 84] et Iwasaki et Simon [IWASA 86] : Iwaski et Simon
proposent une approche formelle de modélisation causale qui, a partir des équations du systéme,
propose d’organiser les paramétres selon |'ordre dans lequel ils sont déduits en simulation, c’est-a-
dire I'ordre dans lequel les paramétres du modéle sont calculés ; De Kleer et Brown propoSent, quant
a eux, de modéliser.la causalité en considérant la structure du systéme (les flux, les conduits et les
appareils), ainsi que les confluences (traduction qualitative des équa;ions différentielles classiques),
qui régissent le comportement du systéme. La méthode des graphes de fluence est donc a employer
avec précaution. : -

-
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Les méthodes couramment employées pour recenser les dysfonctionnements sont les méthodes
AMDE et les arbres de défaillances. L'AMDE permet de recenser les défaillances pouvant survenir
sur chacun des appareils de l'installation, et d’en expliciter les causes. C’est une méthode inductive
car elle propose d‘aller du local vers le global : il s’agit d’analyser les comportements dysfonctionnels.
sur chacun des appareils puis d’en analyser les causes (I'appareil subit la perturbation provenant des
appareils amont) et les conséquences potentielles, c’est-a-dire les effets induits sur les appareils avals,
ainsi que sur I'ensemble du systéeme. La méthode des arbres de défaillances met I’accent sur les
enchainements d’événements dysfonctionnels et leurs combinaisons qui conduisent a des
événements redoutés. La méthode permet de structurer ces événements sous forme d’arborescences
avec, au sommet, I'événement redouté, et a la base les événements initiaux. C’est une méthode
déductive car elle préne une approche descendante de I'évolution redoutée vers les événements
élémentaires nécessaires - mais non suffisants sils surviennent seuls - a 'apparition de I'événement
redouté.

En regle générale, les résultats de ces analyses sont disponibles avec, certes, des degrés de
formalisation variés. Sur l'installation PEV, les études fiabilistes prennent principalement en compte les
événements susceptibles d'influer sur la qualité du verre.

Les connaissances typiques du niveau adaptation sont les modifications significatives apportées par
les opérateurs dans le séquencement des tiches. Cette modification peut étre envisagée de deux
maniéres :

» modification par rapport a une prescription : I'enchainement des téches peut étre adapté par
I'opérateur s'il I'estime nécessaire et si I'enchainement des taches n’est pas défini de maniére
rigide (si I'enchainement des étapes est controlé par le SNCC, par exemple en phase de
démarrage, les opérateurs sont contraints de suivre un ordre déterminé d’étapes et de les valider
au fur et a mesure de leur réalisation; en marche nominale, les opérateurs organisent leurs
activités de surveillance sans ordre particulier),

 modification par rapport au contexte : I'opérateur peut étre amené a modifier le plan prévu sur
apparition d’événements (l'arrét de la rotation du calcinateur implique sa mise en position de
sécurité, c’est-a-dire I'arrét de toutes les alimentations et le passage automatique sur moteur
auxiliaire).

Les connaissances du niveau anticipation concernent principalement les stratégies de récupération,
les alternatives privilégiées en fonction du contexte d’exploitation. La méthode des entretiens, ou
encore des questionnaires, semble ici la seule méthode utilisable.
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Aldes en ligne a

Dimensions .
la supervision

Connaissances partagées Meéthodes

: - Stratégies de repli et de récupération
Aide & I'anticipation | ?
Stratégies de mise en sécurité

Implications des défauts et défaillances
diagnostiqués sur les fonctions d'intérét
(production, stireté de fonctionnement)

Aide al'adaptation Particularités de certaines phases transitoires 9

Délais de réaction aux dysfonctionnements

; Mesures 3 prendre en cas de dysfonctionnement
Cognitive
Contextes de conduite

Aide au diagnostic Comportement normal : description des Graphes de fluence

variables et de leurs interactions Diagramme-blocs

Méthodes d'analyse de
systémes en
fonctionnement dégradé

Comportement du systéme sur apparition de

. . défaut : variables sensibles, zones de
ide & : g AMDE, H
Aide d ia représentation | ¢ ctionnement des variables de contrle (zone d'évé:elm:nztgpl\ﬁ:gf:lse
mentaie normale, hors tolérance, interdite), mesures de mise défaillances dilagrammes
en sécurité sur apparition de défaut, analyse causes /cor;séquences
cause/conséquences pour affiner I'analyse. Graphes de Markov !

[VILLEM 88] [FADIER 90]

Tableau IV.6 : Dimension cognitive / connaissances partagées / méthodes.

iv.3.2.3 Dimension opératoire

Les connaissances du niveau opératbire correspondent a la maniére dont les opérateurs mettent en
application les procédures prescrites? (informations utilisées, séquencement des étapes, méthodes de
travail), les besoins informationnels tout le long de I'exécution d’une procédure, ainsi que les erreurs
commises dans la sélection et {'exécution (tableau IV.7).

Les connaissances relatives aux erreurs de sélection et d’exécution sont recueillies via des méthodes
fiabilistes, au sens ici de probabilités d’apparition d’une erreur dans la réalisation d’une tache
manuelle. Les méthodes THERP et SHERPA sont parmi les méthodes les plus employées [VILLEM 88].

La méthode THERP (Technique for Human Error Rate Prediction), déroule un processus de recueil et
d‘analyse en cinq étapes :
* recenser les défaillances du systéme (méthodes d’analyse de sGreté orientées erreurs humaines,
méthodes du type AMDE et Arbre de Défaillances,
e décrire et analyser les taches reallsees par les opérateurs (décomposition des taches en actions
élémentaires),
e évaluer les probabilités d'insuccés des taches

a- I'enchainement chronologique des différentes actions élémentaires est établi par

2 Nous avons vu, dans le chapitre |, que les taches fixées par les concepteurs sont systemathuement traduites
sous forme opérationnelle par les opérateurs.
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construction d’un arbre de probabilités, les actions sont présentées dans I'ordre de leur
apparition dans la réalisation de la tache,

b- les probabilités d’échec ou de réussite sont évaluées en faisant appel a des banques de
“données générales répertoriant les probabilités d’échec3,
¢ estimation de l'effet des erreurs humaines sur le systtme a partir de banques de données
chiffrées, :
e proposition d’améliorations en vue d’optimiser leur fiabilité (amélioration ergonomiques,
introduction de redondances).

La méthode SHERPA (Systematic Human Error Rate Prediction Analysis) se décline de la maniére
suivante :
e identifier les taches opérateurs,
¢ analyser ces taches par description des buts et sous-buts, des procédures et des actions
élémentaires, de maniére a relier a chaque sous-but les actions correspondantes, et d’associer les
informations nécessaires a leur réalisation et les entités impliquées (outils, interfaces),
e classer les erreurs selon le type de comportement de comportements SB, RB, et KB (cf.
Rasmussen),
 évaluer les probabilités d’apparition des erreurs, sur la base de jugement d’experts du systeme
sur lequel I'analyse fiabiliste est menée,
e proposer des solutions (aménagement ergonomique des postes et interfaces aménagement des
procédures, proposition de formations).

L'analyse de I'activité des opérateurs (commandes et actions, comportement gestuel et visuel, etc.)
permet d’analyser les écarts existant entre les taches prescrites et la maniere dont les taches sont
réellement effectuées.

D’un point de vue psychologique, de Keyser propose de mettre en évidence les carences
informationnelles en utilisant une grille d’évaluation a appliquer pour chacune des taches opérateur ;
elle comprend les objectifs et sous-objectifs, moyens d’action, supports techniques de I'information,
les informations dont les opérateurs ont, théoriquement, besoin pour réaliser correctement leur
tache, ainsi que les informations effectivement disponibles (repris par [KOLSKI 93]). Cette méthode
permet de mettre en évidence les carences informationnelles que les opérateurs doivent compenser
par d’autres moyens ; de Keyser distingue, dans sa grille d’analyse, les stratégies palliatives mises en
ceuvre par l'opérateur si ces informations sont critiques pour sa tache en cours (a titre d’exemple : le
recours a la communication verbale). Cette approche utilise notamment I'observation des opérateurs
en situation de travail et les échanges informationnels entre opérateurs.

La méthode des graphes de fluence est également employée pour décrire les parameétres sur
lesquels I'opérateur agit pour contrebalancer une dérive, ainsi que la chaine causale des variables
influencées par la correction. La méthode permet-elle de recenser I'ensemble des chemins causaux et
des moyens d’action ? L’expérience du Protot)?pe Evolutif de Vitrification nous incite a penser qu’il
n’existe pas une fagon unique de régler un débit, comme c’est le cas pour l'alimentation en fritte de
verre, mais une variété (finie) de méthodes, propres a chaque opérateur. Encore une fois, cette
méthode doit étre employée avec précaution.
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Aides en ligne &
la supervision

Connaissances partagées Méthodes

Réglages effectués par Fopérateur Graphes de fluence [FADIER 90}
) . Méthode de De Keyser de mise en
Lacunes de f'interface homme-machine évidence des carences informationnelles

. ; Méthodes d'analyse de la fiabilité
Erreurs commises, fréquence et gravité humaine : THERP, SHERPA , etc.

[VILLEM 88)]
Analyse du systéme homme-téche :
variations volontairement introduites
Méthodes de travail - par les o%érateurs lors de la réalisation

Ecart entre tche prescrite et tiche réelle

Tableau 1V.7 : Dimension opératoire / connaissances partagées / méthodes.

IV.3.3. Connaissances privées

L'objectif de ce paragraphe est de recenser les connaissances relevant d’une expertise. C'est le
domaine spécifique de la psychologie cognitive, qui exploite les méthodes mises au point en
psychanalyse pour effectuer un recueil des savoirs. Elles concernent la dimension cognitive de
I'activité humaine.

Ces connaissances sont difficiles a recueillir et a formaliser puisque ce sont, avant tout, des
représentations internes aux opérateurs, que I'on peut assimiler & des connaissances compilées, des
raccourcis cognitifs qui permettent de raisonner rapidement sur I'état du systéme physique. Ces
raisonnements sont difficilement verbalisables car essentiellement intuitifs, et ils exigent I'intervention
de cogniticiens pour extraire et structurer cette connaissance.

Les concepts employés en acquisition des connaissances sont les suivants : objets, relation, situation
typique, inférence, stratégie, procédure (habituelle et inhabituelle), coefficient de certitude,
hypothése, heuristique, cas limite, analogie, regle, concepts déterminants, classes, relations entre
classes.

Les méthodes de recueil se basent sur le discours, les gestes effectués en situation, les questionnaires,
etc. Elles se distinguent par [AUSSE 89]:

* I'origine des données observables : les données sont obtenues de fagon spontanée en situation
de travail ou bien de fagon provoquée quand les informations sont recueillies hors du contexte
de travalil,

* la caractérisation de la situation : on s’intéresse plus particulierement aux interactions entre le
systéme ou I'environnement de travail et la tiche a exécuter par le sujet; il est important de
savoir si le recueil de connaissances s’est effectué en situation habituelle (en salle de conduite
pendant le travail posté) ou bien en situation transformée (en salle de réunion),

* les modes d’accés aux connaissances : les modes d'accés aux connaissances distinguent deux
grandes catégories de méthodes :

a. les méthodes directes permettent de recueillir auprés de I'expert ce qu'il sait exprimer, ‘par
exemple de maniere verbale,

b. les méthodes indirectes qui permettent au cogniticbien de déceler des indicateurs qu'il sait
interpréter. g '

Les méthodes directes proposent une démarche d’extraction et une maniére de structurer les
connaissances délivrées par “I’expert”. Elles regroupent principalement :
* les entretiens : |'entretien est la méthode de recueil la plus commune. On distingue
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classiquement I'entretien non directif et I'entretien directif ; I'entretien non directif est employé
en début de recueil et permet de se familiariser avec les concepts employés par I;expert;
I'entretien directif est envisagé pour approfondir des points particuliers. Le but est de produire
des verbalisations sur les objets (les concepts du domaine), les relations, les régles, les faits et
les heuristiques? manipulés par I'expert. , 7

¢ 'analyse de protocoles : Le cogniticien observe et enregistre les comportements de I'expert en
situation de travail, de fagon a saisir et étudier tout ce qu'il se dit au cours du traitement d’un
probléme. Les connaissances recueillies concernent les objets manipulés, les relations entre
objets, et les procédures courantes. Cette méthode s’attache donc & recueillir les connaissances
du type procédures.

* le traitement de problémes sous contrainte : Il existe de nombreuses variantes de I'analyse de
protocoles, par exemple le traitement de probléme sous contrainte. Il s’agit ici de mettre I‘expert
dans des situations ou il est contraint par le temps et par I'accessibilité des informations
(technique de l'information a la demande, ou encore énoncé avec informations manquantes).
Ces” méthodes permettent d’accéder aux objets, aux hypothéses, aux heuristiques, aux
inférences>, aux cas limites et analogies envisagées par I'expert lors de la résolution, ainsi qu‘aux
procédures inhabituelles. Cette méthode est donc orientée mise en évidence des stratégies de
résolution de probléme.

* le dessin de courbes fermées : Cette méthode permet de verbaliser la représentation spatiale
des objets par I'expert. L'expert entoure les objets qui vont ensemble sur une représentation
spatiale. Cela revient a effectuer une classification des objets conceptuellement proches sur un
schéma.

¢ 'analyse du mouvement des yeux : L’analyse des mouvements des yeux est considérée comme
un indicateur des processus cognitifs. Elle permet de mettre en évidence des indices des
processus mentaux, grace a la trace spontanée, directe et mesurable des déplacements de
Iattention du sujet en action. Une analyse des mouvements des yeux peut distinguer deux types
de processus inférés : les séquences de prise d'information, et les séquences de traitement. Enfin,
elle est bien adaptée a la mise en évidence des procédures de raisonnement dans la résolution de
probléme dans lesquels il y a obligatoirement une composante spatiale. Elle est plus
particulierement utilisée dans le cas ou |'expertise contient une forte composante visuelle, ou
plus généralement pour extraire les connaissances difficiles a exprimer.

Les méthodes indirectes sont plus orientées vers les modes de raisonnement de I'expert, les liens
privilégiés entre concepts, les stratégies de raisonnement, etc. C'est pourquoi il faut les considérer
davantage comme des méthodes complémentaires aux méthodes directes. Ce sont notamment :

* les grille-répertoires : La méthode des grille-répertoires permet de mettre en évidence les liens
entre objets, en demandant a I'expert de sélectionner un ensemble de 10 a 20 objets ou
éléments homogénes et représentatifs de I'expertise puis @ demander, pour chacun des triplets
possibles d’objets, de citer une caractéristique qui en distingue un des deux autres et de citer la
caractéristique opposée. Une note allant de 1 a 5 est attribuée a chacun des trois objets. C'est
donc une matrice de distances qui est construite. Cette méthode est bien adaptée aux
problémes de classification, par exemple de diagnostic, mais se révele peu adaptée pour extraire
les connaissances causales, procédurales ou stratégiques. '

e les tests de mémorisation : Les tests de mémorisation ont pour but de mettre en évidence

4 Heuristique : une heuristique a pour rdle d’aider a trouver une solution. C’est une fagon typiquement humaine
de procéder, c’est-3-dire de fagon pas toujours formalisée et sans justification parfaite [GENTH 89].

5 Inférence : opération qui consiste a passer d’une expression vraie 3 une autre.expression vraie [GENTH 89).



Une classification

153

I'organisation des connaissances en mémoire chez l'expert et de tester sa mémorisation d’une
liste d’objets typiques du domaine afin d’en déterminer les régularités.

Le tableau IV.8 propose un descriptif des connaissances expertes a acquérir pour chaque niveau

d'aide cognitive.

Aides en ligne &

Dimensions .
la supervision

Connaissances privées

Meéthodes

Aide a I'anticipation

Stratégies

Analyse du mouvement des
yeux

Aide a I'adaptation

Cognitive

Procédures inhabituelles
Situations typiques
Cas limites
Procédures courantes

Plans

Expertise des situations anormales

Relations de cause 2 effet entre variables
pertinentes

Traitement de problémes sous
contrainte

Analyse de protocoles

Questionnaires

Aide au diagnostic

Aide a la représentation
mentale

Hypothéses
Coefficients de certitude
Relations entre objets (relations
causales entre variables, relations de
similitude entre objets)

Objets (éléments appartenant au
domaine d'étude)

Concepts déterminants
Stratégies de prise d'information
Analogies

Similitudes entre objets

Analyse du flot inférentiel
Classification
Test de mémorisation
Dessins de courbes fermées
Analyse du flot inférentiel
Grille-répertoires

Echelonnage multidimensionnel

Regroupement hiérarchique
de Johnson

Questionnaires

Tableau IV.8 : Connaissances expertes / méthodes d’acquisition.

Le probleme d’exhaustivité se pose de maniére forte puisqu’aucune méthode ne permet d’assurer la
complétude des connaissances recueillies [AUSSEN 89].

Ces méthodes de recueil proposent une large palette de moyens d’extraction des connaissances
expertes. Elles présentent quelques invariants d’une méthode a I'autre (elles utilisent toutes en
I'occurrence les notions d’objets et de relations), et elles possédent des zones de recouvrement qu'il
est intéressant de considérer si I'on souhaite recueillir un type particulier de connaissances.

La figure IV.2 propose une vision des principaux concepts ainsi que les méthodes qui permettent de
les recueillir. , )
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Figure IV.2 : Les méthodes de recueil d’expertise et leurs zones de recouvrement.
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IV.4 LA METHODE SAGACE

La méthode SAGACE se positionne dans le courant systémique comme une méthode de description
d’‘un systéme qui fait largement appel aux concepts de modélisation systémique proposés par Le
Moigne [LE MOI 90].

C’est une méthode générale de modélisation des systémes, pouvant étre appliquée a I'étude des
systémes technologiques, en tous les cas a I’ensemble des systemes finalisés [PENAL 94]. Elle utilise les
neuf niveaux de description d'un systeme tels que proposés par Le Moigne, et met en ceuvre un
ensemble de concepts et un vocabulaire spécifiques a ce type de modélisation. Elle ne se substitue
pas aux méthodes, dites “analytiques”, qui ont été présentées dans les paragraphes précédents, elle
vise plutét a fournir un cadre méthodologique de description ainsi qu’un support graphique de
représentation, qui permet de répertorier les connaissances mises en évidence avec les méthodes
classiques d’analyse.

L'outil logiciel qui supporte la méthode permet de répertorier les connaissances selon trois catégories
de modeles : I'éditeur de systémogrammes permet de décrire I'organisation du systéme, I'éditeur de
graphes permet de répertorier les connaissances de fonctionnement, I'éditeur de taxinomies
recueille les connaissances qui se rapportent au domaine.

Avant d'aborder la description proprement dite de la méthode, les concepts fondamentaux de la
modélisation systémique sont évoqués.

IV.4.1. Les concepts fondamentaux de la modélisation systémique

“L‘approche systémique cherche d’abord a définir un langage unitaire de représentation des systeémes
aussi bien naturels qu’artificiels (...) elle cherche aussi a définir une démarche rationnelle d‘analyse et
de conception de systtmes aussi bien physiques que sociaux en se fondant sur I'existence de
principes communs de modélisation” [WALL 77].

Elle cherche avant tout a représenter un systéme sans en dénaturer la complexité. Le Moigne
considére que trois hypothéses fondent la modélisation systémique [LE MO1 92] :

* hypothése phénoménologique : “nous ne percevons que des opérations, c’est-a-dire des
actes”,

* hypothése téléologique : “dés lors que |'observateur convient qu'’il n‘accéde qu‘a son
expérience de I'action, il doit reconnaitre son propre projet d’accés a cette expérience” ; Le
Moigne souligne ici le role de l'intentionnalité dans la modélisation systémique,

e hypothése de la procéduralité de la rationalité : “la modélisation systémique (...) ne se
caractérise pas que par son résultat, un modele6 fini, mais aussi par sa procédure : elle est a la
fois action de modéliser et modélisation de I'action”.

. L'approche systémique se voulant un courant de pensée radicalement différent du courant de pensée
classique, il est nécessaire qu’elle se démarque des méthodes de modélisation spécifiques des
différents domaines et qu‘elle utilise son propre vocabulaire, “ses propres axiomes de modélisation”

6Un modele est pris ici au sens de schéma, c’est-3-dire une description mentale (intériorisée) ou figurée
(diagrammes, équations) qui, pour un champ de questions, est prise comme représentation abstraite d’une
classe de phénoménes, plus ou moins habilement dégagé de leur contexte par un observateur pour servir de
support a lI'investigation et/ou la communication [AFCET 78].
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[LE MOI 92].
IV.4.2. Les systémogrammes

L'organisation du systéme est appréhendée au travers de ses trois propriétés essentielles : la fonction
(les transformations mises en jeu pour atteindre les performances), le fonctionnement (les activités
" mises en ceuvre pour assurer la stabilité du systéme) et I'évolution (adaptation structurelle pour
maintenir la cohésion du systéme en réponse a une situation dysfonctionnelle).

La vision fonctionnelle permet de représenter le comportement attendu du systéme au travers des
transformations de matiére, des séquences de fonctionnement et de déroulement de la campagne.
La vision organique s'intéresse aux ressources opérationnelles mises en ceuvre telles que les
machines, les appareils de contréle commande et les moyens auxiliaires permettant des changements
de configuration (les circuits de secours, par exemple). La vision opérationnelle met en évidence les
processus décisionnels lors de la conduite en situation normale (le pilotage), la conduite en
fonctionnement perturbé (I'adaptation), et la conduite selon des stratégies déterminées qui permet
d’adapter le comportement global du systéme face a des situations redoutées (I’anticipation).

IV.4.2.1 La matrice de projection

Cette approche décrit donc une matrice de neuf points de vue issue du croisement entre propriétés
et visions d’un systéme (figure IV.3) :
¢ Vision fonctionnelle

* mission : ce point de vue prend en compte les services assurés par le systtme en vue
d’assurer les performances, et les choix technologiques effectués. Il peut s’agir d’une
description du procédé de transformation (ce point de vue reléve de I'analyse fonctionnelle
tel qu’employé dans des méthodes comme FAST),

* programme : ce point de vue décrit ce que fait le processus de fabrication dans le temps ;
cela se traduit par un séquencement d’activités (par exemple opérations de mise en régime,
opérations effectuées en régime permanent, opérations de mise a l'arrét),

* scénario : ce point de vue décrit ce que fait le processus de fabrication “sur une large échelle
de temps”, et se concrétise par un enchainement de modes de comportement (un mode de
comportement est défini comme une période du cycle de vie correspondant a un état
considéré stable, le processus ne peut donc étre que dans un mode a la fois). Un scénario est
défini en fonction du contexte d’exploitation (par exemple contexte nominal, dégradé et
d’urgence),

* Vision organique :

* réseau opérant : ce point de vue décrit les appareils mis en ceuvre pour réaliser la mission
(on décrit ici plus particulierement I'organisation des appareils qui sont.le siége des
transformations),

* organisation logistique : ce point de vue décrit I'architecture en charge de la stabilité du
processus (automates et systéme de contrdle-commande),

* coordination: ce point de vue décrit la capacité d’action du systéme sur lui-méme afin de
maintenir son intégrité structurelle ; cela se traduit par un enchainement des configurations
matérielles en fonction du contexte d‘explaitation (par exemple contexte nominal, dégradé,

~ d‘urgence), _ i ' )

* Vision opérationnelle :

* pilotage : ce point de vue décrit les décisions a prendre pour ajuster les performances du

systéme (ce sont les opérations de réglage des paramétres de fonctionnement),
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* adaptation : ce point de vue décrit les décisions visant a adapter le fonctionnement de
I'installation en fonction de perturbations (ce sont les activités induites par le changement de
consignes de production, par exemple),

* anticipation : ce point de vue décrit les changements de contextes stratégiques ; ce sont les
taches de supervision dévolues aux opérateurs.

MISSION PROGRAMME SCENARIO
services activités modes

RESEAU ORGANISATION |
OPERANT LOGISTIQUE | COORDINATION

ressources dispositifs | configurations

Ce que décide
conduite de _le systéme
I'évolution

ision

PILOTAGE ADAPTATIO[Tl ANTICIPATION

OPERATIONNELLE ] ajustement des gestion du
% B performances fonctionnement

Performance Stabilité - Intégrité

Figure V.3 : La matrice SAGACE et les neuf points de vue de description.

IV.4.2.2 Le vocabulaire de la méthode

Cette méthode permet de projeter, sur chacun des neuf points de vue du systémographe (c’est-a-dire
I'éditeur de systémogrammes de I'outil SAGACE, implanté sur station SUN), un modéle du systéme a
Iaide des outils du vocabulaire de modélisation, a savoir les processeurs (représentés par des boites),
les flux (représentés par des fleches et symbolisant le transfert de matiere, d’énergie ou
d’information) et les observateurs (représentés par des ellipses et symbolisant les moyens de rendre
compte de la mission du processeur). Les processeurs sont le sigge de la transformation, et sont
caractérisés par une mission (le réle dans la transformation) et un processus (les opérations unitaires
réalisées).

Les observateurs permettent de rendre compte de I'état de fonctionnement d'un appareil : pour un
opérateur de conduite, la transformation est déterminée s'il peut prédire les caractéristiques d'un
élément 2 la sortie, connaissant ses caractéristiques a I'entrée. Un observateur traduit donc la capacité
d'appréhender une caractéristique de flux, a l'aide d'un dispositif physique (capteur), informatique
(calcul) ou au moyen d'un processus mental (estimation visuelle ou auditive).

Le formalisme adopté permet de décrire le systeme sous forme d’un réseau de processeurs de flux
(flux horizontaux de matiére, d'énergie ou d'information) et de contraintes, de consignes et de
commandes provenant de I'environnement (flux verticaux entrants dans un processeur). En retour, ils
fournissent les informations nécessaires a leur pilotage (flux verticaux sortants de commande et .
d'informations de représentation). ' : ) )

La figure IV.4 présente le schéma de base de description pour I'ensemble des neuf points de vue de la
matrice ; ils utilisent tous le méme langage basé sur les processeurs, les flux et les observateurs. Les
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outils de représentation graphique des processeurs et des flux s’inspirent des outils de représentation
de la méthode SADT [MARCA 87]. L'apport de SAGACE est une sémantique plus riche, par exemple
les observateurs et les flux typés (Matiére, Energie, Information), qui permettent son utilisation en
génie des procédés.

En effet, les flux de transaction sont caractérisés par un couple (Objet, [Support]) ol V'objet désigne
I'élément qui subit le traitement et ol le support indique la matrice ou le conditionnement qui
permet de véhiculer I'objet. Ainsi un flux d’uranium en solution acide sera décrit symboliquement
sous la forme : M (U, H+) ; un chauffage a la vapeur sera considéré comme un flux d’énergie véhiculé
par de la vapeur : E (Chaleur, Vapeur) ; M(sucre, Eau) indique un flux de sucre en solution aqueuse ;
M(Verre, Fritte) indique un flux de verre véhiculé sous forme de fritte.

Les conditions d’activation sont représentées par des flux d'informations particuliers, notés IC, et
sous-typées selon le point d’application de la condition. Une condition portant sur la Réalisation ou le
Réglage du processus sera notée ICR. Une condition portant sur le Pilotage de la mission sera notée
ICP. Une condition portant sur la Structure ou la Sélection de moyens opérationnels sera notée ICS.

Les indications rendant compte du comportement du processeur sont représentées également par
des flux d’informations particuliers, notés IR, et sous-typées selon le renseignement fourni : IRC pour
les informations de configuration du systéme, IRF en ce qui concerne le fonctionnement (bon
déroulement du processus), et IRP pour rendre compte des performances (réussite de la mission).

MISSION

PROCESSUS

"

Figure IV.4 : Schéma de base de description selon la méthode SAGACE.

IV.4.2.3 Relations entre points de vue : la notion de phase

La complexité ne réside pas seulement dans les différents points de vue avec lesquels il est possible
d’aborder un systéme, mais aussi et surtout dans les relations que ces points de vue échangent entre
eux ; ce sont d'ailleurs ces dépendances qui structurent I'ensemble.

La notion de phase de fonctionnement est liée a la notion de scénario pour la vision fonctionnelle, de
situation en vision organique et de stratégie en vision opérationnelle, elle est assimilable a des regles
de comportement globales. ] ' S '

En fait, le domaine de fonctionnement d’un systéme est défini comme une combinaison de scenarii,
de situations et de stratégies, puisque un changement de scénario (passage d'un scénario de routine
3 un scénario de crise) nécessite un changement de situation (passage a une configuration de
secours) et détermine une stratégie de conduite adaptée (passage a un contexte de-crise). Cette
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combinaison de régles constitue ce qui, dans la méthode SAGACE, est appelé la norme du systéme,
qui décrit I’ensemble des comportements pertinents d’un systéme.

Deux types de relations sont possibles : les relations qui unissent les trois visions d’une méme
propriété, par exemple les visions fonctionnelle, organique et opérationnelle de la propriété
“Fonction”, et les relations qui unissent trois points de vue d’une méme vision, par exemple les
réseau opérant, réseau logistique et réseau auxiliaire de la vision organique.

Iv.4.23.1 Points de vue d’'une méme propriété

Les trois visions d’'une méme propriété définissent des relations de mise en ceuvre (figure IV.5). En
effet, la description du niveau fonctionnel et des contraintes de conception induit des choix
techniques a effectuer pour satisfaire ces contraintes. Ces choix se traduisent au niveau organique par
des appareils particuliers ; les objectifs de production définissent la latitude d’action des opérateurs de
conduite, ainsi que les consignes d’exploitation qu'ils doivent appliquer (elles apparaissent a cet effet
sous forme de commandes dans la représentation).

PRINCIPES DE CONCEPTION

Lﬁmude d'édion;
consignes d'exploitation

Vision fonctionelle
Choix

. : technologiques

._..........___.... » Vision organique

: Données
“temps réel

Vision
opérationnelle

; I RAPPORTS D'EXPLOITATION '

Figure IV.5 : Relations entre points de vue d’une propriété.

Les relations entre points de vue d’une méme vision exploitent la notion de phase du systéme, qui
est définie par toute période dans le cycle de vie du systéme pendant laquelle celui-ci maintient
constant un processus identifié.

-

IvV.4.23.2 Points de vue d’'une méme vision. - -
. Cette notion de phase est utilisée pour donner un éclairage particulier aux points de vue d’'une méme
. vision. Cet éclairage peut correspondre a la notion de scénario- de fonctionnement, de situation
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structurelle ou bien de stratégie :
* un scénario est une fogique de fonctionnement se traduusant par un agencement de modes de
comportement pertinents vis-a-vis de la mission,
¢ une situation est définie comme une logique de changement de conflguratlon
e une stratégie est considérée comme une logique de décision exprimée par un agencement de
contextes décisionnels, sachant qu’un contexte est un ensemble de taches qui visent a conserver
certaines caractéristiques du systéme, i.e. son intégrité.

En vision fonctionnelle, la notion de phase est utilisée pour spécifier quelles sont les fonctions, les
activités et les modes de fonctionnement qui sont valides pour un scénario donné; en vision
organique, elle permet de préciser quels sont les appareils, les organes logistiques et les organes de
secours activables pour une situation donnée ; de méme, il est possible de filtrer les trois points de
vue de la vision opérationnelle en indiquant quelles taches sont activables pour une stratégie donnée
(figure IV.6).

onctionnement ~Evolution

_Vision fonctionnelle
-

Taches d’adaptation
ans une stratégie de
marche normale

Figure IV.6 : Relations entre points de vue de méme vision.
IV.4.3. Les Graphes

L'éditeur de graphes permet d’associer un quelconque graphe a tout objet du systémogramme. |
permet de mettre en relation des caractéristiques d’objets, initialement définies dans le
systémogramme ou bien dans I'éditeur de taxinomies. Il peut mettre en relation un processeur et des
flux d’entrée et de sortie, comme il peut mettre en relation des caractéristiques d'un objet les unes
avec les autres. Ces caractéristiques d’objets peuvent prendre la forme de défauts et de défaillances.
L'exemple de la figure IV.7 montre un graphe issu d’une analyse de modes de défaillances d'un
appareil du procédé. Les causes possibles sont liées 3 des défauts de flux d’entrée et dont les effets se
propagent sur les flux 3 et 4. T




La méthode SAGACE o 161

diteur de systémogrammes

Processeur
1

raphe associé au processeur

Processeur 1

Défaut ~~_ | |~ Défaut 4
™ [Mode de défaillance 11

\ Défaut 5

Défaut \
IMode de défaillance 2 K

Défaut 6

Mode de défaillance 3 i
[Foxz — oéta =] 23F Défaut 7
Défaut 8 ~

Figure IV.7 : Structure d’un graphe, exemple d’un graphe défaut-défaillance.

Ces graphes font référence aux objets du systémogramme a partir desquels ils sont congus ; ils sont
donc spécifiques a un processeur donné.

Tout type de graphe peut étre envisagé, en effet, I'éditeur de graphes SAGACE est congu de sorte a
laisser & I'utilisateur le soin de définir le type de relation a établir - relation causale ou bien
sémantique. Pour ce qui concerne les relations causales, qui sont particulierement intéressantes en
supervision de processus, il est possible de décrire des graphes reliant des défauts et leur(s) cause(s)
potentielle (s) et donc d’exprimer des liens qui associent des dysfonctionnements d’appareils a des
défauts de flux, ou bien des relations d’influence causale entre variables.

IV.4.4. Les taxinomies

Une taxinomie est une classification hiérarchisée basée sur le regroupement d’attributs
caractéristiques des objets a classer. Le but de cette classification est d'intégrer les.connaissances des
-spécialistes du domaine.

Elle décrit des liens du type “est-un” ou “est-un-type-de” et s'applique indistinctement aux

_processeurs, aux flux ou bien aux observateurs. Par exemple, dans le domaine du géhie chimique,
une taxinomie permet de distinguer différents types de réacteurs : réacteur agité, réacteur tubulaire,
cuve agitée, colonne, etc., et selon le nombre et les caractéristiques des flux qui les traversent.

Les taxinomies offrent la possibilité de formaliser des connaissances générales du domaine de
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modélisation et s’adressent davantage au spécialiste qui peut classer de maniére hiérarchisée les
objets qu’il manipule. Elles sont utilisées pour faire hériter & un processeur, dans I'éditeur de
systémogrammes, les caractéristiques d'un processeur générique défini dans la taxinomie.

La figure IV.8 propose un exemple de hiérarchie d’extracteurs employés dans I'industrie chimique.

Extracteurs

Phase aqueuse Phase organique
continue | continue

Figure IV.8 : Taxinomie d’appareils d’extraction.

Nous avons exploré la possibilité d’utiliser SAGACE pour modéliser une installation industrielle
particuliére, le Prototype Evolutif de Vitrification.
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IV.5 DESCRIPTION D’UNE UNITE DE PRODUCTION INDUSTRIELLE |

Nous considérons ici la maniére dont SAGACE a été utilisée pour‘ décrire un processus industriel : le
Prototype Evolutif de Vitrification (PEV). ’

Le champ que cette méthode se propose de couvrir est trés vaste, mais elle privilégie la pertinence
plutdt que I'exhaustivité des informations répertoriées. C’est pourquoi la formalisation est
essentiellement graphique, et met I'accent sur la mise en relation d’objets conceptuels.

Nous proposons ici de considérer quelques exemples de systémogrammes.

IV.5.1. L’installation a modéliser

Le prototype de vitrification de déchets haute activité PEV est un procédé en deux étapes qui
comprend la calcination de la solution de produits de fission simulés (Pf) et I'incorporation de ces
produits de fission dans une matrice de verre en fusion. Ces deux opérations sont réalisées a l'aide
d'un calcinateur rotatif alimenté en continu par la solution a traiter et qui effectue I'évaporation, le
séchage et la calcination partielle du résidu sec, ainsi que d'un four de fusion qui fond le mélange
calcinét et verre primaire pour produire le verre de formule choisie ; celui-ci est coulé a intervalles
réguliers dans un conteneur métallique, qui lui méme sera stocké dans les meilleurs conditions de
sreté pour des déchets réels de haute activité. Un appareillage de traitement des gaz issus de la
calcination et de la vitrification est associé a cet équipement (figure IV.9).

L’annexe |l rassemble les connaissances que nous avons recueillies principalement par entretiens et
analyse documentaire. Les neuf points de vue permettent de classer les connaissances recueillies.

La représentation SAGACE de ce processus fait apparaitre les points suivants : le modéle fonctionnel
met en évidence les contraintes et les choix technologiques qui ont guidé la conception ; le modéle
organique traduit le schéma de flux ; le modéle décisionnel permet de représenter les taches de
l'opérateur d'exploitation.
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Figure V.9 : Schéma du prototype évolutif de vitrification.
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IV.5.2. Systémographie

L'étape initiale de la modélisation nous permet de préciser le cadre dans lequel intervient I'installation
PEV (figure IV.10) : il s’agit d’expliciter les raisons qui ont conduit les exploitants a envisager une telle
installation. Le PEV intervient dans le cadre d’actions de recherche et développement avec pour
objectif d'aider a la détermination d’une formule de verre adaptée a une solution de produits de
fission donnée. Cette activité est mise en ceuvre au moyens d’essais technologiques, qui fournissent
une base de données d’exploitation qu‘il faudra ensuite interpréter, ainsi que des échantillons de
verre pour analyse chimique. Les résultats attendus sont par exemple la validation des choix de
procédé.

Le prototype de vitrification peut étre représenté dans chacun des neuf points de vue du
systémographe. Nous proposons des exemples de description relatives aux visions fonctionnelle,
organique et opérationnelle.
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Figure IV.10 : Les objectifs associés au PEV.

IV.5.2.1 Vision fonctionnelle

Le point de vue “Mission” permet de décrire les services définis par les exploitants et que doit fournir
le processus. Dans le cadre de la gestion des déchets nucléaires a vie longue, quatre services
principaux sont attendus : enfermer les sources de radiation dans une matrice solide, conditionner le
produit, épurer et évacuer les sous-produits (gaz et solutions aqueuses). L'accent est principalement
mis sur le confinement du processus pour des raisons de sécurité (voir figure IV.11).

Cette description présente de maniére purement fonctionnelle les activités qui doivent étre réalisées,
en se gardant de décrire la maniére dont ces activités sont mises en ceuvre, pmsqu ‘elles figurent
spécifiquement dans le point de vue orgamque

- B - . - - RV
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Figure IV.11 : Les fonctions a envisager pour conditionner les déchets haute activité.

IV.5.2.2 Vision organique

Le “Réseau opérant” décrit les appareils procédé mis en ceuvre pour assurer les services spécifiés dans
le point de vue “Mission”.

L’'exemple de la figure 1V.12 montre le processus d’alimentation en fritte de verre. Il décrit le
cheminement de la fritte de verre depuis la trémie n°2 jusqu’au sas d'introduction. La trémie n°1 et le
tapis de chargement ne servent que de maniére ponctuelle pour alimenter la trémie n°2, chaque fois
que sa masse atteint un seuil minimal fixé (boucle d’action décrite par I'intermédiaire de I'observateur
“masse” sur la trémie 2, et de la commande de marche du tapis de chargement). Le vibreur, placé en
aval de la trémie n°2, sert a doser la quantité de fritte versée ; il est commandé par un automate en
temps d’activation. La fritte versée parvient a un godet puis au sas d'lntrOdUCtIOn qui est constitué
d’une série de vannes et soupapes, devant assurer le confinement du processus.
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Figure IV.12 : Alimentation en fritte de verre.

IV.5.2.3 Vision opérationnelle

L’“Anticipation” décrit les stratégies mises en ceuvre pour exploiter I'installation. Une stratégie se
décompose en contextes ainsi que des décisions de passage d’un contexte a l'autre. L'exemple de la
figure IV.13 montre |'exemple d'une stratégie de déroulement normal de la campagne d'essais qui
prend en compte les contextes de démarrage, de production (régime établi) et enfin d'arrét. Les
transitions entre contextes sont symbolisées par les flux : condition de sortie du contexte de
démarrage (les conditions nominales sont atteintes), contrepartie attendue (démarrer l'essai). La
“boite” placée entre condition et contrepartie symbolise les processus décisionnels impliqués.
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Figure IV.13 : Stratégie de fonctionnement normal.



)

Description d’une unité de production industrielle 167

IV.5.3. Réalisation de graphes

Pour chacun des processeurs du point de vue “réseau opérant” est associé un graphe décrivant les

modes de défaillance du processeur ainsi que les défauts pouvant en étre la cause, ainsi que les

défauts pouvant en résulter. La causalité des défauts et défaillance est décrite, dans SAGACE, de
maniére locale a chaque processeur.

Ces graphes sont issus de I'interprétation d'une analyse des modes de défaillance réalisée de maniére
classique, c’est-a-dire a partir des tableaux d’AMDE [VILLEM 88]. lls permettent de fournir une
description plus lisible des tableaux d’AMDE, car centrée sur la description graphique des liens de
causalité, qui peut se révéler une alternative intéressante pour rendre plus lisible un tableau AMDE. ||
faut donc considérer AMDE et graphe comme deux descriptions complémentaires. Le graphe peut
également intégrer les résultats d'une analyse du type MCPR (méthode des combinaisons des pannes
résumées), qui distinguent des modes de défaillances externes des modes de défaillances internes :
un mode de défaillance externe résulte de la propagation d’une défaillance sur un appareil en
amont ; un mode de défaillance interne résulte d'un dysfonctionnement propre a I'appareil lui-méme
(rupture mécanique, fuite, etc.).

La figure IV.14 propose un exemple de diagramme défaut-défaillance issu de la modélisation du PEV
(le calcinateur). Sont distingués les modes de défaillance ayant pour cause les défauts apparaissant
sur les flux d’entrée (appelés modes de défaillance externes), et les modes de défaillance ayant pour
cause un dysfonctionnement de I'appareil lui-méme (modes de défaillance internes).
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Figure IV.14 : Graphe défaut-défaillance de I'éditeur SAGACE.

Par exemple, une entrée d’air au niveau du calcinateur entraine une perturbation de la perte de
charge au niveau de la colonne de dépoussiérage. Un mode de défaillance externe est par exemple le
moteur de rotation qui n’entraine plus le tube de calcination, ce qui entraine l'arrét des galets.
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IV.6 SAGACE COMME METHODE DE RECUEIL

L'objet de ce paragraphe est de replacer SAGACE et ses apports en tant que méthode de
modélisation des systémes par rapport aux connaissances pouvant &tre employées dans le cadre d'un
projet d’aide a l'opérateur, ce qui constituera une base de comparaison avec les méthodes
couramment employées. Il faut garder en mémoire que cette méthode ne se substitue pas aux
méthodes classiques d’analyse, mais qu’elle doit plutét étre vue comme une méthode de description
globale, et fédératrice au sens ou elle permet de rassembler des connaissances qui étaient abordées
jusqu’ici par de nombreuses méthodes. Elle sert donc a cadrer I'investigation @ mener sur le systeme.
C’est un des enseignements que nous avons tiré de la modélisation du PEV.

Dans le paragraphe V.2, nous avions proposé un découpage des connaissances en connaissances
publiques, connaissances partagées et connaissances privées. C’'est ce découpage que nous utilisons
pour décrire la maniére dont la méthode SAGACE peut étre utilisée pour formaliser les connaissances
considérées utiles a la conception d’une aide a I'opérateur.

IV.6.1. Connaissances publiques

Les connaissances publiques sont prises en compte au niveau du systémographe (la matrice des neuf
points de vue). Elles sont donc formalisées sous forme de réseaux de processeurs et de flux sur
I'ensemble des neuf points de vue.

Les connaissances du niveau opératoire concernent les taches a réaliser et les diverses interventions
programmées que les opérateurs devront effectuer sur l'installation, et relatives aux modes de
fonctionnement de Vinstallation. Ces connaissances peuvent é&tre décrites dans les points de vue
“Pilotage” pour les tiches humaines, ainsi que |'“organisation logistique” pour les taches
automatisées. Le point de vue “programme” peut permettre d'indiquer a quel moment ces taches
sont sollicitées.

Dans le premier niveau cognitif, qui correspond a l'aide a la représentation mentale et au diagnostic,
il est nécessaire de décrire les aspects fonctionnels et structurels de l'installation a travers
I'organisation fonctionnelle dans le point de vue “Mission” (les services, les contraintes techniques,
les contraintes de performances, etc.), et I'organisation matérielle dans le point de vue "Réseau
opérant” (les appareils importants, les mesures les plus significatives du fonctionnement du processus
de fabrication, les caractéristiques de l'instrumentation). Par ailleurs, un systéme de diagnostic
fonctionne généralement dans un domaine bien défini; décrire dans quel contexte celui-ci va
intervenir demande de recenser les modes de comportement, les “scénario”, ainsi que les
configurations de marche, c’est-a-dire le point de vue “coordination”.

Nous avons décrit les connaissances du second niveau cognitif dans le point de vue “coordination”,
qui traite des configurations de marche de l'installation ; les mesures qu’il convient de prendre sont
fonction des domaines de fonctionnement et figurent dans le point de vue “Adaptation” ; le point de
vue “Scénario” décrit les enchainements de modes de fonctionnement dans un domaine de
fonctionnement donné. Puisque I'aide a |'adaptation utilise le précédent niveau cogpnitif, il exploite
“également les connaissances de ce niveau (points de vue “mission” et réseau opérant”).

Les stratégies d'exploitation figurent dans le point de vue “Anticipation”. Elles sont décrites comme
des enchainements de contextes d'exploitation, fonctions d’événements attendus ou incidentels.

La description de la répartition des réles entre opérateurs n'appartient pas spécifiquement & un point
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de vue de la matrice SAGACE. Elle reléve plus de connaissances de fonctionnement.
IV.6.2. Connaissances partagées

Les connaissances de fonctionnement concernent les connaissances acquises par les exploitants au
cours de la production. Elles sont spécifiquement représentées sous forme de graphes dans une
démarche SAGACE.

Les connaissances liées a I'exécution de procédures de conduite correspondent aux méthodes de
travail employées par les opérateurs, aux erreurs qu’ils peuvent commettre. SAGACE peut intervenir
pour représenter les informations mises en évidence par des méthodes particuliéres (analyse fiabiliste,
ou analyse mixte ergonomie/fiabilité, ou encore analyse psychologique de I'activité de I'opérateur),
mais n’intervient pas comme méthode d’acquisition.

Dans le premier niveau cognitif, les connaissances acquises pendant le fonctionnement de
I'installation concernent les comportements non prévus en conception. Ce type de connaissance
peut é&tre représenté dans les graphes du réseau opérant, du type : graphe de défaut-défaillance,
graphe défaut-défaut, etc. Ces graphes sont issus d’une analyse des modes de défaillance et de leurs
effets (AMDE), SAGACE répertoriant ces connaissances sous forme graphique.

Pour le second niveau, les connaissances acquises peuvent étre les délais approximatifs entre le
moment ol un événement est détecté et le moment ou cet événement provoque la dégradation des
performances et/ou remet en cause la sécurité. Diverses mesures peuvent avoir été prises pour
résoudre ces problémes. Elles figurent dans ce cas au niveau du point de vue “anticipation” (dans la
modélisation du PEV, nous n’avons pas abordé cet aspect).

Dans I'hypothése ou un systéme ne peut coopérer que s'il est en mesure de fournir des “chemins”
privilégiés a I'opérateur (solution qui nous semble la plus raisonnable a I'heure actuelle, cf. chapitre
1), il faudrait alors tenir compte, dans la description de ces connaissances, des chemins privilégiés par
les experts ou bien par les concepteurs du processus de fabrication en donnant, par exemple, des
poids a chacune des options pouvant étre envisagées par les opérateurs en fonction du contexte.

Les connaissances qui peuvent étre collectées a ce niveau correspondent a I'organisation du travail
collectif : répartition des roles et coordination entre opérateurs. Elles peuvent étre mises sous forme
de diagrammes décrivant I'intervention des acteurs dans chacune des activités valides pour un mode
de fonctionnement donné. Ces connaissances sont donc liées aux systémogrammes des trois points
de vue de la vision opérationnelle.

IV.6.3. Connaissances privées

Les connaissances expertes concernent plus particulierement les savoir-faire acquis par les opérateurs
ou les experts du procédé. Si la méthode SAGACE peut constituer un cadre dans lequel il semble, a
priori, possible de répertorier les connaissances expertes (sous forme de graphes, par exemple), elle
ne propose pas de démarche particuliere permettant d’investiguer ce champ de connaissances. Elle .
est, en effet, destinée a modéliser les caractéristiques “de surface” des opérateurs, alors que le recueil
de I'expertise s'attache spécifiquement aux mécanismes de raisonnement, qui relévent du domaine
de la psychologie cognitive.

Il semble que si le recueil de I'expertise s'impose, la méthode SAGACE peut utilement intervenir en
tant que méthode de cadrage de I’environnement de I'expert, avant de démarrer I’acquisition
proprement dite.
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IV.6.4. Conclusion

Les potentialités de la méthode SAGACE ne sont pas encore totalement mises a jour, tant au niveau
des systémogrammes pour lesquels tous les points de vue ne sont pas encore figés, qu’au niveau des
graphes, pour lesquels seuls les graphes correspondant aux aides au diagnostic sont bien maitrisés.

Cependant, le contenu des diverses représentations est bien pergu (se reporter en annexe fl, qui
détaille chacun des points de vue en utilisant les données concernant le PEV), c’est pourquoi il semble
d’ores et déja possible de répartir les représentations en fonction des connaissances mises en ceuvre
pour réaliser les différentes aides a la supervision. Le tableau 1V.9 décrit donc la maniére dont peuvent
&tre répartis les points de vue du systémographe ainsi que les graphes dans la typologie des aides en
ligne.

Connalssances partagées

Graphes vision opérationnelie (logigrammes)
: répartition des activités entre acteurs et flux
de communication.
Valable pour Pensemble des trois visions
opérationnelles

Graphe de décision de changement de
stratégie

Graphe de décision de changement de
mode de marche

Cognitive

Graphe défaut / défaillance

Graphe de causalité entre
variables du procédé

Graphe de défaillance humaine
Graphe de tiches

Graphe de distribution des tiches
humaines et tiches automatisées

Tableau IV.9 : Champ de modélisation de la méthode SAGACE pour les processus industriels.
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IV.7 SAGACE COMME REFERENTIEL POUR LE DIAGNOSTIC

Au dela de la description d’un processus industriel, en particulier des aspects fonctionnel et structurel
qui permettent d’avoir une description synthétique du processus étudié, il nous faut définir la maniére
dont SAGACE peut servir a recueillir les informations utiles pour concevoir un systéme de diagnostic.

Dans le chapitre I, nous avions évoqué l'intérét d’'un graphe de causalité dans le cadre du
raisonnement de diagnostic, et comme moyen d’expliquer I’évolution observée. Nous décrivons plus
particulierement les moyens de construire une structure de graphe causal (graphe ne comportant
que les variables importantes et les relations orientées de cause-a-effet) de maniére a disposer
rapidement d’un réseau de causalité entre variables importantes du processus de fabrication.
L'analyse structurelle et fonctionnelle du processus peut permettre d’obtenir une structure causale
comme étape initiale de construction d’un graphe de causalité.

IV.7.1. Les connaissances mises en ceuvre dans DIAPASON

Les modules PROTEE (simulation), et MINOS (détection et diagnostic de défauts) du systéme
DIAPASON emploient un graphe de causalité qui lie les variables du procédé les unes aux autres. Ce
graphe est utilisé comme structure de modele dont les liens - ou les arcs - sont évalués en analysant
les comportements du processus industriel (le simulateur PROTEE utilise des notions d’Automatique
du type temps de réponse, gain et retard pur). Le module METHYS est un systéme expert qui
fonctionne sur la base d'une description des défaillances et des pannes d'appareils.

Le graphe de causalité revét une importance particuliére puisqu’il est employé comme représentation
conceptuelle des influences dynamiques entre grandeurs surveillées du processus. C'est autour de
cette représentation qu’un modéle de simulation est construit: un arc symbolise une relation
d’influence entre deux variables mesurées ou estimées, qui peut é&tre évaluée au moyen de méthodes
d’identification classiques en automatique. Le graphe de causalité fournit a MINOS, par ailleurs, les
moyens d’expliquer un défaut par parcours inverse des relations d’influence entre grandeurs
surveillées.

Différentes approches ont été proposées pour construire la structure d’un graphe causal ; les travaux
les plus célébres sont ceux de De Kleer et Brown, ainsi que ceux d’lwasaki et Simon [DE KLEE 84]
[IWASA 86). Ces deux approches proposent de retrouver la causalité contenue implicitement dans le
jeu d’équations décrivant les comportements d’un processus.

Les principaux reproches qui peuvent leur étre fait sont les suivant :

* leur mise en ceuvre dépend de maniére trop étroite des équations disponibles pour pouvoir étre
exploitables a I'échelle industrielle : le systéme doit &tre décrit par un jeu d’équations complet
qui, s'il n‘est pas déja disponible, impliquera une mobilisation conséquente en temps et en
hommes, ne serait-ce qu’en raison de la taille de l'installation a modéliser,

* la maniére dont les équations sont écrites influe pour beaucoup sur le résultat obtenu : T¢=Tg est
formellement équivalent & To=Tc mais les approches d’lwasaki et De Kleer supposent une
écriture sous forme de systéme d’équations ordonnées qui oblige quelque peu a organiser son
probléme pour en déduire une chaine causale; ici la forme T¢=TQ n’est donc pas bonne (se
reporter a I'annexe 1l pour plus de détails). ' ' )

Un modele causal est une interprétation du comportement d’un systéme, et les possibilités
d’interprétations sont multiples ; la figure IV.15 donne deux interprétations possibles de la causalité
sur I'exemple d’une cuve dont sont mesurés les débits d’entrée et de sortie liquide ainsi que le niveau
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[LEYVA 91].

Figure IV.15 : Interprétations de la causalité.

La causalité exprime, en définitive, la maniére dont I'observateur se représente les phénomeénes sous-
jacents, c’est un modéle de comportement qui satisfait a la fois aux modes de raisonnement de
I'observateur et aux lois élémentaires de la physique.

Leyval a émis I'hypothése qu’une approche basée sur |'analyse fonctionnelle du processus pouvait
permettre de déduire une structure de graphe causal pour les systémes industriels. C’est cette voie
que nous avons choisie d’emprunter.

IV.7.2. Construction d’une structure de graphe causal

La démarche qui est proposée ici différe de celles d’lwasaki et de De Kleer dans la mesure ou elle ne
requiert pas la connaissance préliminaire d’'un modeéle de comportement ou de connaissance du
systtme étudié. Elle se veut une maniére de rechercher la causalité au travers d’'une analyse
fonctionnelle du systéme physique ; elle se rapproche ainsi de la conception de la causalité selon De
Kleer, puisqu’elle laisse une place importante a l'interprétation, ce qui rend nécessaire I'emploi d’une
démarche d’analyse la plus rigoureuse possible. En la matiére, il n’existe pas de méthode spécifique.
Aussi nous envisagerons |’étude des perturbations et leur propagation a travers le processus.
L'approche SAGACE peut alors fournir un cadre systématique de description de ces relations de
causalité. Il reste a déterminer les régles qui en guideront la construction. '

L’analyse dysfonctionnelle d’un processus industriel permet d’expliciter des relations de cause a effet
entre appareils. Ce type de relation est matérialisé a travers les flux de matiére et d’énergie. de
maniére intuitive, il existe un rapport entre les relations causales en situation normale et des relations
causales en situation dégradée, en prenant le soin de préciser que I'on ne s’intéresse ici qu’aux
dysfonctionnements qui suivent les chemins de flux du processus. L’hypothése sous-jacente est que le
modele de comportement anormal porte, en soi, le modéle de comportement normal. Selon Weld,
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ce postulat n’est vrai que dans le domaine de fonctionnement auquel peut étre associé un
comportement monotone, en occurrence pour nous la zone de fonctionnement nominal plus ou
moins un epsilon [WELD 90]. C’est I'hypothése que nous admettrons dorénavant.

Quand nous parlons de dysfonctionnement ou de défaut, il faut entendre une perturbation
suffisamment importante pour mettre la variable hors de sa zone nominale, mais la structure du
processus est inchangée, ce qui signifie que les paramétres de fonctionnement peuvent étre
perturbés mais que le modéle nominal reste valide.

IV.7.2.1 Une premiére approche

Une premiére approche peut consister a décrire le processus sous forme de systémogrammes puis a
expliciter, pour chacune des feuilles de I'arborescence, en I'occurrence les appareils, les graphes
défaut-défaillance issus de I'interprétation de 'AMDE du processus. C’'est a partir de I'analyse des
influences entre flux que I'on peut émettre I'hypothése d'une relation de causalité entre grandeurs
portées par les flux respectifs. Il s’agira, ultérieurement, de déterminer si la relation ainsi posée est
pertinente ou non, c’est-a-dire si elle intervient de fagon notable dans les conditions normales de
fonctionnement.

A l'intérieur de la matrice SAGACE, le processus industriel est décrit dans le réseau opérant du
systémographe ; ce sera donc le seul point de vue, parmi les neuf, qui sera considéré. L'éditeur de
graphes permet d’établir des liens entre caractéristiques de flux ; il est donc susceptible de répertorier
les liens de causalité entre flux. On s’intéressera principalement a mettre en évidence les relations de
causalité entre grandeurs surveillées dont les influences suivent les chemins de flux physiques.

Les étapes de la démarche sont décrites en figure IV.16.
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Systémographie

Calcinateur

Moyens de détection

Températures du four
Puissance du four

Arrit rotation

alimentations et de
la chauffe du

caldinateur

Alarme sur la
rotation de la
roue dentée

Alarme sur les galets

Causes de défaillance

Pi/adjuvant

Détaillances

Puissance dissipée é
par fa chauffe du
calcinateur

Effets sur Je systéme

Graphe défaut-défaillance

de chauffe)

M w— Mauvais _;
|| (Alimentations rapport
liquides) Pf/adjuvan

Calcinateur

Graphe défaut-défaut

Figure IV.16 : Obtention d’une structure de graphe causal a partir d’'une AMDE via SAGACE.

Les résultats de I’analyse AMDE peuvent servir a formuler les régles de diagnostic pour le module
METHYS, comme le montre I'exemple de la figure IV.17.

A
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Pu p

1 "Puissance sous-nominale" SUPPOSER
Chute de température calcinateur AVEC Puissance
fournie sous-nominale

'SINON SUPPOSER
Rétention de calcinat

Figure IV.17 : Exemple de régle METHYS associée au calcinateur.

IV.7.2.2 Une approche utilisant la méthode d’analyse de Finch et Kramer

Une seconde approche, basée sur I'analyse dysfonctionnelle de groupes d’appareils participant a
une fonction du processus, est envisagée.

Analyse de dépendances

Finch et Kramer emploient la modélisation des dépendances conditionnelles comme stratégie de
diagnostic fondée sur un modéle logique de propagation de dysfonctionnements [FINCH 88]. Le
parcours de ce graphe permet de prédire les effets possibles d’un dysfonctionnement sur un nceud,
ou de remonter a la source d’un défaut observé : a chaque nceud du graphe est associée une fonction
qui remplit un objectif donné, et qui peut étre évaluée par au moins une variable mesurée. Le
diagnostic vise alors a déterminer la fonction (le nceud) effectivement en défaut.

De maniére générale, une fonction est assurée par un ensemble d’appareillages qui poursuivent
chacun un objectif particulier (ces objectifs peuvent ne pas étre évalués individuellement, mais plutét
collectivement au travers d'une variable globale). Le cas ol un méme noeud comporterait plusieurs
variables n’est pas souhaitable, puisqu’il n’y aurait pas de relation explicite liant ces variables entre
elles ; cela constituerait en fait une limite pour le diagnostic, puisqu’il faudrait alors passer en revue
plusieurs hypothéses de pannes, introduire la notion de probabilité d’occurrence, ou bien faire appel
a une autre technique de diagnostic local.

La figure IV.18 montre le graphe tel que déduit par analyse des dépendances (Lr, T1, S11, etc.
représentent les variables mesurées). La méthode d'obtention est décrite en-annexe V.
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Systeme d'évacuation
du produit

Srstéme de
régulation niveau

Systéme de mise
en température
dy réactif

Systéme de
régulation débit
recyclage

ysteme d'alimentatio

Systéme de
réaction chimiqu

Systéme de
préparation solution
N d'alimentation :
Systéme de régulation

température réacteur

Systéme d'eau de
efroidisseme

Systéme de

régulation débit de
.. réfrigérant

Figure IV.18 : Le réseau de dépendances entre groupes fonctionnels d’appareils.

Comparaison Graphe de causalité et réseau de dépendance

Le graphe de causalité de ce méme réacteur est décrit en figure 1V.19, qui est issu de travaux
antérieurs [FINCH 87]. Les variables cerclées sont celles qui sont mesurées.

Figure IV.19 : Le graphe de causalité du réacteur.

Pour pouvoir comparer ces deux représentations, nous avons supprimé les variables non mesurées. En
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vertu du fait qu’un tel graphe constitue une interprétation du comportement d’une installation, il est
parfaitement légitime de faire abstraction d’un certain nombre de nceuds a condition que les relations
entre naeuds restants soient préservées. La procédure de réduction du graphe de causalité est décrite
en annexe V.

Le résultat de cette réduction est le suivant (figure 1V.20)

Figure V.20 : Graphe causal obtenu aprés réduction.

L'analyse comparée du graphe causal (figure IV.19) et du modéle de dépendances (figure IV.18)
permet de vérifier que la structure des deux réseaux est sensiblement la méme (figure 1V.20), a
quelques différences prés :
¢ dans le modéle de dépendances, les deux variables L et F11 sont incluses dans un seul et méme
systéme, le systéme de régulation du niveau du réacteur. |l eut été préférable de les séparer au
sein de deux systemes distincts, cela aurait certainement permis de retrouver les relations de
causalité existant entre les variables F11 et Fs,
¢ il n'y a pas de relation directe entre le systtme de régulation de niveau et le systeme de
régulation de température, comme le laissait supposer I'arc reliant L a Ty dans le graphe causal.
N’ayant aucune information sur la fagon dont le graphe causal a été obtenu, on ne peut écarter
I'hypothése d'un arc redondant.

En définitive, bien que ces deux modéles correspondent a des visions a priori distinctes - I'une aborde
la modélisation de la propagation de dysfonctionnements, et I'autre la modélisation des influences
entre variables du processus -, elles se basent toutes-deux sur l'interprétation des interactions entre
entités (d'un coté les systemes et de I'autres les variables) en termes de causalité.

Généralisation et application de la méthode au PEV

Nous proposons d’étendre I'utilisation de cette démarche aux systémes de grande taille. Pour ce
faire, nous proposons de considérer le processus sous forme d’une hiérarchie de niveau de
décomposition. Cet aspect est évoqué en annexe VI. Cette démarche a été employée sur I'ensemble
de I'installation PEV (se reporter en annexe VII),
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IV.7.3. Conclusion

L'analyse des dépendances se positionne comme une approche d‘analyse, certes moins fine qu’une
AMDE, mais qui permet d’aboutir plus rapidement a I'établissement des dépendances au sein du
processus et, ce faisant, d’en déduire une structure causale entre variables mesurées. L'application de
cette approche nécessite une décomposition particuliére du processus : I'installation est décomposée
selon des critéres fonctionnels. Ici, les composants élémentaires de |'analyse sont les groupes
d’appareils réalisant chacun une fonction élémentaire, par opposition a I'approche par AMDE qui
nécessite de pousser la décomposition jusqu’au niveau des appareils.

Ainsi, la condition principale pour réaliser un modele fonctionnel de dépendance est le suivant : dans
la mesure ol un processus quelconque peut se mettre sous la forme de systémes fonctionnels régulés
n'ayant qu’une variable régulée (et une variable manipulée), de systémes fonctionnels passifs n’ayant
gu‘une seule sortie mesurée, alors I'application de cette méthode de décomposition fonctionnelle a
un systéme quelconque permet d'aboutir rapidement au modéle de dépendance recherché. Dans le
cas contraire, il s'agira, pour le modélisateur, et dans la mesure du possible, de se ramener a une telle
décomposition, en choisissant un niveau de décomposition tel que, pour chacun des sous-systémes
isolés, corresponde une seule variable qui caractérise son fonctionnement.

En somme, I'approche proposée par Finch et Kramer permet de définir un cadre d’analyse suffisant
pour concevoir la structure d’un graphe causal décrivant les dépendances entre variables principales.
Cette approche constitue une analyse préliminaire d’un systéme qui peut ensuite déboucher sur une
analyse de sQreté faisant appel aux outils et méthodes tels que I'analyse des risques, '’AMDE et son
extension I'AMDEC, I'analyse des causes insidieuses, les diagrammes de fiabilité, les arbres de
défaillance, etc.

Cette approche est compatible avec les concepts de la méthode SAGACE. Un de ses intéréts est de
fournir des régles de décomposition du processus. Un autre intérét est la possibilité d’analyser les
dépendances entre groupes d’appareils, par un processus de focalisation : une relation orientée entre
deux ensembles d'appareils s’exprime, au niveau de décomposition supérieur, en au moins une
relation de dépendance.
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IV.8 CONCLUSION

La typologie proposée au chapitre | est, de nouveau, employée pour classer les connaissances et les
méthodes de recueil associées. Ceci est une maniére de spécifier, dés I'analyse des besoins, les
connaissances qui devront é&tre recueillies. Les grilles ainsi définies n‘ont pas la prétention d’étre
exhaustives, elles ont pour fonction de replacer les méthodes les plus couramment rencontrées dans
le contexte des aides a I'opérateur. Elles établissent, par ailleurs, un lien entre les méthodes d’analyse
technique et les méthodes de recueil d’expertise.

SAGACE peut étre qualifiée de méthode “a large spectre” puisqu’elle propose de modéliser une
installation industrielle en neuf points de vue prenant chacun en compte un aspect particulier.
L'intérét d’une telle approche, selon nous, est la possibilité qu’elle offre d’avoir une vue
compartimentée d'un systeme complexe, son fort pouvoir descriptif et structurant.

L'expérience de la modélisation du PEV dans le cadre de la méthode SAGACE nous améne a penser
que la représentation d'un systéme n'est pertinente que par rapport aux objectifs qui ont motivé la
modélisation. Il ne s'agit pas de tout représenter d'un systéme, au contraire, 'approche SAGACE
permet : le choix d'une limite de résolution définissant les composants considérés, cela fixe le niveau
de détail de I'analyse ; le choix des limites extérieures du systéme et de son environnement proche.

Par ailleurs, cette méthode ne vise pas a se substituer aux méthodes courantes d'analyse, elle vise
plutdt a fournir un cadre a partir duquel peuvent sarticuler les connaissances acquises par le biais de
ces méthodes. SAGACE est donc avant tout une méthode de structuration de I'’ensemble de la
démarche de modélisation des connaissances.

Enfin, la représentation graphique permet une validation plus aisée et conduit a un référentiel
commun pour I'ensemble des intervenants du projet (décideurs, exploitants, ingénieurs procédé,
opérateurs et équipe de supervision).

En ce qui concerne les connaissances utilisables en conception de systémes d’aide a I'opérateur,
SAGACE prend en compte |'ensemble des connaissances descriptives ainsi que les connaissances de
fonctionnement (hormis pour le niveau individuel, qui concerne plus spécifiquement les domaines de
I'ergonomie et la psychologie du travail), et pas du tout les connaissances liées a I'expertise.

La méthode nous a offert les moyens de représenter les aspects comportementaux (au sens classique
du terme) a I'aide de graphes sémantiques particuliers : les graphes causaux. Pour les besoins de
DIAPASON, les connaissances formalisées dans I'outil SAGACE sont essentiellement sous forme de
graphes de causalité et de graphes défauts/défaillances. L'intérét d’une telle approche est la
possibilité de modéliser les comportements de maniére locale a chaque appareil procédé, ce qui
permet de valider localement les relations d'influence.
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CONCLUSION

De nombreux “mythes” sont encore associés aux systémes informatiques qui exploitent des
techniques issues de travaux en intelligence artificielle. L'objectif que nous nous étions fixés visait
justement a poser les bases nécessaires pour aborder convenablement un projet d'aide a Vactivité
humaine de supervision de processus de fabrication.

Un des problémes les plus saillants auquel nous avons eu a faire face, en conception d’aides a la
supervision, encore appelées aides a l'opérateur, n’était pas tant de résoudre des problémes
techniques que de donner du sens a ces aides : comprendre pourquoi la présence de I'opérateur est
nécessaire a la bonne marche d'un processus de fabrication, en quoi une aide peut lui étre utile et
prendre en compte |’environnement complexe dans lequel intervient l'opérateur, apparaissent
comme autant de conditions nécessaires a la réussite d'un tel projet. Si les acteurs qui interviennent
dans la problématique des aides s'accordent sur l'importance de ces points, il n'en reste pas moins
que les solutions proposées sont encore peu satisfaisantes.

Le présent travail constituait donc une premiére étape vers la définition d'une méthodologie de
conception d'aides a l'opérateur. Pour ce faire, nous avons choisi de placer ’'homme au centre de
notre problématique, et porté notre attention sur les objectifs suivants: disposer d'une
représentation des principaux facteurs influant sur la performance de l'opérateur, incidemment sur la
performance du processus de fabrication ; disposer d’une description structurée de I'offre en matiére
de fonctionnalités d'aide a I'opérateur ; orienter et justifier le choix d’une aide; préparer le
développement du systéme proprement dit.

UN CADRE DE DESCRIPTION DE L'OPERATEUR

Une aide a la supervision s'adresse directement a l'opérateur ; il nous paraissait donc important
d’effectuer une synthése des principales caractéristiques humaines participant a la performance
globale du processus de fabrication. Cela a permis la mise en évidence de concepts fondamentaux
liés a la performance de I'opérateur. Nous avons ainsi choisi d’explorer le champ de I'erreur humaine
comme moyen de détection et de diagnostic des dysfonctionnements de 'opérateur. En effet, si
I'opérateur est un facteur d'adaptation et de fiabilité, il est également un facteur de risque : ses
performances sont susceptibles d'importantes variations, qui peuvent avoir une incidence néfaste sur
le processus de fabrication et dont les conséquences s’évaluent a travers des données économiques
telles que des colits de production, des colts de maintenance ou, a |'extréme, par des accidents.

De nombreux auteurs ont étudié I'erreur humaine et en ont dressé une liste, une typologie, chacune
insistant sur certains aspects de l'activité humaine. Dans une optique méthodologique, une typologie
générale capable d'inclure I'ensemble des activités humaines nous paraissait plus indiquée ; c’est
pourquoi nous avons construit une nouvelle typologie d’erreurs sur la base des travaux de Nicolet,
de Keyser et Reason. ’ ' :

Ce faisant, nous nous sommes dotés d'un modele de l'opérateur fondé sur la mise en
correspondance des erreurs et des dimensions de l'activité humaine impliquées en supervision.
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LES AIDES A L'OPERATEUR

De nombreuses disciplines des sciences de I'ingénieur et des sciences humaines sont impliquées dans
un projet d‘aide a la supervision. Pour le concepteur, il devient trés difficile d’avoir une vision
d’ensemble des solutions disponibles en raison de leur variété et de leur diversité. Une classification
des aides est trés utile pour structurer et organiser le domaine des aides a l'activité humaine. Son
obtention constitue donc un jalon important vers la définition d’'une démarche méthodologique.

C’est pourquoi nous avons introduit une grille de lecture des solutions existantes en utilisant le
modele de I'opérateur défini précédemment : & chacun des types d’erreurs correspond au moins un
type d’aide a I'opérateur. Six types d’aide sont déclinés, parmi lesquels I'aide a I’application des
taches pour la dimension opératoire et I’aide au travail collectif pour la dimension collective. En ce
qui concerne la dimension cognitive, quatre types d'aide sont mis en évidence: I'aide a la
représentation mentale, 'aide au diagnostic, I'aide a I'adaptation et I'aide a I'anticipation. Ces
aides visent, globalement a aider l'opérateur dans la prise de décision.

Avec l'aide a la représentation mentale, qui regroupe les travaux menés dans le domaine des
interfaces homme-machine, I'aide au diagnostic représente |'aide la plus investiguée, sans doute
parce qu’elle fait trés largement appel aux sciences de 'ingénieur (informatique, automatique, génie
chimique, etc.). La difficulté est qu’il existe de nombreuses maniéres d’envisager le diagnostic. Pour
aider le concepteur, nous avons proposé de regrouper les approches employées en automatique et
les approches employées en intelligence artificielle au sein d’une représentation unique et inspirée des
travaux de Leitch, qui décrit un processus de diagnostic comme un processus de traitements
informationnels élémentaires, encore appelés taches primitives, et considérés comme les
constituants de base d’un syst¢éme de diagnostic. Quatre taches primitives permettent de décrire un
tel processus : les taches d'interprétation, de prédiction, de décision et d'identification. Le travail du
concepteur revient alors a choisir, pour chacune des tiches primitives, la technique qu’il convient
d’employer, en fonction notamment des connaissances disponibles et des caractéristiques de
I'instrumentation.

Notre classification des aides fait apparaitre deux autres types d'aide de la dimension cognitive :
l'adaptation et I'anticipation. A notre connaissance, ces deux niveaux d'aide n'ont pas donné lieu a
des travaux spécifiques au méme titre que le diagnostic, mais il est vraisemblable que ces aides sont
respectivement associées aux notions de conseil a I'opérateur et d'aide au changement de
stratégie de conduite.

UNE DEMARCHE DE CONCEPTION

La difficulté majeure a laquelle nous avons été confrontés, dans le projet DIAGPEV qui visait la mise en
application du systéme de diagnostic DIAPASON sur l'installation PEV, n’était pas tant I'aspect
technique du projet que sa justification auprés de 'ensemble des acteurs de I'entreprise : les apports
potentiels d'une aide étaient mal pergus, principalement par manque de critéeres d'évaluation. Par
conséquent, orienter le projet sur la base des motivations du personnel de gestion financiére ou sur
le choix des fonctionnalités a implanter se sont avérés insuffisants pour cerner le bien-fondé de ce
type de projet. Par ailleurs, la nouveauté de ces systémes d'aide ne permettait pas une analyse
fonctionnelle des besoins, en raison du peu de données associant insatisfactions a des solutions
techniques relevant d'une aide a la supervision.

Les éléments de réponse proposés ici exploitent le modéle de I'opérateur basé sur les erreurs ainsi que
la classification des aides définie précédemment. L'idée avancée est qu'un projet d'aide doit étre
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envisagé en prenant en compte le systéme complexe que constitue I'entreprise. Aucune approche ne
permet, a elle seule, de définir convenablement les orientations du projet, il convient donc d'aborder
la définition des objectifs par une démarche méthodologique qui combine plusieurs approches, de
facon a se donner les moyens d'un recoupement entre motivations, attentes, besoins ou problémes
des différents acteurs de I'entreprise :

e en considérant les aspects purement techniques, c’est-a-dire en adoptant le point de vue des
fonctionnalités de I'aide (approche employée jusqu’ici),

* en considérant les améliorations que souhaitent les opérateurs et le personnel de gestion
technique, c’est-a-dire en adoptant une approche par les besoins (approche classique de
I'analyse de la valeur),

e en considérant les erreurs des opérateurs, c’est-a-dire en adoptant le point de vue des
problémes (approche fiabiliste),

e en considérant les dimensions de I'activité qui devront étre privilégiées, c’est-a-dire en adoptant
le point de vue des attentes.

L’approche par les attentes permet de tenir compte des choix stratégiques de I'entreprise en ce qui
concerne la maniére dont le processus de fabrication doit étre conduit. Dans le domaine du nucléaire,
la stratégie consiste a privilégier la dimension opératoire de I'opérateur; l'idéal serait qu'a toute
situation puisse correspondre une procédure de récupération que l'opérateur n'aurait plus qu'a
appliquer. Pour l'exploitant, I'objectif est de limiter le plus possible I'occurrence de situations pouvant
faire appel a la dimension cogpnitive, considérée comme une source importante d'erreurs.

L’ACQUISITION DES CONNAISSANCES

Une caractéristique des aides a I'opérateur est qu’ils manipulent des connaissances. Leur acquisition
est donc un préalable au développement proprement dit du systtme d'aide, mais elle pose
d'importants problémes aux concepteurs, principalement en raison de leur diversité.

Il était donc utile de mettre en regard, pour chacun des types d’aide évoqués précédemment, les
connaissances participant a leur mise en ceuvre. Une classification des connaissances a donc été
proposée, et les méthodes d’analyse couramment employées intégrées dans cette classification.
L’objectif était de permettre au concepteur de sélectionner rapidement les méthodes utiles pour le
projet.

Par ailleurs, avant de démarrer I'acquisition proprement dite des connaissances, il est important de
disposer d’une représentation du systéme sur lequel le concepteur se propose d'intervenir. L’objectif
est de construire une représentation qui permette de :
e délimiter le champ d'étude,
e disposer d'une représentation partagée, d’un référentiel commun a I'ensemble des intervenants
du projet (décideurs, ingénieurs procédé, opérateurs et concepteur du systéme d’aide),
* préparer |'acquisition des connaissances.

La méthode SAGACE de modélisation des systémes complexes a été utilisée dans cette optique et
appliquée au Prototype Evolutif de Vitrification de Marcoule. La particularité de cette méthode est
gu’elle ne cherche pas a se substituer aux méthodes classiques d’analyse, elle propose plutét un cadre
descriptif a partir duquel peuvent s’articuler les connaissances acquises par le biais de ces méthodes.
SAGACE est également intéressante en ce sens qu’elle permet de répertorier et d’organiser les
connaissances liées, notamment, aux modes de fonctionnement et aux configurations de marche du
processus de fabrication; cela constitue une avancée importante par rapport aux approches
classiques d'analyse. Ainsi, le cadre de modélisation que propose la méthode SAGACE permet
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d’entrevoir la possibilité d’exploiter cette connaissance, et pourquoi pas, de proposer aux opérateurs
ce type d’information au sein d'une interface de supervision.

PERSPECTIVES

Pour aller dans le sens de la mise en place d’une méthodologie de conception, il sera nécessaire de
lever certaines interrogations que nous considérons fondamentales, notamment :

* s'agit-il de changer la fagon dont les opérateurs conduisent ?

e s’agit-il d’accroitre la confiance des opérateurs envers les systémes informatisés ?

e s’agit-il de réduire les erreurs humaines ?

¢ l'introduction d’une aide modifie-t-elle I'organisation du travail au sein de I’équipe de conduite ?

En ce sens, les éléments de réponse contenus dans ce mémoire constituent une base pertinente de
réflexion .

Par ailleurs, la démarche méthodologique proposée dans cette thése était orientée vers la réduction,
voire la prévention des risques liés aux dysfonctionnements de I'opérateur, au sein d'un processus de
fabrication existant ou en voie d'étre construit. A plus longue échéance, il ne s'agira plus seulement
d’apporter une aide a I'opérateur (logique de correction) mais d’adapter le processus de fabrication
au fonctionnement humain et ce, dés la conception de l'installation (logique “écologique”). Cela
suppose une évolution profonde de la maniére dont les industriels congoivent le role de 'opérateur
de condauite.
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ANNEXE | : Modeéles de
I'opérateur

Une préoccupation de plus en plus importante de I'ergonomie et de la psychologie cognitive est de
concevoir des modéles de compréhension de I'activité humaine. Cela devrait permettre de
modéliser les aspects propres a la représentation et au raisonnement, afin de comprendre les
mécanismes ou les causes qui conduisent a la non performance. La distinction entre modéles de
représentation et modéles de raisonnement est une hypothése de travail généralement admise ;
nous conservons cette distinction pour décliner quelques modéles.

Les références citées sont communes a celles contenues dans le chapitre |, sauf pour certaines qui
sont indiquées en note de bas de page.

A.l1 MODELES DE REPRESENTATION

Les représentations mentales que I'opérateur élabore sont essentiellement orientées vers l'action
[OCHAN 71]1 [GOODST 82] [RASMU 79]. Deux approches sont envisagées : celle de de Keyser, en
psychologie du travail, qui porte principalement son attention sur les aspects temporels de la
perception du processus par I'opérateur, et celle de Rasmussen, en psychologie cognitive, qui porte
son attention sur les représentations qu’il décrit au travers d’une hiérarchie de modéles, prenant
chacun en compte un des aspects suivants : les évolutions du processus, les jalons et délais de
production, la fonction des appareils, leur réle dans le processus, la position des capteurs et
actionneurs.

Al1.1 Modéle de De Keyser

Les études menées en psychologie du travail par de Keyser nous fournissent des indices quant a
I'activité des opérateurs face a un processus qui évolue dans le temps [DE KEYS 90b]. Selon l'auteur,
l'opérateur se fonde sur des aspects temporels pour se batir une représentation du comportement
global [ui permettant d’effectuer un suivi en temps réel du processus.

Quatre modes de perception de la dynamique du processus sont introduits: intériorisation des
phénomenes selon leur fréquence d’occurrence, mode logique, mode causal, et mode de
I'horloge.

Le premier mode de perception implique I'intériorisation des phénoménes qui surviennent avec
régularité. En effet, I'opérateur est capable d'appréhender des rythmes, d'estimer des durées qui

1p.A. Ochanine, L’homme dans les systémes automatisés, Sciences du Comportement, Dunod, 1971.
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surviennent de fagon réguligre, ou des scheémes? d'actions qui s'enchainent dans un ordre identique.
L'opérateur fait confiance a cette intériorisation, méme s'il doute régulierement de la fiabilité de
l'instrumentation et des machines. Il semble que l'opérateur accorde un grand crédit aux rythmes
qu'il a pu déceler. L'intériorisation permet une économie du comportement puisque la prise
d'information sur le monde extérieur est réduite, I'anticipation est possible et l'incertitude, source de
stress, diminue.

En mode logique, le temps est estimé au travers de la mise en relation d’événements du processus
ou d’actions de I'équipe. L'opérateur se fonde ici sur la notion de repére temporel, de détail
pertinent qui lui permet de savoir s'il y a passage d’un état de fonctionnement a un autre. Ces repéres
correspondent aux propriétés des événements qui jalonnent les phases d'exploitation : relations entre
événements (ordre et durée des taches), occurrence (fréquence, régularité) et observabilité, selon
qu'ils sont observables directement sur le procédé ou par visualisation sur un écran de controle.

~

"Il semble donc bien que, a condition d'avoir une richesse informationnelle suffisante dans
I'environnement et une bonne expérience du systéme, 'opérateur puisse, a travers ce mécanisme de
mise en relation d'événements, non seulement établir des successions ou des durées, mais également
saisir des moments trés précis du systéme - non pas au sens de I'horloge, mais trés précis par rapport
a un ensemble de conditions devant &tre remplies pour qu'un événement se produise et que, par
exemple, une action soit déclenchée" [DE KEYS 87)3.

En mode causal, I'opérateur se fonde sur une mise en relation d’'événements physiques basée sur
la causalité pour évaluer la dynamique des phénomeénes au sein du processus. C'est une fagon de
percevoir le temps. '

En mode horloge, le temps est pergu comme une contrainte extérieure a l'opérateur, extérieure a
l'action, qui peut servir tantét de mesure, tantdt de repére. Elle s'exprime en termes de délais a
respecter, de butées temporeiles et peut influencer les stratégies de conduite : obligation de tenir
les délais, de commencer et de finir a des heures fixes, etc.

Ces butées forment un cadre temporel rigide a I'intérieur duquel I'opérateur doit faire tenir tous les
événements du systéme. L'opérateur doit, en effet, déterminer I'état présent du systéme du point de
vue de I'avancement des phases du processus et du déroulement des actions de I'équipe, estimer ce
qu’il reste a2 accomplir avant la butée temporelle (cela suppose la mémorisation des séquences
d'événements et de leur durée habituelle en temps d'horloge). Enfin, il a pour charge de comparer le
temps théoriquement nécessaire et le temps restant avant la butée.

A.l.1.2 La hiérarchie d’abstraction de Rasmussen

Afin- de s’assurer la maitrise de la complexité, I'opérateur se représente le systtme selon différents
niveaux d’abstraction [GOODST 82] [RASMU 79, 81, 83, 84] [VICEN 92]. Il est capable de
sélectionner la représentation qui convient le mieux pour le probléme a résoudre.

25¢cheme d'action : ensemble structuré des caractéres généralisables d'une action, c'est-a-dire ceux qui
permettent de répéter la méme action ou de l'appliquer a de nouveaux contenus [HOC 87].

3V.de Keyser, La communication hommes-machines dans les systémes complexes, Action FAST, Programmation
de la Politique Scientifique, Bruxelles, 1987,
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Rasmussen envisage les modéles de représentation de I'opérateur en introduisant deux hypothéses
fondamentales :

¢ (1) 'homme se congoit le monde environnant au travers de modéles de représentation. Dans e
cadre de la conduite de processus, |'opérateur se fonde sur une représentation des aspects
fonctionnels et comportementaux de l'installation afin de détecter des écarts par rapport a un
état de référence (I’état normal), de leur associer une cause probable et un niveau d‘urgence, et
d’anticiper I’évolution du systéme,

* (2) 'homme s’assure la maitrise des systtmes complexes en naviguant dans une hiérarchie de
modeéles (abstraction hierarchy) construite au travers de modéles décrivant chacun les objectifs,
les fonctions, le procédé ou son comportement, et enfin l'installation et ses composantes
physiques.

Le processus peut étre pergu selon divers niveaux d’abstraction, c’est-a-dire par un modéle décrivant
les fonctions générales qu’il est censé assurer (les services) ou bien par un modéle décrivant les
éléments techniques qui assurent des fonctions spécifiés. Hoc assimile cette hiérarchie d'abstraction a
une hiérarchie de mise en ceuvre selon la relation de décomposition d’un tout en ses parties [HOC
871].

Par exemple, la fonction Chauffer un réacteur chimique peut &tre matériellement prise en charge par
une résistance électrique, une chaudiére & gaz ou par un four a induction, etc. C’est donc une
description qui ne fait pas d’hypothése, a priori, sur les appareils qui assureront la fonction.

Le processus peut également é&tre pergu selon divers niveaux de raffinement, c’est-a-dire qu’il peut
étre pergu en termes de sous-systémes, d’unités ou d'appareils, selon le grossissement désiré ; cela est
vrai quel que soit le niveau d’abstraction.

Pour donner une idée du contenu de ces modeles, Rasmussen propose des exemples de modéles
habituellement employés pour décrire un systéme : ce sont par exemple les schémas d’installation ou
les plans de fonctionnement, les modéles décrivant les liens de cause a effet entre les fonctions du
systéme et entre les variables. 1l faut noter que ces modéles n’ont qu’un caractére descriptif et qu'ils
ne doivent pas étre confondus avec des modeles de représentation (les modeles mentaux), qui ont
un caractére implicite et sont, par conséquent, non accessibles.

Rasmussen a, par ailleurs, établi une classification de modéles de description des aspects
fonctionnels et structurels relatifs aux systémes industriels qui distingue le niveau anatomie (physical
form), le niveau structuro-fonctionnel (physical function), le niveau des fonctions génériques
(generic function), le niveau des fonctions abstraites (abstract function) et enfin le niveau objectif
(functional purpose) [RASMU 79].

La hiérarchie d’abstraction est décrite en partant des modéles de plus bas niveau pour aboutir aux
modeles abstraits.

Le premier type de modele décrit 'anatomie du systéme, c’est-a-dire la maniére dont peut étre
pergue l'installation. Au premier abord, l'installation est décrite par ses dimensions ou sa forme et, de
maniére générale par les informations que nous fournissent nos sens (vision, audition, toucher). Une
vision plus structurée décrit I'installation selon ses composantes caractéristiques. C’est une description
évidemment partielle mais qui est orientée sur les préoccupations de I'observateur. En 'occurrence,
I'opérateur de conduite a besoin de connaitre I'emplacement et les moyens d’accés aux appareils
dans la mesure ou il lui sera nécessaire d'effectuer certaines opérations sur l'installation. C’est
également une description finalisée qui privilégie la prise en compte de certains appareils au
détriment d’autres (vannes, pompes, etc.), considérés comme moins vitaux. Pour I'ingénierie ou la
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maintenance, l'installation peut é&tre décrite au travers de cartes, de plans, de schémas, également
partiels mais suffisants pour I'objectif visé. Dans le domaine du génie chimique, la description des flux
et appareils principaux est privilégiée, sans que soient nécessairement pris en compte les servitudes et
les composants redondants.

Un modeéle structuro-fonctionnel est intermédiaire entre une description purement fonctionnelle et
une autre purement structurelle. C’est une vision qui prend en compte les notions de fonction et de
composante physique associée. Nous distinguons deux fagons complémentaires de décrire ce niveau.

Une premiére description fait intervenir le couple variables/relations, qui associe a chacune des
variables mesurables une évaluation quantitative de I'état du procédé ; pour I'ingénieur, ce niveau
correspond a la modélisation du comportement des appareils, c’est-a-dire a des équations, des régles
de calcul permettant de qualifier |’état du systéme par estimation ; pour I'opérateur, cela correspond
a des régles qualitatives d'influence entre variables, acquises par expérience.

Le second type de description prend en compte les objets physiques (appareils ou sous-ensembles
d’appareils) et leur associe des propriétés du type fonction assurée, critéres qualitatifs d‘évaluation de
I'état global ou de l'occurrence d’un événement, et régles d'interactions entre objets ou avec
I'environnement. C’est une description qualitative du comportement du systéme qui semble adaptée
au raisonnement de I'opérateur de conduite.

Un modeéle décrivant les fonctions génériques fait abstraction des objets physiques et décrit
spécifiquement les grandes fonctions du systéeme, c’est-a-dire une “boucle de régulation”, un “circuit
de refroidissement”, etc. La prise en compte de ces fonctions et de leurs interactions constitue un
modéle de comportement basé sur l'expression des propriétés physiques des composants
(électriques, chimiques et mécaniques). Comme pour le niveau structuro-fonctionnel, nous
distinguons deux descriptions.

La premiére description met en jeu les variables physiques et des lois de comportement, la seconde
décrit les fonctions élémentaires (génériques) et leurs interactions. Un modéle utilisant le premier type
de description est issu de I'analyse technique, d’une modélisation numérique. ll représente, pour
l'ingénieur, une description des phénomeénes physico-chimiques impliqués.

Un modele utilisant le second type de description est issu d’une analyse fonctionnelle fine, dont un
intérét est de décrire les moyens de rendre compte du niveau de réalisation de chacune des fonctions
impliquées. C’est typiquement le point de vue de I’automaticien (une boucle de régulation peut étre
représentée au moyen de schémas blocs). Pour I'opérateur de conduite, ce modéle décrit les critéres
de performance fonction par fonction.

Un modele décrivant les fonctions abstraites décrit le fonctionnement souhaité du systeme sous
forme de processus de transformation de matiére, d’énergie ou d’information. Il permet, pour
Vingénieur, de décrire les choix techniques sous forme de fonctions dont le systéme est (ou sera)
doté, et de déterminer les critéres de performance relatifs a8 chaque fonction. Pour 'opérateur, ce
niveau indique les critéres généraux de performance.

Un dernier modéle permet de décrire les objectifs du systéme de production. Il correspond pour
I'ingénieur aux caractéristiques du produit attendu, qui se traduisent en termes de spécifications
quantitatives et qualitatives de production, ainsi qu’en termes de spécifications de sreté. L'analyse
fonctionnelle de besoins permet de définir et d’organiser les fonctions qu'il faudra intégrer au futur
systeme. Pour I'opérateur, ce niveau peut correspondre a la description des objectifs de production
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traduites sous une forme plus.opérationnelle : cadence de production, délais, impératifs opératoires
(consignes).

Est présentée, dans les tableaux A.l.1 et A.l.2, une interprétation issue de deux articles de Rasmussen :
[RASMU 79] et [RASMU 84]. Nous avons fait en sorte de distinguer les connaissances utiles en étude,
conception et maintenance (contexte faiblement contraint par le temps) des connaissances utiles en
conduite (contexte fortement contraint).

L'opérateur utilise ses modeéles d’abstraction pour raisonner sur le processus : il explore de fagon
ascendante ses niveaux d’abstraction afin de répondre au pourquoi (ou raisonnement montant qui
permet d’expliquer pourquoi la fonction n’est plus correctement remplie, en partant d’observations
du monde physique). Une fois le diagnostic effectué, 'opérateur effectue alors une exploration
descendante des niveaux, ce qui lui permet de répondre au comment (raisonnement descendant
permettant d’expliquer comment la fonction peut étre correctement remplie, c’est-a-dire en quels
termes une décision de correction peut se traduire au niveau des composants).
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performances recherchées.

o Spécification des propriétés
fonctionnelles du systéme et
contraintes environnementales
(liens entre variables ou états et
événements extérieurs, ses bornes,
les contraintes externes et effets)

o Spécification des bornes du
systeme.

* Description du fonctionnement
désiré et les plages de variation
acceptables des principales
variables,

Nivegu d'abstraction Descriptif du niv Ftud rception ‘Descriptions utiles en conduite
maintenance
Obiectifs * Définition des objectifs et o Partie opérative : spécifications

fonctlonnelles et techniques ;
contraintes de production, de
performance, et contraintes portant
sur les énergies nécessaires et les
matieres d’entrée et sous-produits
rejetés ; contraintes relatives aux
spécifications du produit a réaliser,
contraintes de sOreté.

* Partie commande : Objectifs du
systéme de contréle-commande,
consignes, tables de décision.

» Objectifs et consignes de
production.

* Valeur requise des variables et
paramétres du systéme.

» Consignes opératoires liées 3
des critéres de qualité du produit
attendu et de sOreté de
fonctionnement.

Fonctions
abstraites

 Définition du comportement
souhaité.

¢ Traduction des fonctions du
systéme en choix techniques.

o Description des critéres de
performance du systéme, relatifs
aux choix techniques (les moyens
de juger des performances du
systéme).

* Relations symboliques entre
variables.

* Description des flux de matiére,
énergie et information entrant en
jeu dans le processus.

o Partie opérative ; transactions de
matiére et d’énergie vues, par
exemple, sous 'angle de schémas de

transformation du type boite noire; de

graphes de causalité faisant intervenir
des flux de matiére et d’énergie. Lois
de conservation de matiére et
d’énergie . Constantes de
transformation physique.

» Partie commande : Réseau de flux
d’information ; opérations utilisant la
logique booléenne (tables de vérité).

» Description qualitative des
transformations.

¢ Relations de cause a effet entre
variables pertinentes.

o Entrées et sorties principales.

 Fonctions principales.

o Critéres globaux de
performance.

Fonctions
génériques

o Principes sur lesquels sont
fondées les transformations ;
fonctions génériques.

* Description des connaissances
liées a la dynamique des
phénoménes mis en jeu, au
travers des variables et de leurs
interactions, des fonctions et des
événements qui déterminent le
niveau de performance atteint.

* Description de fonctions
standard, indépendamment de
leur implémentation physique.

* Les fonctions sont exprimées en
termes de transformations
chimiques, électriques, ou
mécaniques ; les propriétés

respectives de ces fonctions, sont

exprimées sous forme
d’interactions.

* Partie opérative + (Modgles
variables/relations ): régles, lois ou
propriétés générales du domaine liant
les variables entre elles. Ces modéles
caractérisent les propriétés physiques,
chimiques, électriques du systéme, et
font appel a des tables physico-
chimiques, des lois physiques
générales (ontologies : Bemouilli,
Newton, Ohm, etc.) ou encore des
relations empiriques.

* Partie commande : modgles
d’automatique : schémas blocs (ces
schémas décrivent des objets auxquels
on attribue une fonction, des
propriétés et des capacités a interagir).

* Les modeles variables/relations
résultent d’une analyse technique ou
d’une modélisation mathématique.

2 Madgle fonctions/propriétés : les
fonctions sont considérées comme
objets du modgle, et ont la propriété
d’interagir.

» Courbes d’étalonnage des
appareils.

* Plage de fonctionnement
nominal des variables principales.

» fvénements caractéristiques du
procédé .

* Régles permettant de
caractériser les états normaux et
dégradés du systeme.

* Fonctions mises en jeu dans le
processus et moyens de
déterminer si elles s’effectuent
normalement.

« Critéres de performance,
fonction par fonction.

Tableau A.1.1 : Niveaux d’abstraction des connaissances.
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“ ion Descriptif du_niv Modeéles d'étude. de conception, de Modeéles ytiles en conduite
maintenance
Structure- * Description des cqnnaissances ¢ Partie opérative : modéles décrivant * Modéle variables / relations :
N li€es & la dynamique des les variables du systéme et les lois qui représentation quantitative de
fonction phénomanes. régissent leurs interactions (régles de V'état du systéme au travers de
L i ! calcul, équations différentielles ou variables se référant a des objets.
¢ Description des variables qui courbes de réponse) Un tel modele décrit un réseau
caractérisent les états fonctionnels de relations d’influence
des composants (propriétés » Caractéristiques physiques des qualitatives entre variables.
physiques). appareils.
- * Plage de variation des
* Modélisation des * Partie commande : variables variables mesurables.
comportements du systéme sous | mesurées, plages de fonctionnement
forme de transitions d’états autorisées ; régles de production et » Caractéristiques des appareils
dynamiques. graphes d'événements. pertinents pour ia conduite.
» Partie opérative : Description des ® Structure QMU.LEMEL&L&L
« Organisation des appareils propriétés des composants au travers "epgze:;raigg;fu :g’l?::gxfaf
assurant les fonctions spécifiées | de modéles de comportement (arbres 9 5
de conséquences, arbres des causes) 3 9'°ba'ests - éttat ‘:i“ systeme{é
 Description des propriétés evenements, et actions associees
fonctionnelles des appareils, (corrections, ajustements).
représentées par des corrélations o Partie commande : Grafcet, Réseaux o Ces modéles sont constitués
en temps et espace des de Pétri par des régles empiriques, des
changements survenant dans e Petn. associations issues de.
I'environnement (interactions Iexpérience (elles constituent
_ objet/objet ou ainsi le niveau privilégié du
objet/environnement). raisonnement causal en langage
naturel).
» Plans d’organisation des objets
du systéme pour l'action
(appareils clés, commandes,
mesures).
* Organisation de la partie
opérative et propriétés des
composants clés.
Anatomie * Identification des objets selon * Plans d‘installation (schémas o Perception visuelle, tactile et
des critéres physiques directement | Flowsheet), noms et codes employés, auditive de I'installation.
observabies : forme, dimension, situation géographique, etc.
relations entre objets, * Noms, labels et localisation
identification de familles d’objets ¢ Famille d’appareils, taxinomie des appareils.
(vanne, jonction, cuve,etc.). d’objets génériques ainsi que de leur
mission associée. (la vanne a pour
mission le régiage d‘un débit, la
jonction de faire transiter un fluide, ia
* Agencement spatial. cuve de stocker de la matiére).
* Photos, localisation des
équipements.

Tableau A.1.2 : Niveaux d’abstraction des connaissances (suite).

Les propriétés de cette classification sont les suivantes :
¢ chaque modéle représente un point de vue du méme systéme,

e chaque modéle (ou strate) contient son propre ensemble de termes, de concepts et de
principes (autrement dit, chague modele représente une classe spécifique de contraintes),

* 'opérateur choisit le modéle qui lui convient pour appréhender le processus; ce niveau est
fonction de son domaine de compétences et de ses objectifs,

* les exigences de fonctionnement, définies a un niveau d'abstraction quelconque, se traduisent
sous forme de contraintes de réalisation aux niveaux inférieurs ; a l'inverse, I'évolution de I'état
du systéme est déterminée par I'effet des niveaux inférieurs sur les niveaux supérieurs,
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* |'organisation en degrés d'abstraction permet d’améliorer la compréhension du systéme : le
parcours ascendant des modéles d’abstraction permet de mieux appréhender les objectifs
assignés au systéme, alors qu’un cheminement descendant permet de comprendre comment
ces objectifs peuvent étre atteints.

Al.2 MODELES DE RAISONNEMENT

Les modeles de raisonnement caractérisent les traitements effectués par 'opérateur pour résoudre
une situation. Deux modeéles sont décrits ici : le modéle proposé par Rasmussen (1983), qui constitue,
a ce jour, le modeéle de référence pour ergonomes, psychologues et automaticiens ; et le modéle
proposé par Rouse (1983), moins connu mais qui présente quelques similitudes intéressantes.

A.l.2.1 Le modele SRK de Rasmussen

Rasmussen introduit I'hypothése selon laquelle I'opérateur adopte des comportements qui dépendent
de trois situations-types : familiére, répertoriée et inconnue. Les situations familieres correspondent
pour l‘opérateur & des comportements de routine, les situations répertoriées caractérisent des
comportements fondés sur des régles, et les situations inconnues a des comportements typiques de
résolution de probléme, encore appelés comportements basés sur les connaissances.

Le comportement routinier (Skill-Based Behavior ou SBB) correspond aux actions réalisées de maniére
réflexe, de fagon non consciente, automatique.

Le comportement basé sur des régles (Rule-Based Behavior ou RBB) caractérise quant a lui une
situation connue, pas nécessairement familiére mais répertoriée par les concepteurs de l'installation
comme situation prototype, et pour laquelle des procédures ont été mémorisées.

Enfin, le comportement basé sur les connaissances (Knowledge Based Behavior ou KBB) traduit un
comportement de résolution de probléme fondé sur les connaissances du systeme surveillé. I est
activé lorsque le sujet est face a une situation nouvelle, c’est-a-dire non familiére et non anticipée,
pour laquelle il ne posséde ni savoir-faire ni régles déja construites. La situation demande alors
I'élaboration d’un plan d’action, en fonction des buts poursuivis. Cette élaboration nécessite le
recours a un modéle mental (une représentation) du systeme controlé, qui permet notamment une
estimation des effets du plan élaboré, et donc son évaluation [RASMU 83] [FALZON 89]4.

La figure A.L.1 reproduit le processus de résolution proposé par Rasmussen, dans lequel I'activité de
décision est considérée comme un traitement séquentiel d’'informations [RASMU 84]. L'auteur
distingue un chemin “montant” (observation, identification, interprétation et évaluation des
priorités) et un chemin descendant (choix de I'état cible, formulation d’un plan d’action et
exécution).

Ce modele décrit I'ensemble des chemins cognitifs possibles qui conduisent a des actions sur le
procédé. Les comportements basés sur des stéréotypes sont décrits par des passages directs entre
observation et sélection des taches a effectuer. Pour les comportements basés sur des regles, il y a
sélection des procédures a mettre en ceuvre puis identification des taches a appliquer. Le
comportement basé sur des connaissances requiert I'évaluation de la situation en considérant des

critéres de performance, par exemple, et la définition d’une stratégie opératoire. Ce schéma indique
P P g

4p, Falzon, Assister I'activité, AVIGNON 1989, vol. n°1, pp. 383-391.
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qu'il n'y a pas de distinction nette entre classes de comportements. En réalité, plus le chemin
observation - action comporte d’étapes, plus il aura tendance a étre associé a un comportement basé

sur les connaissances.
Définition d'une stratégie en fonction
de critéres de performance 3 atteindre

INTERPRETER
Conséquences pour la tAche en cours
1 en termes de sireté, d'efficacité, etc.

atteindre | Quelles madifications, en termes de
8 condilions opérataires, cefa impligue ?

DEFINIR LA TACHE
élection des modifications 3 apporter

Ensemble
'observations

e e Z
OBSERVER 2 Lt FORMULER UNE PROCEDURE
Traitement préliminaire des Planifier la séquence d'actions a
informations et des données i exécuter

Procédure

ACTIVATION
Détection d'un besocin de traitement
de données

EXECUTER
Coordonner les actions de correction

En traits gras : Comportement basé sur les connaissances (KBB)
. Comportemnent basé sur les régles (RBS)

® Comportement basé sur les automatismes (SBB)

Figure A.L.1 : Le processus de raisonnement proposé par Rasmussen.

Le comportement basé sur les connaissances et les modeéles d'abstraction sont en fait
interdépendants. En effet, le systeme décisionnel (décision programmée pour le SNCC et décision
“vraie” pour l'opérateur) a pour tache de s'assurer, par des actions appropriées sur I'installation, que
I'état du systéme est en accord avec I'objectif spécifié. 1l est possible d’associer intuitivement un degré
d‘importance des fonctions qui figurent dans la hiérarchie de modéles d'abstraction, sachant que plus
la fonction est “abstraite”, plus une défaillance a son niveau peut remettre en cause |'objectif global
du systéme. Ainsi, dés qu’un défaut est décelé, il s’agit de déterminer le degré de priorité de la
situation en se référant au niveau d'abstraction qui voit un de ses éléments perturbé. On attribue, en
général, le degré de priorité le plus fort au niveau d’abstraction le plus élevé. L'opérateur doit ensuite
effectuer un balayage du type “top-down” en trois temps. En premier lieu, il y a évaluation des
conséquences du défaut en regard de I'objectif et de la sécurité, de fagon a déterminer si un état de
repli doit étre envisagé. En second lieu, I'opérateur évalue de la possibilité de reconfigurer
I'installation en faisant appel a des fonctions et ressources de secours (disponibilité et capacité de
traitement). Enfin, la cause matérielle du défaut est recherchée. L'ordre de ces opérations dépend
évidemment de I'urgence.
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En situation de résolution de probléme, |'opérateur explore de fagon ascendante ses niveaux
d’abstraction afin de répondre a la question du “Pourquoi” (ou raisonnement "bottom-up” qui
permet d‘expliquer pourquoi la fonction n’est plus correctement remplie, en partant d’observations
du monde physique) ; ayant déterminé la source de la perturbation, I'opérateur effectue alors une
exploration descendante des niveaux, ce qui lui permet de répondre au “Comment” (raisonnement
"top-down” permettant d’expliquer comment la fonction peut étre correctement remplie, c’est-a-
dire en quels termes une décision de correction peut se traduire au niveau des composants).

Pour évaluer la situation, I'opérateur a besoin d’informations du niveau considéré (structure
fonctionnelle et état du processus), en méme temps que d’informations du niveau supérieur (utilité
de la fonction considérée) et du niveau inférieur (comment appliquer la décision).

A.l.2.2 Modele de Rouse

Le modele proposé par Rouse distingue trois niveaux généraux de résolution de probléme: 1)
reconnaissance et classification (identification du probléme), 2) planification (processus a partir4
duquel la démarche de résolution de probléme est élaborée) et 3) exécution et contrdle (mise en
ceuvre de la solution élaborée et vérification de son effet) [ROUSE 83].

Le premier niveau concerne la reconnaissance et la classification de la situation. L’auteur indique
qu'il existe deux modalités de perception d'un processus, selon le type de probléme auquel
l'opérateur a a faire face :

* au travers des caractéristiques d’une situation donnée : I'opérateur a reconnu une situation
par analogie avec des situations déja vécues, c’est-a-dire grace a la perception des
caractéristiques de surface de cette situation.

* au travers de la structure du systéme : la situation est inconnue de I'opérateur et il est contraint
d’effectuer une analyse du probléme, c’est-a-dire rechercher la cause de dysfonctionnement en
menant un raisonnement basé sur ses connaissances générales du processus (une forme de
connaissances générales est I'organisation physique de l'installation, par exemple).

La planification traduit le processus a partir duquel la démarche de résolution de probléme est
élaborée. Dans le cas des situations familiéres, I'opérateur décide des taches, du script et des
procédures a mettre en ceuvre (réponse orientée état).

Si la situation n‘a pas de précédent, |'opérateur doit se servir des informations structurelles
(schémas de flux) afin d’envisager des alternatives, prévoir et évaluer les conséquences (réponse
orientée structure).

Enfin, I'étape d’exécution et contrdle voit I'application de deux types de régles, selon que la
situation est familiere ou non. Elles sont appelées régles symptomatiques (S-régles), dans le cas de
situations familiéres, et des régles topographiques (T-régles) dans les autres cas, c’est-a-dire quand il
s’agit d'effectuer une recherche des causes de dysfonctionnement par étapes en raisonnant sur la
structure du processus (a noter que Rasmussen faisait déja état de ces deux modes de raisonnement
en 1978 [RASMU 78)).

En situation familiére, les S-régles élaborées permettent le passage direct de la reconnaissance a la
formulation d’actions. L'opérateur met en ceuvre la solution élaborée et en vérifie les effets. Dans les
autres cas, il met en ceuvre les T-régles pour rechercher les causes d’un dysfonctionnement.
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Face a un probléme, |'attitude d'un sujet ne se réduit pas a parcourir les trois niveaux de fagon
purement montante (bottom-up) ou descendante (top-down) ; I'opérateur navigue, en fait, a tous les
niveaux a la fois (ou presque).

Le modele précédemment décrit tient compte de ce constat, si ['on considére que les trois décisions
peuvent &tre, a tout moment, réévaluées : selon le modéle, 'opérateur pourrait, par exemple, mettre
en ceuvre des regles faisant appel a la structure du systeme (ou T-régles) et soudain abandonner cette
voie de recherche car la situation vient d’étre reconnue (les S-régles sont alors applicables).

Des conflits peuvent survenir si les trois décisions sont constamment réévaluées ; il s’agit alors de
définir un ordre de précédence : cette situation laisse une place importante a la subjectivité de
I'opérateur, qui peut choisir de décider si la solution est familiere, ou bien décider d’une alternative
qui maintienne l'orientation de résolution déja choisie.
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ANNEXE Il : Aspects
fonctionnels, organiques
et opérationnels
concernant le PEV

Dans le cadre du projet DIAGPEV, un recueil de connaissances concernant le Prototype Evolutif de
Vitrification (P.E.V.) a été effectué. 1l s’agissait de répertorier les diverses informations susceptibles
d’intéresser le projet. Est décrite ici une partie des informations collectées avant leur mise au format
SAGACE. Nous avons conservé le découpage d’un systéme selon les neuf points de vue de la
méthode afin de mieux faire percevoir ce que peut étre le contenu de chacun des neuf points de vue,
qui sont, tout compte fait, assez bien différenciés. Seront successivement passés en revue les trois
points de vue de la “vision fonctionnelle”, de la “vision organique”, puis de la “vision opérationnelle”.
La majeure partie de ce travail de recueil a été réalisée en participant au travail d’équipes postées
d’exploitation, et sur la base d'entretiens avec l'ingénieur procédé, un chef de quart et un opérateur.

I1.1. VISION FONCTIONNELLE

La vision fonctionnelle, selon SAGACE, permet de répertorier les connaissances concernant le
procédé, les phases de fonctionnement et les états de fonctionnement de I'installation PEV.

I.1.1 Le procédé

Le procédé de confinement des déchets de haute activité (c’est-a-dire les produits de fission, ou Pf)
issus du retraitement du combustible utilisé dans les réacteurs a eau pressurisée, consiste a enfermer
ces déchets a l'intérieur d’'une matrice de verre. Cette forme de piégeage est, en effet, considérée
comme la plus sare, et elle permet de réduire sensiblement le volume de déchets a stocker.

Les services demandés sont essentiellement : préparer les déchets a la calcination et les vitrifier, tout
en garantissant I'absence d’éléments nocifs (acides et radioéléments) dans I'environnement.

Préparer les déchets

Ce service revient a mettre les déchets, qui se trouvent initialement en solution ou en suspension dans
une solution aqueuse, sous une forme adaptée a leur vitrification. Dans la pratique, on calcine la
solution de maniére a obtenir une poudre, qui sera ensuite mis en présence de verre en fusion.

Vitrifier

Il s’agit de mettre en contact les déchets a I'intérieur d’'une matrice de verre en fusion. C’est la partie
du procédé qui pose le plus de problémes technologiques ; la fusion du verre impose des moyens de
chauffe particuliers, ainsi que des matériaux dimensionnés pour résister aux températures élevées. Par
ailleurs, la qualité du verre qui sortira est, pour une part importante, dépendante des paramétres de



200 Annexe Il

fonctionnement choisis, du dimensionnement et de la conformation du pot de fusion.
Garantir I'absence de rejet nocif

L’absence de rejet est une contrainte forte imposée aux exploitants. Il s’agit de mettre en ceuvre les
moyens permettant de garantir que les déchets ne puissent s’échapper sous forme de gaz (rejets
atmosphériques), ou de rejets liquides. Il s'avére donc nécessaire d’adjoindre une unité chargée de
traiter les gaz produits et d’éliminer les déchets des rejets liquides ; les recyclages permettent de
récupérer les éléments et de les réintroduire en amont du processus.

La solution de Pf étant fortement acide, il est également nécessaire de traiter les gaz de fagon a piéger
ces acides dans la phase aqueuse, qu’il faudra ultérieurement traiter.

Enfin, malgré toutes les étapes de traitement, il est possible que certains déchets ne soient pas piégés.
Pour parer ce risque, des filtres sont mis en place en fin de chaine.

11.1.2 Les activités

H N

Le fonctionnement du PEV est décrit par un séquencement de phases de fonctionnement enchainées
dans le temps telles que : démarrer, élaborer et arréter.

Démarrer

Le démarrage fait passer l'installation par une succession de d’activités qui conduisent au régime de
fonctionnement souhaité :

* mise en état du systéme de contrdle,

* mise en service de la chauffe du four de fusion,

* mise en service du circuit de traitement des gaz,

* Remplissage des cuves d'alimentation et de la trémie 1,

e initialisation des volumes, débits et paramétres de fonctionnement,

¢ mise en chauffe du four de fusion,

» vérification de l'automatisme de secours rotation calcinateur,

* mise en marche des alimentations,

* test de passage a l'eau.

Une fois le préchauffage effectué, l'installation est ensuite progressivement amenée au régime
nominal. Ce programme de montée en régime peut subir des modifications en fonction des essais.

Elaborer

L'activité “élaborer” consiste a alimenter le pot de fusion en Pf et en fritte de verre, en énergie, de
maniére a inclure les éléments de Pf dans la matrice de verre. Le pot de fusion est considéré ici
comme un stockeur de matiére.

Cette phase de fonctionnement voit alternativement des activités d’alimentation en Pf et fritte de
verre, puis de coulée du verre élaboré.
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Arréter

Une fois la campagne terminée, les alimentations sont arrétées et le passage en eau automatiquement
établi. Un programme de refroidissement est alors mis en ceuvre : le tube de calcination est refroidi
progressivement en adaptant le débit d'eau.

1.L1.3 Les modes de comportement

Ce point de vue répertorie les modes de comportement, qui sont liés a des états fonctionnels jugés
suffisamment stables. On distinguera donc des modes de comportement tels que : nominal,
d’attente, de repli critique, ou encore d’arrét. lls correspondent chacun a un ensemble de flux de
matiére et d’énergie en entrée et en sortie spécifiques.

Mode nominal

Le mode nominal correspond a I’alimentation en Pf, fritte, adjuvant, et en énergie, c’est-a-dire que
I'ensemble des alimentions est activé et que du verre s'élabore.

Mode d’attente

Cet état caractérise la mise en attente du processus : I'alimentation en (Pf+adjuvant+fritte) est
remplacée par une alimentation en eau, tout en maintenant les entrées telles que la chauffe des
calcinateur et four de fusion.

On ne fait ici aucune hypothése sur les conditions qui aménent a ce mode ; il peut étre activé quand
le verre ne remplit pas I'ensemble des critéres de qualité, c’est-a-dire par |'opérateur, ou bien
automatiquement sur détection d’un défaut de dilatation sur le calcinateur.

Mode de repli critique

Ce mode caractérise un défaut de rotation du tube de calcination : il y a arrét des alimentations sans
passage en alimentation en eau. Cette mesure est prise pour éviter une déformation irréversible du
tube.

Mode d’arrét

Ce mode caractérise le processus PEV quand il n’y a plus d’entrée et de sortie de matiére et d'énergie.

I1.2. VISION ORGANIQUE
11.2.1 L’installation

La vitrification est un procédé en deux étapes qui comprend la calcination de la solution et la fusion
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du verre. Ces deux opérations sont réalisées par I'intermédiaire d‘une installation qui comporte
essentiellement :
* un calcinateur rotatif alimenté en continu par la solution a traiter qui effectue I'évaporation, le
séchage et la calcination partielle du résidu sec,
* un four de fusion qui fond le mélange calcindt et verre primaire pour produire le verre de
formule choisie; celui-ci est coulé a intervalles réguliers dans un conteneur métallique.

Un appareillage de traitement des gaz est associé a cet équipement. Il comprend un systéme de
dépoussiérage qui permet de recycler dans le calcinateur la majeure partie des poussiéres entrainées
et un ensemble de dispositifs pour la condensation, la recombinaison des vapeurs nitreuses, le lavage
final des gaz et leur filtration.

Alimentations
Alimentation en Pf simulés

A partir de la cuve d'alimentation agitée mécaniquement, la solution est acheminée vers le calcinateur
par:

¢ un air-lift a double étage,

® une roue doseuse,

* un ensemble garde hydraulique-confluent.

La solution de Pf simulés est d'abord relevée par un air-lift sous vide, elle redescend dans un pot a
niveau constant d'ol elle est reprise par un air-lift a submergence naturelle, pour alimenter la roue
doseuse. Le trop plein de cette roue doseuse se déverse dans la cuve.

Le débit d'alimentation est réglé sur la roue doseuse. Il correspond au régime nominal et la solution
est ensuite introduite dans le calcinateur par l'intermédiaire d'une garde hydraulique et du confluent.
La garde hydraulique regoit en plus la solution de recyclage du dépoussiéreur et c'est le confluent qui
regoit I'adjuvant de calcination. Des alimentations en eau sont prévues sur la garde hydraulique et sur
le confluent. La premiere est utilisée pour le ringage, la seconde pour le maintien en alimentation du
calcinateur en cas d'incident ou pendant la phase d'arrét de l'installation. L'envoi d'eau vers le
confluent se fait au débit de la roue doseuse par ['utilisation d'une vanne suiveuse.

La cuve Pf est brassée mécaniquement afin de garantir une alimentation a composition constante,
mais aucun contrdle de la solution n'est effectué en ligne (vérification éventuelle par prise
d'échantillon ).

Depuis peu, le relevage primaire par air-lift sous vide est remplacé par une pompe, en raison d'un
probléme de désamorgage de l'air-lift dés que le volume de solution dans la cuve atteint le seuil
minimal. L'usage de la pompe permet ainsi d'éviter qu'il reste systématiquement un certain volume
de solution de Pf simulés inutilisés en fin de campagne. Cet air-lift reste tout de méme opérationnel,
c'est pourquoi il peut &tre considéré :

* soit comme alternative laissée aux exploitants en phase de conception d'essai,

* soit comme un systéme auxiliaire .

Alimentation en adjuvant

L'envoi de solution d’adjuvant de calcination se fait a I'aide d'une pompe doseuse via une garde
hydraulique. Son brassage est assuré par circulation via une pompe, et une pompe doseuse alimente
a faible débit le calcinateur.
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Alimentations en nitrate d'aluminium et en fines

Ces unités ne sont plus utilisées sur le PEV car les deux réactifs sont directement ajoutés a la solution
de Pf simulés. Mais elles peuvent toujours étre sollicitées, le cas échéant.

Alimentation en eau

L'alimentation en eau est employée en remplacement des alimentations en solution Pf, adjuvant et
recyclage. Elle est assurée par un systeme d’alimentation externe au PEV.

Alimentation en fritte de verre

La fritte de verre est distribuée a I'aide d'un équipement qui comprend :
* une trémie de stockage et un tapis de chargement,
* une trémie d'alimentation contrélée par pesage,
* une alimentation par godet taré basculant,
e un sas d'étanchéité comprenant plusieurs vannes a passage direct et des soupapes.

La fritte de verre est chargée manuellement sur la trémie de stockage, ou trémie 1, de maniere
périodique.

Unité de calcination

Elle comprend principalement :
¢ le tube de calcination et son systéme d'entrainement,
« |'embout supérieur du calcinateur,
¢ ['embout inférieur,
¢ le four de calcination.

Le tube de calcination est en acier forgé. Il repose incliné sur des galets et est entrainé par
l'intermédiaire d'une couronne dentée située a son extrémité supérieure. Le mouvement de rotation
est transmis a cette couronne par un pignon a partir d'un moteur électrique. Ce moteur est doublé,
en cas de défaillance, par un second moteur électrique (reprise secours de rotation tube).

Une barre folle et une grille situées a l'intérieur du tube permettent l'obtention d'un calcinat de
granulométrie déterminée. Le calcinat sort au niveau de I'embout inférieur. Il tombe ensuite par
gravité avec la fritte de verre dans le pot de fusion.

L'embout supérieur permet d'assurer I'étanchéité du tube et d'absorber son déplacement du fait de la
dilatation.

C'est au niveau de lI'embout supérieur que se situent le départ vers l'unité de traitement des gaz et
I'entrée de I'alimentation en solution. L'embout inférieur est relié au pot de fusion par une buse
cylindrique verticale et mobile qui repose sur la collerette supérieure du pot. Ce dispositif permet
d'accepter les déplacements qui résultent de la dilatation du pot et de réaliser une liaison étanche et
démontable avec le pot par l'intermédiaire d'un joint de verre, fusible a basse température.

Le four de calcination comporte plusieurs zones de chauffe indépendantes formées chacune de deux
demi-coquilles. Les premiéres zones sont destinées a I'évaporation et au séchage de la solution, et les
autres zones sont dédiées a sa calcination.

Les manchettes inférieure et supérieure du calcinateur sont balayées par un flux d'air qui est mélangé
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au gaz procédé. Cela permet d’assurer I'étanchéité du calcinateur.
Unité de vitrification

Cette unité comprend :
* le pot de fusion,
o |e four de fusion,
e l'appareillage électrique de chauffage,
¢ le refroidissement des inducteurs.

Le four de fusion est constitué par :
e un empilement d'inducteurs bétonnés qui reposent sur une dalle de béton; cette derniére
supporte également le pot de fusion et comprend les deux inducteurs de coulée,
® une assiette de maintien,
* un moufle qui joue le réle d'écran thermique entre le pot de fusion et les inducteurs.

Les inducteurs sont constitués par du tube de cuivre refroidi par eau et noyé dans le béton.

La conception du four est a dalle amovible, le four et ses connexions restant fixes. Aprés descente de
la dalle qui supporte le pot, on réalise une translation qui permet le remplacement de ce dernier.

De nombreux thermocouples, internes et externes, permettent d’effectuer le suivi de la vitrification.

Un jeu de cannes de brassage, plongeant dans le pot de fusion, permet d’obtenir un verre
homogene.

Unité de traitement des gaz

Les unités qui assurent le traitement des gaz sont :
* unité de dépoussiérage, qui est chargée de piéger et recycler les poussiéres,
* unité de condensation, qui élimine I'eau des gaz issus du dépoussiérage,
* unité de recombinaison, qui piége les vapeurs nitreuses,
» unité de lavage, qui assure un lavage de sécurité.

Unité de dépoussiérage

La colonne de dépoussiérage se compose :
» d'une colonne a chicanes & contre-courant,
e d'un corps inférieur avec double enveloppe chauffée a la vapeur, destiné a la rétention du liquide
chargé a partir duquel se fait l'arrosage des plateaux et le recyclage en amont du calcinateur,
e d'une zone intermédiaire comportant la tuyauterie d'entrée des gaz et les différents piquages
nécessaires au contrdle de l'appareil.

Elle a récemment été modifiée. On distingue a présent : un corps de colonne, un pied de colonne et
un bouilleur. Le brassage dans le pied de colonne est assuré par thermosiphon.

La solution contenue dans le pied de colonne est recyclée dans le calcinateur afin de ramener les
poussiéres entrainées. Cette solution est débitée au moyen d’une roue doseuse. Ce débit est
déterminé par rapport au débit d'air de propulsion de l'air-lift (déterminé par étalonnage).

Unité de condensation
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Cette unité est chargée de condenser la vapeur issue de I'évaporation des solutions de Pf simulés,
d’adjuvant et de recyclage.

Elle est constituée d’une colonne a chicanes et a double enveloppe pour le refroidissement des gaz.
Un échangeur thermique permet de refroidir les condensats avant d'étre renvoyés en téte de colonne.

Les condensats sont recueillis dans une cuve, qui est ensuite évacué dés que le niveau maximal de la
cuve est atteint.

Unité de recombinaison

La colonne de recombinaison est une colonne a plateaux arrosée par de l'eau et par un recyclage de
I'effluent de recombinaison, qui s'évacue par trop-plein a partir de la cuve de recette. L'arrosage de la
colonne se fait a |’aide d'une pompe.

Unité de lavage

La colonne de lavage recoit les gaz provenant de I'éjecteur a air et de I'unité de recombinaison. Elle
est constituée de plateaux perforés, arrosés par de I'eau et par I'effluent de lavage (recyclage par air-
lift). Cette solution est recueillie dans une cuve de recette, d'ou elle s'écoule par trop-plein vers I'égout
suspect.

Unité de filtration

Un ensemble de filtres servent a faire barriére aux derniéres poussiéres pouvant encore étre contenues
dans les gaz traités.

Unité de dépression de l'installation

La pompe a anneau liquide assure I'extraction finale des gaz. Elle est régulée en fonction de la
pression mesurée a la sortie de la colonne de lavage.

1.2.2 Les dispositifs logistiques

Les dispositifs logistiques sont les appareils qui assurent le déroulement du programme de
fonctionnement. Ce sont donc les automates, les régulateurs et le TDC. Quelques exemples sont
proposés ci-dessous.

Sur l’alimentation en fritte

L'alimentation en fritte est commandée par un automate : la masse du godet de fritte est fixe et la
fréquence de basculement est réglée au débit désiré avant essai sur I'automate ; une période sur 8
peut &tre modifiée par le systtme de controle et de commande (en l'occurrence le TDC 2000
d’HONEYWELL) pour corriger le débit réel selon la valeur désirée. Ce débit est de plus susceptible
d'étre ajusté par l'opérateur en cas de prises d'échantillon du calcinat, puisque dans ce cas, l'arrivée de
fritte est temporairement coupée ; cette action n'est jamais effectuée en situation de production
normale.
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Sur l'alimentation en eau

Le passage en eau est commandé par le TDC. 1l s’agit de stopper les différentes alimentations et
d’activer I'alimentation en eau. Le débit d'alimentation en eau est réglé avant essai (il doit étre
équivalent au débit total des solutions d'alimentation) ; la commande de la vanne d'alimentation en
eau est de type tout ou rien.

Au niveau du calcinateur

La régulation des températures du four de calcination s'effectue au moyen de régulateurs
indépendants.

Sur le pot de fusion

Le pot de fusion est chauffé sur plusieurs zones, chacune étant prise en charge par un régulateur
indépendant. La régulation agit sur la tension d’alimentation de chaque inducteur, par scrutation de
la température la plus haute de la zone. Pour chacune des zones de chauffe, un comparateur (externe
au TDC) sélectionne la température la plus élevée de la zone et la transmet au TDC, qui est chargé de
la régulation de la puissance de chauffe.

Sur 'unité de dépoussiérage

La chauffe est commandée manuellement par réglage du débit de vapeur usine. La température dans
le pied de colonne varie en fonction du débit d’évaporation choisi.

Une régulation maintient un niveau constant dans le pied de colonne par commande tout ou rien de
la vanne d'appoint d'eau.

1.2.3 Les configurations

Une configuration caractérise un ensemble d’appareils actifs. Cela permet de tenir compte des
appareils auxiliaires. Le PEV comporte peu d'appareils de secours, étant entendu que l'on ne
s'intéresse qu’aux appareils dont la mise en route ne nécessite pas I'arrét préalable de l'installation.
Pour I'exploitation du PEV, seule la rotation du calcinateur, considérée comme vitale, est secourue.

Configuration d’alimentation sans coulée

Les appareils assurant les alimentations en solutions, en fritte, et en énergie sont actifs. C'est une
configuration qui permet de remplir le pot de fusion, donc d’élaborer le verre.

C’est la configuration de marche normale, ol toutes les alimentations sont assurées.
Configuration de coulée avec alimentation

Cette configuration correspond a I'activation de la buse de coulée et au maintien des alimentations
en calcinat de Pf et de fritte dans le pot de fusion.

L'opération de coulée du verre est suffisamment longue pour pouvoir considérer une configuration de
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ce type.

Configuration de coulée sans alimentation

Cette configuration correspond a l'activation de la buse de coulée et a I'arrét des alimentations de
calcindt de Pf et de fritte dans le pot de fusion.

Elle peut étre effective apreés affinage du verre.
Configuration d’attente

Cette configuration correspond a la désactivation des alimentations en Pf, adjuvant et fritte, a
I'activation de I'alimentation en eau et sans coulée.

Plusieurs conditions peuvent y conduire : la configuration d’attente est considérée comme une
position de repli qui permet de protéger le calcinateur en cas de dépassement de seuil de dilatation ;
cette configuration permet également de mettre I'installation dans des conditions d’attente, ou
d’affinage qui offre la possibilité de laisser au verre en élaboration un délai supplémentaire avant de
couler. Il est alors possible d'arréter les alimentations et de se laisser un délai supplémentaire avant de
couler.

La dilatation du tube de calcination est une variable trés surveillée. La configuration de repli
correspond au remplacement des alimentations en Pf et adjuvant par une alimentation en eau. Celle-
ci remplace l'alimentation en solution afin de maintenir la dilatation a sa valeur de consigne. Si la
cause de la dilatation est due a un débit liquide insuffisant, le passage en eau constitue la solution la
plus indiquée pour maintenir le calcinateur dans les conditions nominales de fonctionnement, et cela
permet aux opérateurs de localiser le défaut et d’y remédier.

Configuration de secours

Cette configuration correspond a l'activation du moteur auxiliaire, afin de maintenir la rotation du
calcinateur, sur détection d’un probléme au niveau du moteur principal.

L'arrét de la rotation du tube de calcination peut entrainer, a terme, la déformation irréversible du
tube. Pour prévenir ce risque, il est prévu dans ce cas, I'arrét automatique des alimentations et
l'interdiction de passer en eau, tant que la rotation du tube n'aura pas repris.

Cette configuration est rendue effective par détection d’un probléme de rotation au niveau des galets
sur lesquels repose le tube du calcinateur.

Configuration de vidange

La vidange du pot est prise en charge par une seconde buse, appelée buse de vidange. Elle est
activée en fin de campagne.

Configuration d’arrét

Cette configuration correspond a I'arrét de toutes les alimentations liquide et solide, ainsi qu‘a I'arrét
de la chauffe des calcinateur et pot de fusion.



208 Annexe Il

11.3. VISION OPERATIONNELLE
Ici est cpnsidérée I'activité des opérateurs en fonction des contextes de fonctionnement.
1.3.1 L'équipe de conduite

PEV fonctionne ponctuellement (les essais effectués durent généralement une semaine) ; en dehors
de ces campagnes, les équipes de conduite sont chargées de piloter d'autres installations.

Trois équipes composées de 3 agents (un chef de quart, un adjoint et un opérateur) se relaient en 3*8
pour conduire le PEV.

Au sein de I'équipe de conduite, les taches sont réparties en fonction de la charge de travail des
opérateurs, et non en fonction de taches assignées préalablement (surveillance sur écran de controle,
surveillance des informations fournies sur I'armoire de contréle, intervention en local). Chaque
opérateur est susceptible d'intervenir sur chaque tache.

11.3.2 Les performances

Les performances principalement surveillées par les opérateurs sont liées a des critéres de qualité du
verre a produire : les températures internes du pot de fusion, le débit et la température de coulée.

En ce qui concerne PEV, les tiches de pilotage proprement dites consistent grossiérement a prédire la
qualité du verre pendant le remplissage du pot de fusion et a décider, une fois le pot rempli, l'affinage
ou la coulée du verre.

Un opérateur effectue une ronde toutes les heures environ pour vérifier ce qui ne peut I'étre que
localement (circuits d’eau et d’air de refroidissement, niveau de fritte dans la trémie 1, non
débordement de la cuve Pf di1 2 des mousses, etc.).

Les défauts a détection lente n’entrainent pas de passage en position de repli. Ce sont des défauts
que 'opérateur doit compenser pour assurer que les quantités de Pf et de fritte désirées sont bien
dans la fourchette de tolérance.

Pilotage des alimentations
Alimentation en solution Pf

Surveillance : surveillance des débits horaires et calcul du rapport fritte/Pf (voir paragraphe
concernant I'alimentation en fritte).

Maintien des paramétres nominaux: il n'y a pas de réglage particulier a effectuer, sauf
éventuellement une correction de compensation si le débit pendant I'heure précédente était trop
incorrect.

Le débit d'alimentation est estimé a travers la mesure de vitesse de rotation de la roue doseuse. Cette
mesure est vérifiée par la mesure du débit des condensats, au niveau du traitement des gaz.
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Pilotage avec des défauts

Il est possible de détecter une dérive de débit des alimentations en Pf par suivi de I'enregistrement de
la dilatation du tube, des puissances dissipées par le four de calcination, et des bilans sur la cuve Pf et
condensats.

Le cas qui pourrait se produire est le bouchage partiel des godets de la roue doseuse. La détection
d‘un tel défaut peut mettre une a deux heures, dans le cas d’'un bouchage important, ou bien
plusieurs jours si la diminution de débit est faible et progressive.

Alimentation en adjuvant

La solution d’adjuvant est préparée manuellement dans une cuve particuliére, puis transférée de la
cuve de préparation vers la cuve d'alimentation au moyen d'une vanne manuelle. Habituellement,
une seule charge suffit mais une campagne peut requérir une seconde charge d’adjuvant, donc
l'intervention d'un opérateur en local.

L'opérateur vérifie que les débits horaires d’adjuvant sont dans la fourchette admissible. Deux moyens
permettent de le calculer: le débit en sortie de pompe et la pesée de la cuve d'alimentation.
L'expérience montre que la pesée fournit des valeurs plus proches de la réalité.

Pilotage avec des défauts

L'absence momentanée d’adjuvant, ou une simple dérive de débit, n'a pas d'incidence sur la qualité
du calcinat, donc du verre. 1l a un effet notable sur le traitement des gaz, et sur la digestibilité du
calcinat (mauvaise calcination), et aucun sur la composition du verre. Dans le cas d'une interruption
prolongée de son alimentation (c’est-a-dire plusieurs heures), cela peut conduire a des bouchages.

Alimentation en fritte

Le débit de fritte est contr6ié par bilan massique sur la trémie d'alimentation (respect du rapport
fritte/verre).

Le passage effectif de chacune des charges est suivi au moyen de la mesure de la perte de charge
dans le conduit menant au calcinateur.

L'opérateur peut avoir un synoptique du fonctionnement du sas a fritte sur TDC, mais cette
fonctionnalité est trés peu utilisée.

Le TDC informe les opérateurs que la trémie 2 a atteint son seuil minimum et qu'il commande
I'alimentation de la trémie 2 via la trémie 1. De méme, la fin de son remplissage est signalée.

Par contre, la trémie 1 n'est pas instrumentée ; I'opérateur doit surveiller visuellement son niveau de
remplissage pour déterminer le moment ou il faudra la remplir. En moyenne, le remplissage s'effectue
une fois par poste.

Maintien des paramétres nominaux :

» l'ajustage du débit de fritte intervient quand le rapport fritte/verre n'est plus vérifié. L'opérateur
joue alors sur le débit de fritte pour revenir a une valeur satisfaisante. Les écarts observés (par
bilan horaire) sont généralement faibles, ils sont corrigés en modifiant le débit de fritte en
conséquence, par l'intermédiaire de la masse pesée sur le godet (le nouveau débit est maintenu
jusqu'au bilan horaire suivant).
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¢ le TDC effectue une régulation des débits de fritte. Les opérateurs ont d'ailleurs observé que ces
corrections n'étaient, la plupart du temps, pas justifiées. Il semblerait donc que le TDC
contraigne les opérateurs & prendre en compte ses limites de correction, puisqu'ils doivent en
corriger les effets : ils ajustent le débit de fritte de telle sorte que le TDC n'ait pas de correction a
effectuer (ajustage de la masse du godet de sorte a forcer le TDC a effectuer une correction dans
le sens d'une augmentation du temps de cycle uniquement).

Pilotage avec des défauts

Les opérateurs peuvent avoir a effectuer des envois manuels dans le cas d’un blocage du sas
d‘alimentation en fritte.

Pilotage de la calcination

Les parametres de la calcination définis pour une campagne sont :
¢ |a vitesse de rotation du tube de calcination,
» les températures des zones de chauffe du four de calcination,
* le débit de recyclage,
¢ le débit de la solution Pf,
» le débit de I'adjuvant de calcination ( concentration fixe ).

Les opérateurs ne peuvent avoir d'informations directes sur le calcinat. Cependant, les parametres
opératoires tels que: température des différentes zones du four, rotation des galets et débit
d’adjuvant correct, permettent d’effectuer le suivi de la calcination (de méme : mesures électriques
pour les résistances du four de calcination, dilatation du tube, mesures électriques relatives au moteur
d'entrainement du tube et la perte de charge dans le calcinateur).

L'air de balayage est réglé localement dés le démarrage de l'installation. Il n’y a pas de report en salle
de contrble.

La vitesse de rotation du tube est contrblée au chronomeétre environ toutes les semaines.

Pilotage avec des défauts

Le colmatage du tube de calcination est détecté par analyse des variations de puissances sur le four
de calcination. Le phénomene est progressif et lent.

Un des paramétres les plus surveillés est la dilatation du tube, qui dépend a la fois des débits
d'alimentation et de la chauffe du calcinateur. En régime nominal, la dilatation du tube est
pratiguement constante ; c'est un signe de "bon" fonctionnement. Cependant, une variation de cette
valeur est le signe d'un défaut (alimentations en solutions ou chauffe du tube). L'opérateur veille
également a prévenir I'encrassement de la manchette située entre le calcinateur et le dépoussiéreur.
En effet, il peut se produire une amorce de bouchage de la liaison calcinateur-dépoussiéreur, détectée
par augmentation de la perte de charge du calcinateur.

Un moyen utilisé par les opérateurs pour enrayer ce phénoméne est de provoquer I’engorgement de
la solution contenue dans le pied de colonne du dépoussiéreur (en augmentant le débit de vapeur de
chauffe) pour provoquer le reflux de solution vers le calcinateur. Cette action a déja montré son
efficacité.

Le moyen le plus courant consiste a rincer la manchette a I'eau, par I'intermédiaire de deux buses
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réservées a cet effet. La quantité d’eau injectée est prise en compte dans les calculs de bilans.
Pilotage de la vitrification

Les températures externes et internes du pot de fusion sont des paramétres les plus surveillés (le
synoptique du pot apparait quasi constamment sur I'écran du TDC 2000).

Lorsque la quantité de verre requise pour la coulée est atteinte, et si la température n'est pas
suffisante, le verre est affiné (correspond au passage en eau du calcinateur ; alimentations coupées,
maintien des consignes de chauffe du pot).

Le suivi du fonctionnement du pot de fusion consiste a vérifier que les températures externes restent
comprises dans les fourchettes de régulation, a surveiller I'évolution des températures internes au
cours du remplissage. Ces températures sont les principales données qui permettent de juger
I'homogénéité du bain de verre en élaboration (un écart de températures internes faible en 4 points
du pot indique que le verre en fusion est homogéne).

Un opérateur est spécifiquement chargé de s’assurer du bon fonctionnement du four de fusion. i
surveille :
* les températures externes et internes au pot de fusion (sur le TDC : valeurs instantanées ; sur le
micro-ordinateur : courbes d'évolution),
* le déphasage courant-tension a chaque changement de plot effectué par les régulateurs (toutes
les dix minutes), détecté de fagon auditive,
e le brassage du pot de fusion en local (rotamétres).
* les températures et débits d'eau de refroidissement du générateur MF,
* les mesures électriques au niveau des inducteurs et du générateur MF (puissance, intensité,
tension, déphasage),

Quelques coulées intempestives ont été, par le passé, recensées. Elles ne portent pas a conséquence
car le phénomeéne est rare et bref. Aucune intervention ni correction n’est ici possible.

Vieillissement du pot de fusion :

La déformation du pot de fusion, due a son vieillissement, impose a l'opérateur une surveillance des
températures externes, qui peut I'amener a ajuster la puissance délivrée sur le four (la régulation
s’effectue uniquement sur les températures externes ). L'ajustage de la puissance est une intervention
manuelle sur le jeu de barres et les capacités permettant de modifier les plages de tensions
applicables par les régulateurs.

Ajustages :
e réglage de la phase des inducteurs (sur I'armoire de contrdle en salle de conduite),
» modification des barres de tension : la décision est prise par le chef de quart, et la mise en ceuvre
est réalisée par un électricien.
* pendant |'affinage, I'opérateur peut baisser la tension générale appliquée aux inducteurs de
chauffe, ce qui permet de diminuer la chauffe du pot sans dérégler d’autres paramétres.

Panne de certains thermocouples du pot de fusion :

Méme si quelques thermocouples tombent en panne, il est possible d’extrapoler les valeurs de
température correspondantes d’aprés I'expérience acquise pendant leur bon fonctionnement
( cartographie thermique du pot de fusion, paramétres électriques de conduite ). Il faut surtout
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connaitre :
* |es variations de puissance consommée entre deux coulées pour chaque zone de chauffe,
- @ les points chauds du pot de fusion afin de ne pas les surchauffer en cas de défaillance du
thermocouple correspondant.

Dans le cas d’une insuffisance d'informations de recoupement des paramétres manquants, il faudra
envisager le changement des thermocouples défaillants, voire le remplacement du pot.

Pilotage de la coulée

La coulée est effectuée périodiquement lorsque les critéres suivants sont respectés :
¢ la quantité de verre nécessaire a été introduite,
* la température moyenne minimale est atteinte.

Avant coulée, un opérateur vérifie qu'un conteneur a été préalablement placé sous le pot de fusion.
Le conteneur est pesé en continu et permet le calcul des débits de verre. Cette mesure permet de
vérifier les bilans sur les entrées/sorties de matiére, afin de contrdler les éventuels phénoménes de
rétention dans le calcinateur. La coulée est commandée par mise en service de l'inducteur de coulée
( sur I'armoire de contrdle en salle de conduite ). Le temps d’amorgage de la coulée correspond au
temps entre la mise sous tension de la buse et le début effectif de la coulée.

Pendant la coulée, I'opérateur qui se trouve devant I'écran de contrdle vérifie que le TDC a détecté la
mise sous tension de la buse de coulée en vérifiant la remise a zéro des bilans matiéres. En local, un
opérateur effectue la mesure de la température du verre en sortie de pot, et les prises d'échantillon
demandées dans le cahier de définition d’essai.

Pilotage du traitement des gaz

La stabilisation du fonctionnement du dépoussiéreur requiert de la part de |'opérateur |’ajustement de
la température du pied de colonne (en jouant, en local, sur la pression de vapeur d’eau) afin de
garantir un taux d’évaporation suffisant tout en évitant I'engorgement de la colonne (retour de
solution vers le calcinateur, donc entraine certaines perturbations). Auquel cas un ajustage de la
chauffe, en local, peut s’avérer nécessaire.

Les bilans d’alimentation en solutions injectées en entrée du calcinateur sont régulierement calculés
par les opérateurs. Plusieurs méthodes permettent de s’assurer des bilans, par exemple : calcul a partir
des vitesses de rotation des roues doseuses et calcul a partir des cuves d’alimentation. Le bilan calculé
sur la cuve de condensats permet de vérifier les bilans globaux.

Pilotage avec des défauts

Le traitement des gaz est sans doute la partie du procédé la moins surveillée par les opérateurs.
Malgré tout, un parameétre permet de qualifier le bon fonctionnement du traitement des gaz: le
débit des gaz rejetés, mesuré en continu par le Venturi.

La diagnostic d'une entrée d'air, au niveau du traitement des gaz, est délicat car les informations
disponibles (débit venturi, course de la vanne de régulation) sont suffisantes pour détecter une entrée
d'air mais ne permettent pas de la localiser précisément.

Comptes-rendus d’exploitation

Les divers comptes-rendus émis par les équipes de conduite permettent a I'exploitant de vérifier le
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bon déroulement de la campagne. Trois supports sont utilisés :
e le cahier de quart, dans lequel sont recensés les rapports bilans et ainsi que les journaux
récapitulatifs quotidiens édités par le TDC,
* les rapports d’exploitation :
* émis toutes les heures,
* émis toutes les 8 heures,

e quotidien a 12h 30, qui répertorie les données concernant le fonctionnement du pot de
fusion, du calcinateur et du dépoussiéreur,
¢ les fiches d’état de linstallation recensent le nombre d’heures de fonctionnement, les
interventions et les modifications réalisées par les opérateurs.

1.3.3 La gestion du fonctionnement

[ ] |

Sont répertoriés ici les contextes qui conduisent I'équipe de conduite a adapter le programme de
fonctionnement du PEV face a de nouvelles consignes et pendant la montée en régime de
I'installation, ainsi qu‘a la détection de dérives normales et inévitables (c’est-a-dire les limites de
variation acceptables qui permettent de garantir I'élaboration d’un verre dont les caractéristiques sont
considérées satisfaisantes).

Il ne s’agit pas de répertorier les diverses taches effectuées par les opérateurs, mais plutét de
répertorier les contextes caractéristiques qui motivent la réalisation de ces taches.

Gestion des alimentations

Puisque le PEV a pour mission de tester diverses conditions d’exploitation du procédé de vitrification,
chacune des campagnes est caractérisée par un programme de fonctionnement particulier. Une des
caractéristiques du PEV est donc sa faculté a s’adapter a des conditions nouvelles ; ces conditions
changent pendant la campagne, puisque les exploitants testent, pour chaque conteneur a remplir, de
nouveaux paramétres de fonctionnement et/ou de nouvelles concentrations en éléments dans la
solution de Pf, ou encore divers types de fritte de verre.

Chaque programme spécifie la montée en régime, les temps d’alimentation, les coulées a effectuer, le
nombre de coulées, les conditions d’élaboration propres a chaque coulée, etc.

Pendant la montée en régime de l'installation, les débits d'alimentation sont progressivement
augmentés jusqu'a atteindre leur valeur nominale. La gestion du démarrage est, en majeure partie,
laissée a la charge des opérateurs, donc trés peu automatisée ; elle est définie par I'ingénieur procédé,
en fonction des objectifs de la campagne.

Gestion de I'alimentation en Pf

Montée en régime :

* Le débit est réglé par tatonnements : une fois que 'opérateur a déterminé la cylindrée de la roue
doseuse, celle-ci est intégrée dans le TDC et utilisée pour calculer le débit instantané de la roue
doseuse. Ce débit est ensuite ajusté par I'opérateur en jouant sur la vitesse de rotation de l'arbre
rapide sur le TDC (la cylindrée est préalablement mesurée avant chaque essai),
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e Cette vitesse est progressivement augmentée jusqu'a atteindre le débit nominal de solution Pf.

Adaptation : la solution de Pf comporte un grand nombre de composants et dont les exploitants
essaient de déterminer la contribution sur les caractéristiques du verre. Les exploitants jouent sur la
composition de la solution Pf en ajoutant par exemple un ou plusieurs éléments dans la cuve
d’alimentation. Cet ajout s’effectue en local, directement sur la cuve d’alimentation en Pf.

Gestion de I'alimentation en adjuvant

Montée en régime : le débit d’adjuvant est réglé localement en modifiant la course du piston de la
pompe doseuse et par lecture du débit instantané sur TDC.

Adaptation : les exploitants peuvent faire varier la concentration en adjuvant afin d’en étudier la
contribution.

Gestion du recyclage

Montée en régime : le débit de recyclage est progressivement augmenté (comme pour la montée en
régime du débit de la solution Pf, sauf que la cylindrée des godets n’est pas mesurée préalablement).

Le recyclage du dépoussiérage n’est pas un parameétre sur lequel interviennent les exploitants.
Gestion de |‘alimentation en fritte

Le débit de fritte est progressivement augmenté en jouant sur la masse de godet et le temps de cycle
de l'automate (tous deux sur I'armoire de contrdle). La montée en régime semble délicate, de l'avis
des opérateurs.

Il est possible, en cours de campagne, d’alimenter le PEV avec une fritte de verre ayant des
caractéristiques différentes.

Gestion du calcinateur

Montée en régime : I'accord de chauffe est donné par le TDC. L'opérateur intervient sur chacun des
quatre régulateurs pour entrer la consigne de température 3 atteindre, conformément a la procédure
de montée en régime calcinateur.

Les paramétres de fonctionnement du calcinateur ne sont généralement pas modifiés (température,
vitesse de rotation).

Gestion du pot de fusion

La préchauffe du pot de fusion s'effectue plusieurs heures avant le lancement de la chauffe du
calcinateur ( ce délai correspond au temps de préchauffe du pot ). De méme que pour le calcinateur,
la montée en température est commandée manuellement.

Les premieres heures correspondant a la phase de démarrage servent a la montée en régime de
l'installation et a la constitution du hold-up du pot de fusion ; ce hold-up ne sera coulé qu’en fin de
campagne.

L'arrét de l'installation est possible sans la vidange ; cela peut se produire dans le cas d'une rétention
dans le pot de fusion. Le ringage s'effectuera ultérieurement avec de la fritte fusible.
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L'expérience a montré que plus le temps de séjour dans le pot de fusion est long, meilleure est la
qualité du verre obtenu. Pour des essais particuliers, il est possible d'affiner le verre dans le pot de
fusion en maintenant la chauffe sans alimenter, avant de couler.

Le brassage du verre dans le pot de fusion, est un paramétre au niveau duquel les opérateurs peuvent
avoir a intervenir :

¢ brassage ou non du bain de verre pendant la coulée,

* modification de la répartition des brassages pendant l'affinage et la coulée.

Gestion du traitement des gaz
Les paramétres de fonctionnement du traitement des gaz sont définis une fois pour toutes, et ne
sont pas modifiés en cours de campagne, ni entre les campagnes.

11.3.4 La conduite de I'évolution

La conduite de I'évolution correspond a I'exploitation de l'installation dans I’ensemble de ses aspects.
il s’agit de piloter le PEV, d’adapter le fonctionnement en fonction de conditions particuliéres
d’élaboration du verre, et de faire face aux comportements dangereux, en envisageant des positions
de repli ou de sécurité.

=

On répertorie ici les différents contextes auxquels |'opérateur a a faire face; a chacun de ces
contextes peuvent étre associées des activités d’adaptation, ainsi que des activités de pilotage.

Contexte d’élaboration du verre de référence

Dans ce contexte, I'élaboration du verre est bien connue et ne pose pas de difficulté particuliere au
niveau de I'exploitation du PEV. Le programme de fonctionnement se déroule sans qu'il y ait besoin
d’affiner le verre.

Contexte d’élaboration d’un verre hors norme

L’objet du PEV est de tester des caractéristiques de verre différentes. Les équipes de conduite y sont
trés fréquemment soumises, ce qui suppose de leur part une surveillance accrue des parametres de
fonctionnement du calcinateur (risques de bouchage), des températures au niveau du pot de fusion,
des prises d’échantillons régulieres a divers endroits de l'installation. Le programme de
fonctionnement peut subir des aménagements dans la mesure ou le verre élaboré ne satisfait pas aux
critéres de qualité : en accord avec l'ingénieur procédé, les équipes de conduite peuvent étre
amenées a affiner le verre.

Les conditions dans lesquelles sont effectuées les campagnes peuvent provoquer des problémes de
bouchage ou d’augmentation du taux de poussiéres dans les gaz de calcination. Cela implique donc
une vigilance des opérateurs focalisée sur ces aspects.

Contexte de repli sécuritaire

Les opérateurs sont placés dans ce contexte sur apparition d'un défaut grave sur le calcinateur. Le
repli est activé automatiquement, ce qui impose aux opérateurs de vérifier les paramétres les plus
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sensibles, au niveau des calcinateur et pot de fusion, de vérifier que la mise en repli a permis de
stabiliser I’état de l'installation, et d'en rechercher la cause.

il s'agit principalement de s’assurer du bon fonctionnement du calcinateur (rotation tube et
températures) et du four de fusion pour, le cas échéant, intervenir pour stopper I'évolution
dangereuse.
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ANNEXE 1l : Retrouver
la causalité chez De
Kleer/Brown et
Iwasaki/Simon

Le raisonnement causal est un domaine de la physique qualitative, discipline qui se préoccupe de
décrire les phénoménes physiques en conciliant une perception du monde proche de 'homme (qui
raisonne volontiers de maniére intuitive) et une certaine dose de quantitatif. 1l se base sur le caractére
déterminisme des phénomeénes physiques qui, une fois mis en évidence, permettent d’expliquer les
évolutions observées sur un systéme physique donné.

Les approches de De Kleer/Brown et Iwasaki/Simon permettent d’exprimer la causalité par un
traitement sur les équations qui décrivent le comportement du systéme (les références sont indiquées
en fin de chapitre IV) ; ce sont des confluences pour De Kleer et Brown, et les équations classiques
pour lwasaki et Simon. A I'inverse de |’approche d’lwasaki et Simon, qui vise a retrouver la causalité
au travers d'un systéme d’équations, I'approche de De Kleer et Brown s’intéresse davantage a la fagon
dont est percu le procédé ; sa modélisation se rapprochant, en effet, davantage d’une interprétation
du procédé.

1.1 METHODE D’IWASAKI / SIMON

Iwasaki et Simon proposent une approche formelle de la modélisation causale : partant des équations
du systéme, il s’agit d’organiser les variables en fonction de I‘ordre dans lequel les variables sont
calculées.

Considérons I'exemple de I'évaporateur proposé par Iwasaki, et dont le schéma de principe est
présenté en figure A.lIl.1.



218 Annexe Il

H : Chaleur récupérée par le réfrigérant
~ G : Rapport entre vapeur et masse de réfrigérant sortant sous forme liquide (le
hénomene de vaporisation par expansion n'est pas total)
Q : Débit de réfrigérant
T; : Température d'entrée du réfrigérant
To : Température de sortie du réfrigérant
T,y : Température de l'air dans la chambre de réfrigération
T, : Température de condensation du réfrigérant

P : Pression du réfrigérant dans la chambre

sp| : chaleur spécifique du réfrigérant en phase liquide

I : chaleur latente du réfrigérant
k : coefficient d duction du tub

Figure A.lll.1 : Chambre de réfrigération d'un systéme de production de froid.

Soient Q, Tj, To, G, H, P, T¢, et T\ les variables (mesurées ou non) du systéme ; avec sp1, | et k
comme constantes. Les équations régissant le comportement de ce systéme sont :

H=k*(T,-T,) )]
H=G*Q*1-(T,-T,)*Q*sp, @
T, =£,(P) 3
TO =’]'-‘c (4)
T, =t &)
Q=q 6
P=p o)
T, =t, (8)

Les équations (5) a (8) expriment les relations existant entre les variables Q, T; P, Ty et leurs valeurs
respectives, mesurées via des capteurs (les valeurs t;, q, p, et ty). Elles ont été ajoutées afin qu'il y ait
autant d’équations que d’inconnues, le systéme est alors dit complet. Les variables Q, T; P, Ty, sont
considérées comme des variables exogénes du systéme.

Il s’agit maintenant de déterminer |'ordre de calcul des variables, les unes par rapport aux autres. Pour
ce faire, une représentation matricielle est employée. Par convention, les valeurs “1” symbolisent la
présence de la variable dans ’équation considérée. Le systeme d’équations s'écrit donc :
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H (G |Q Fi [rOTwlrc |P
(M 111
GBI L
(3) 1 11
(4) 1 1
(5) 1
(6) 1
7 1
(8) 1

Soit S I'ensemble des huit équations qui définissent complétement le systéme. Dans un premier
temps, il faut extraire le plus grand sous-systéeme Sg complet pour lequel toutes les équations peuvent
étre immédiatement résolues. Dans notre cas, ce systéme Sg sera composé des équations (5) a (8),
puisqu’en effet, les variables Tj, Q, P et Ty, sont exogénes, donc définies de maniére externe par
rapport au systéme considéré.

Une fois le systéme Sq isolé, les variables a calculer ultérieurement sont représentées dans le systéme
§-Sg suivant :

H |G FO ffc
mn 1
()11 11 1
(3) 1
(4) 1 11

Une fois que les variables correspondant au systeme Sg ont été calculées, la variable T est déterminée
par I’équation (3). Cette derniére constitue donc I'élément unique du systéme Sq. Le systeme
résultant est a rechercher parmi les variables suivantes :

H |G [T0
(1) |1
(2) 1|1 |1
(4) 1

Les variables H et Tg peuvent maintenant étre calculées de fagon indépendante 'une de |'autre,
respectivement par les équations (1) et (4).

A présent la variable G peut étre calculée:

@ |1

L'ordre des calculs a effectuer pour résoudre le systéme d’équations est a présent explicité. L'ordre de
calcul des variables est donc le suivant :
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P Te TO G
™o | |[@|H|G

Q

Ti

Les relations de causalité entre variables sont déduites des équations (1) a (8) grace a cet
ordonnancement : T¢ est, par exemple, calculé par (3) connaissant P ; Tg est déterminé une fois que
Tc a été calculé. Il existe donc une relation d’ordre qui se traduit, pour 'ensemble des variables, par le
graphe de la figure A.lll.2.

Figure A.lll.2 : Graphe causal obtenu par la méthode d’lwasaki et Simon.

Les principales caractéristiques de 'approche proposée par lwasaki et Simon sont donc les suivantes :

* la méthode est basée sur une vision statique du systéme, c’est-a-dire qu’il suffit d’avoir un
systeme d’équations représentatif pour déterminer par résolution I'ensemble des chemins de
propagation,

* les chemins de propagation sont déduits par ordonnancement des variables d’un systéme selon
I'étape de calcul qui a conduit a la détermination de leur valeur. Le graphe correspondant décrit
donc la calculabilité des variables d'un systéme,

¢ la méthode accepte une description qualitative des comportements (équation (3)),

¢ elle met en ceuvre une algébre classique.

1.2 METHODE DE DE KLEER /BROWN

De Kleer et Brown [DE KLE 84] proposent de modéliser la causalité au sein d'un systeme physique en
partant de sa structure. La structure s’exprime en termes de matériaux, de conduits (qui ne font que
transporter des matériaux) et de composants interreliés, et le comportement des composants peut
étre décrit par un ensemble d'équations différentielles qualitatives, les confluences. Les composants
sont considérés n’entrer en interaction qu’avec leurs voisins directs, d’ol la notion de causalité locale
qui permet une approche modulaire du systéme analysé.

La modélisation qualitative introduit les notions de variable qualitative x (dont la valeur est notée
[x]), de tendance (en fait la dérivée en fonction du temps de la variable considérée, et de
confluence.

Une confluence décrit le comportement d’'un composant. Elle peut étre déduite des équations
quantitatives en remplagant la variable x par sa valeur qualitative [x], qui peut prendre des valeurs
comprises dans I'ensemble {-, 0, +}, de sorte que pour x<0, [x]= -, pour x=0, [x]= 0 et pour x>0, [x]=
+. De méme, la tendance d'une variable x prend ses valeurs dans I'ensemble {-, 0, +} et est interprétée
de la fagon suivante : a la dérivée dx/dt correspond, dans le référentiel qualitatif, une dérivée ox telle
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que dx =+ si et seulement si la variable x augmente, dx =- si et seulement si x diminue, dx =0 si x est
stable. Les confluences sont donc des équations qualitatives reliant des variables qualitatives par des
opérateurs d’addition et de muitiplication, auxquels sont associés des lois de combinaison qui sont
exprimées sous forme de tables (tableau A.ll.1). La valeur qualitative “?” a été ajoutée comme valeur
possible de fagon a ce que les opérations soient internes dans 'ensemble {-, 0, +, ?} [LEYVA 91].

& |- 0 + |7 o - 0 |+ ?
- |- - ? |7 - + |0 |- ?
0 |- o [+ [|? 0O |10 |o |0 10
+ |? |+ |+ |? + |- 0 [+ ?
? |1? {2 |72 7 ? I? 10 |? ?

Tableau A.ll1.1 : Tables d’addition et multiplication qualitatives.
H1.2.1 Déduction d’une relation de confluence

Le cas d’un fluide dont le débit est réglé par une vanne de réglage est pris comme exemple [LEYVA
91].

L'équation qui régit le fonctionnement de cette vanne est donné par :

)
Q=Cc*A* |22 P>0
p

Q désigne le débit de fluide, C un coefficient positif constant relatif & la vanne, A I'aire de la vanne
sur laquelle s’exerce la pression du fluide, P la perte de charge entre entrée et sortie de la vanne et p

la densité du fluide. Sachant que les variables sont nécessairement positives, il est alors possible
d’écrire :

[Ql=[C]*[A]*[@2*P/p)"?|=[+]*[+]*[2*P/p]=[2]*[P]*[p] =[P] =+

Le comportement de la variable qualitative [Q] est fourni par la différenciation de I'équation de
départ, puis par une transposition dans le référentiel qualitatif :

dQ 2+p)” dA C*A "2 4p
——C*( ) ke *( P ) Bl

dt p d  p \2*P dt

=[C1*[() * 2] % [CI*[AlL [, _P yn]«
aQ=[C]*[(2*P/p)"*|*0A + 7l [(Z*P) ] oP

et enfin

0Q =0JA +dP,
dA+0P~93Q=0
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Le méme traitement est a effectuer pour I'ensemble des composants du systéme. L'intérét de cette
approche est de ne pas nécessiter I'expression quantitative exacte puisque celle-ci serait de toute
fagon réduite a une forme qualitative.

.22 Exemple de I'évaporateur

La causalité est déduite des équations de confluence en considérant une perturbation initiale et en la
propageant a travers tout le systéme. La propagation est stoppée si plus d’une variable inconnue est
présente dans une équation. Il faut alors émettre une hypothése pour pouvoir continuer a8 propager
sur I'ensemble des variables.

Soit I'exemple de I'évaporateur, considéré par lwasaki et Simon. Sachant que G (quantité de vapeur
restante en sortie de chambre rapportée a la masse totale de réfrigérant), que la chaleur H absorbée
par le réfrigérant pendant son passage dans I'évaporateur, et que le coefficient de conduction k sont
positifs, que f1 est une fonction monotone croissante, alors le systtme de confluences issu des
équations (1) a (4) s'écrit :

OH - 9T, +9T, =0 "
9H - 3G —9Q+9T, — 9T, =0 @)
9T, - 3P =0 3)
3T, - 3T, =0 | @)

Supposons l’existence d’une perturbation sur la variable P, considérée comme une entrée du systéeme.
Envisageons sa propagation sur |'ensemble des autres variables.

Soit dP =+ une perturbation initiale sur P. Les confluences (3’) et (4') fournissent les perturbations
propagées sur les variables T¢ puis To : 9T¢ =+, dTo = +.

La relation de précédence s'écrit donc :
P->T ->T,. (@)
Le systeme de confluences s'écrit alors :
oH-dT, =~ (5"
dH-0G-0Q+dT,-dT, =0 (6"

Mais cela n’est pas suffisant pour déterminer le chemin de propagation sur les autres variables,
puisqu’il y a plus d‘inconnues que d’équations. Pour ce faire, De Kleer introduit la notion de causalité
mythique, fondée sur trois heuristiques :

1. les relations topologiques entre composants déterminent des chemins de propagation des
perturbations (“conduit heuristic”),

2. si I'on agit sur un composant donné, et que I'on ne sache rien sur d'autres contributions qui
peuvent affecter son comportement, alors il faut considérer qu‘il réagit comme si les autres
contributions étaient nulles (“component heuristic”),

3. si certaines variables d’une confluence sont inconnues, il faut propager la perturbation comme
si toutes sauf une des variables inconnues étaient nulles (“confluence heuristic”).
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La connaissance de la topologie du systéme permet de distinguer les variables internes et les variables
externes ou exogeénes, ¢'est-a-dire des variables susceptibles d'étre perturbées par I'environnement, et
non par le systéme en question. En vertu du “conduit heuristic”, les chemins de propagation établis
devront prendre en compte le fait que des variables exogénes soient les entrées du graphe. Les deux
autres heuristiques permettent de lever I'indétermination liée au nombre d’inconnues restant au sein
d’une confluence. Elles sont appliquées une premiére fois au niveau de la confluence (1’) : sachant
que la valeur quantitative de la variable Tyy est trés supérieure a celle de T¢, il est égitime de supposer
qu’une petite perturbation sur T¢ aura peu d'influence sur Ty. En d’autres termes, sachant que dT¢
est connue, supposons que dTyy soit négligeable et déterminons les effets de la perturbation sur H :

3H = -

Ainsi, la variable H est déterminée aprés calcul de T¢ :
T.->H (b)

On définit ainsi un chemin de propagation privilégié entre T¢ et H. Cela ne signifie nullement que la
variable Ty ne soit pas causalement liée a H, au contraire, I'équation de confluence qui lie H, T¢ et Ty

prouve que ces trois variables sont bel et bien liées. Etant donné que I'on ne peut avoir plus
d’informations sur Ty, cette variable sera considérée comme exogéne, selon le “component

heuristic”.

Il reste a déterminer les chemins de propagation sur les variables inconnues contenues dans la
confluence (6’). Selon la premiére heuristique, les variables Q et Tj sont exogénes au systeme, ce qui

revient a supposer qu’elles ne sont pas affectées par une perturbation provoquée sur P, donc que 9Q
et dTj sont négligeables (pas de chemin de propagation entre P, Q et Tj). Par ailleurs, avec les

données dont nous disposons sur les variables Q et Ti, nous ne pouvons envisager de chemin de
propagation entre elles et H. Nous supposerons alors que Q et Tj ne sont pas causalement liés a H, en

vertu du “component heuristic”. La résolution de la confluence (6") conduit a :

OH-9G —9Q +9T, —dT, =0

(-)-9G-0+0-(+)=0

~dG =+

oG = -

Ainsi, la perturbation est propagée jusqu’a la variable G par le biais de H et To. Mais il ne faut pas

perdre de vue le fait qu’une perturbation 0Q ou dTj peut se répercuter sur G (la confluence (6') le
confirme), il existe donc un lien de causalité entre ces variables, qui s'exprime par :

H->G
T,->G
T,->G
Q->G

©

Les perturbations supposées négligeables se rapportent aux variables Ty, Q et Tj, considérées avec P
comme des variables d’entrée du systéme. En réunissant I'ensemble des relations de précédence (a),
(b) et (c), on obtient le réseau suivant, identique & celui obtenu dans le cas d’un traitement effectué
selon Iwasaki (figure A.NI.3).
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Figure A.lll.3 : Graphe obtenu par la méthode de De Kleer/Brown

Les principales caractéristiques de I'approche de De Kleer et Brown sont les suivantes :

¢ la méthode est fondée sur I'expression qualitative des équations d’évolution d’un systéme,

¢ elle permet |'analyse des effets de la propagation de perturbations sur les variables du systeme,

e 'approche est intéressante quand les équations quantitatives sont non disponibles ou non
linéaires,

¢ la méthode accepte les équations logiques, quantitatives, des régles, etc., puisqu’elles seront
toutes traduites sous forme de confluences,

¢ elle utilise le raisonnement qualitatif,

¢ l'analyse est plus ambigué, ou plus intuitive, que celle d'lwasaki, bien que le choix des équations
de ce dernier soit emprunt d’une part de subjectivité (Ia maniére dont les équations doivent étre
écrites n’est pas arbitraire).

L'exemple de |"évaporateur montre que les deux approches permettent d’aboutir a des résultats
similaires pour I'exemple considéré. D'un autre c6té, I'analyse de la causalité selon De Kieer, s’appuie
fortement sur la maniére dont est percu le procédé. Ii faut s’attendre alors a des différences, surtout
quand interviennent des phénomenes de feed-back (équilibres ou boucles de régulation).
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ANNEXE IV : Analyse de

dépendances selon la
méthode de Finch et
Kramer

La construction d’un systéme de diagnostic suppose I’analyse préalable du processus. Finch et Kramer
proposent une démarche permettant de déterminer les liens de dépendance entre appareils, de
maniére a définir le jeu de régles de diagnostic le plus complet possible. Cette démarche est basée sur
la décomposition structuro-fonctionnelle du processus.

Dans un premier temps, est considéré I'exemple du réacteur régulé qui a servi d’application aux
auteurs. Une généralisation aux systémes de grande taille est ensuite envisagé. L’exemple de
I'installation industrielle PEV servira ensuite a en valider les concepts.

IV.1. LA DECOMPOSITION STRUCTURO-FONCTIONNELLE

La décomposition structuro-fonctionnelle est le processus d’identification des différents systémes et
unités qui assurent I'ensemble des fonctions au sein d’un procédé. Elle se base sur la description de
trois types de systémes : les systémes régulés, les systémes passifs et les systemes externes. Les
systemes régulés correspondent aux boucles de régulation existant au sein du systéme, ce sont les
systémes les plus facilement repérables. Les systémes passifs représentent, en fait, I'ensemble des
systémes qui produisent des sorties mesurées mais non directement impliquées dans une boucle de
régulation ; ces systémes sont particulierement sensibles aux perturbations. Les systémes externes se
situent en périphérie du champ d’étude et correspondent aux entrées et sorties du systéme considéré.

Un systéme est décrit comme étant un groupe d‘unités fonctionnelles qui agissent de fagon
concomitante pour remplir I'objectif global ou une fonction intervenant dans I'accomplissement de
cet objectif. Un systéme est constitué par I’ensemble d’unités fonctionnelles qui remplissent
ensembles la fonction objectif.

L'unité fonctionnelle est a distinguer de I'unité physique (ou composant), en ce sens que cette
derniére peut remplir plusieurs fonctions, contrairement a lI'unité fonctionnelle : a une unité
fonctionnelle est associée une et une seule fonction qui correspond alors a la fonction d’un organe

élémentaire, au niveau de décomposition le plus bas envisagé par I'analyste.
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IV.2. ANALYSE DES DEPENDANCES ENTRE SYSTEMES ET UNITES
IV.2.1. Exemple d’un réacteur chimique

Finch et Kramer [FINCH 88] (référence donnée dans le chapitre 1V) proposent I'exemple d’un réacteur
agité, alimenté par un unique flux de matiére, et lieu d’une réaction exothermique. Les paramétres
régulés sont : le niveau, la température, et le débit de recyclage.

Il s’agit de réaliser une réaction exothermique dans un réacteur agité en fonctionnement continu. Afin
d'éviter les élévations de température dans le réacteur, le milieu réactionnel est refroidi par circulation
au travers d'un échangeur de chaleur.

A chacun des systémes fonctionnels répertoriés est associée une et une seule variable permettant de
rendre compte de son état de fonctionnement. Dans le cas d’'une boucle de régulation du niveau d'un
réacteur (figure A.IV.1), le systéme fonctionnel correspondant contient I'ensemble des composants qui
participent a la fonction de régulation, cette fonction étant vérifiée par le suivi du niveau via un
capteur spécifique. Dans le cas de la figure 2, le systéme de régulation du niveau du réacteur
comporte : une pompe, le réacteur, le capteur de niveau “Lr”, le régulateur de niveau “[LRC}", la
vanne de régulation “[vanne 1}”, ainsi que les divers conduits de fluide.

Figure A.IV.1 : Schéma PI&D du réacteur régulé.

La fonction d’un systéme peut étre remise en cause par la défaillance d’une de ses unités (la pompe
est en panne, par exemple) ou par la défaillance d’un systeme qui lui est fonctionnellement relié (la
pompe n‘alimente plus parce qu’elle est désamorcée ou parce que la cuve de préléevement est vide).
Un défaut se référe a quelque dégradation physique survenant au niveau d’une unité, qui peut
affecter le procédé en réduisant, voire en annulant la capacité de I'unité physique (ou d’un ensemble
d’unités) a réaliser la (les) fonction (s) vitale (s) attendue (s).
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IV.2.2. Décomposition du réacteur

Dans un premier temps sont listés I'ensemble des composants participant au procédé, ainsi que la
(les) fonction (s) qu'ils assurent. Dans I'exemple ci-dessus, le réacteur, I'échangeur thermique, les
vannes, les régulateurs, les capteurs et les conduits de fluide sont répertoriés. Leurs fonctions sont
indiquées dans le tableau A.IV.1 suivant :

APPAREIL FONCTION SYSTEME
Echangeur Lieu du transfert thermique
Régulateur de température Maintien température
gacteur [TRC 1] réacteur Systéme de régulation
Capteur température réacteur Tr Mesure température réacteur
regle le débit d'eau de

Vanne 2 refroidissement
Vanne de régulation [vanne 2] Régle le débit d'entrée
Capteur de débit 7 Mesure du débit agueux Syssféfg; f;;;g;:i'tm"
Régulateur [FRC 2] Maintien débit constant

Réacteur Stockage de fluide
Capteur de niveau Lr Mesure
Régulateur niveau réacteur [LRC] | Maintien niveau constant Systéme de régulation
niveau réacteur
Vanne 1 Régle le niveau réacteur
Pompe Propulsion

Vanne 1 Régle le débit de sortie vers

{'extérieur Systeme d'évacuation du
" - roduit
Capteur de débit F11 Mesure le débit de sortie P

Pompe Propulsion

Echangeur Stockage trarisitoire de
Auide Systeme de
Vanne 3 Réglage du recyclage régulation du débit
vers le réacteur recyclage
v -
Capteur de débit FS esure du déb|: retour
Régulateur [FRC 1] Maintien débit constant

Réacteur Siege de la réaction .
Systeme de réaction

Mesure concentration chimique
en sortie
RO

Capteur de concentration $11

Systdme de refroidissement

Capteur de température T7 Mesure température (externe)

. Capteur F1 Mesure débit solution Systéme d'alimentation
d'entrée réacteur (externe)

Mesure température Systeme deén isz en
Capteur T1 . | température du réactif
solution d'entrée (exteme)

. Systeme de préparation
Mesure concentration solution d'alimantation

Capteur $1 solution d'entrée (externe)

Tableau A.IV.1 : Décomposition du réacteur chimique.

Ensuite, les divers systémes fonctionnels sont mis en évidence : les systémes de régulation (régulation
de la température du réacteur, du débit de réfrigérant, du niveau dans le réacteur, ainsi que du taux
de recyclage), les systémes passifs (la réaction chimique proprement dite), et enfin les systémes
externes (alimentations en eau de refroidissement et en réactif, par exemple).

Les composants sont ensuite classés dans les divers systémes précédemment explicités. Il s'agit de
ranger, dans chacun des systémes, l'ensemble des composants nécessaires pour atteindre chaque
objectif. Par exemple, le systeme de régulation de température du réacteur comporte les composants
suivants : |'échangeur de chaleur, le capteur ainsi que le régulateur. Pour des éléments physiques
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comme l|'échangeur qui assurent plusieurs fonctions, une fonction lui sera associée pour chaque
systéme considéré.

IV.2.3. Regles de construction du modele de dépendances

L'analyse structuro-fonctionnelle sert de base pour la construction du réseau de dépendances entre les
fonctions recensées. Les régles correspondantes sont les suivantes :

* Au sein d'un systeme donné, les diverses unités fonctionnelles sont liées par des liens de
dépendance. Un dysfonctionnement de I'une peut remettre en cause |’objectif du systéme
auquel elle appartient,

* Deux systémes, qui n‘ont pas d’unité fonctionnelle en commun, sont en relation de dépendance
si le dysfonctionnement de 'un entraine le dysfonctionnement du second ('objectif de I'un est
compromis par une défaillance de I'autre),

* Ces relations de dépendance sont orientées,

* Les dépendances fonctionnelles caractérisent des chemins de propagation de perturbations.

Ainsi, I’établissement d’'un modéle de dépendances est guidé par I'énonciation de régles de causalité
conditionnelles “ si ... se trouve perturbé, alors cela induira probablement la perturbation de ...".

IV.2.4. Modele obtenu

Les phénoménes de propagation de dysfonctionnement peuvent étre représentés sous forme de liens
de dépendances conditionnelles (les arcs) entre les divers systémes (les nceuds du graphe), dont un
exemple est indiqué en figure A.IV.2. Une fleche double entre deux systemes indique qu’un méme
composant participe a la réalisation de deux fonctions ; ainsi, le fonctionnement perturbé de I'un est
lié au mauvais fonctionnement du second, les deux dysfonctionnements pouvant étre simultanés.

Systeme d'évacuation
du produit

Systeme de

régulation niveau Systeme de

réaction chimique

Systeme de
préparation solution
o d'alimentation

Systéeme de régulation
température réacteur

Systeme d'eau de
efroidissement

Systéme de
régulation débit
recyclage

Systéme de
régulation débit de
réfrigérant

Figure A.IV.2 : Graphe de dépendance entre systemes.
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Il s'agit ici de déterminer le modeéle logique de comportement du procédé, en considérant les liens
d'interdépendance entre systémes. Ces dépendances forment, en fait, un réseau de propagation de
défauts potentiels, pris ici au sens d’écart par rapport a une norme (valeur nominale plu ou moins un
epsilon donné). L'exemple du réacteur chimique montre de telles relations, établies a partir des régles
simples : le systtme de maintien de température du réacteur est fortement influencé par les
alimentations en réactifs, le débit d'alimentation en eau de refroidissement, etc.

Le modele de dépendances conditionnelles obtenu a partir de I'ensemble des systémes considérés
dans le tableau A.IV.1 est donné en figure A.IV.2. Dans leur article de 1988, Finch et Kramer n’ont pas
distingué les systémes de régulation du niveau du réacteur et d’évacuation du produit. Pour rester
cohérent avec leur modéle, nous avons choisi de les distinguer a 'intérieur d’un “pseudo-systéme” les
englobant.
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ANNEXE V : Liens entre
graphe causal et réseau
de dépendances de
Finch et Kramer

Un réseau de dépendances structuro-fonctionnel exprime des liens de causalité entre unités
élémentaires et systemes. Il est alors intéressant de mettre en lumiére le rapport qui existe avec un
réseau qui lie causalement les variables importantes du processus, tel qu’envisagé en automatique, et
plus particulierement dans le module PROTEE de simulation causale.

Modele de dépendances fonctionnelles ainsi que graphe causal définissent tous deux des modéles
“entité-relation” basés sur I'expression de relations de causalité : I'un est orienté description du
mauvais fonctionnement d’un systéme, I'autre propose un modéle de comportement normal des
variables pertinentes de ce méme systéme. Un tel modéle permet de déterminer I'évolution de
I'ensemble des variables, soumises par exemple 2 l'influence d'une perturbation externe.

L’analyse comparative que nous allons a présent mener se base sur les travaux de Finch et Kramer de
1988 précédemment relatés, ainsi que sur ceux de 1987 des mémes auteurs, ol un graphe causal du
réacteur était proposé (les références se trouvent en fin de chapitre IV). Ce graphe présente toutefois
un certain nombre de différences avec le modéle fonctionnel, principalement parce qu’il comporte
des variables qui ne figurent pas dans le modéle de dépendances.

Une premiére étape consiste alors a extraire du graphe causal toutes les variables qui ne sont pas
associées a des capteurs de mesure (positions de vanne et intensité des signaux de commande des
régulateurs ne sont pas pris en compte). Mais cette suppresion doit s'accompagner de certaines
précautions afin de préserver {'ensemble des relations de dépendance qu’entretiennent les diverses
variables mesurées les unes avec les autres. |l faut en effet s'assurer que le graphe causal obtenu par
réduction du graphe initial décrit toujours le méme systéme. Une telle réduction est légitime si I'on
considére que le principe de causalité permet d’'établir des relations particuliéres entre variables.
Puisqu’un tel graphe constitue une interprétation du comportement d’une installation, il est
parfaitement légitime de faire abstraction d'un certain nombre de nceuds a condition que les relations
entre nceuds restants soient préservées.

La figure A.V.1 présente le schéma du graphe causal initial tel que proposé par Finch et Kramer, qui
contient I'ensemble des variables procédé. Pour plus de clareté, les signes portés par les arcs ont été
omis. Les variables cerclées sont les seules a &tre mesurées, toutes les autres doivent par conséquent
étre supprimées du graphe. Cette réduction peut &tre effectuée de fagon purement qualitative, en
considérant successivement les naeuds a éliminer et en conservant les chemins de propagation entre
variables mesurées.
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Figure A.V.1 : Structure du graphe causal selon Finch et Kramer.

Trois types de nceuds sont distingués : les nceuds terminaux ou périphériques (Two, CBS, TRS, CAS.
CAO0S, U et Tos), les nceuds internes correspondant a des mesures (T7, F7, Fs, F11, T1, Tr, S1, S11,
F1, Lp) et les nceuds internes non mesurés (Ls, C|, VL, PT, F, Pp, PB, FRS, CR, VR, TR, Ts,CT, VT). Nous
nous proposons d‘éliminer les nceuds non mesurés.

Elimination de PT, F, Pp, et Pg

Les variables intermédiaires P, F, Pg et Pp doivent étre éliminées du graphe :

- le chemin de propagation F5 - PT - F11, symbolisant I'influence mutuelle des variables F11 et F5,
sera naturellement remplacé par un chemin direct entre F5 et Fq1,

- le chemin “F35 - PT - F - Lr” schématise l'influence de F5 sur Lr, or il existe un chemin direct F5 ->
Lr. L’élimination de PT et F doit étre effectuée en ajoutant un arc Ly -> F5 pour indiquer
I'influence de Lr sur F5 via P,

- le méme traitement est effectué entre Lr et F11 : le chemin “Lr - Pg - F - PT -F1 1~ est réduit a un
arc liant directement Lr a F11. De méme, le chemin “F11 - PT - F - L;” est réduit & un arc direct
entre F11 et Ly (figure A.V.2).
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Figure A.V.2 : Résultat de I'élimination de P, F, Pp et Ppg.

Elimination de Ls, C et V|

Le chemin “Lr - Ls - C_ - V| - F11"” schématise la régulation du niveau du réacteur. Il est aisé de le
remplacer par un chemin unidirectionnel entre Ly et Fj . Puisqu’un tel chemin a déja été tracé, nous
n’en ajouterons pas d’autre.

Elimination de TR

La variable T7 n’est reliée qu’a la variable Tr, via TR. En éliminant TR, ce chemin sera remplacé par un
. arc direct de T7 a Tr. Le chemin “F7 - TR - Tr” peut, de méme que pour Ty, étre remplacé par un
chemin direct entre F7 et Tr. F5 n’est reliée a Ty que de fagon unidirectionnelle, donc il n'y a pas d‘arc
a ajouter entre ce i h ‘il exi i i

Figure A.V.3 : Elimination de TR.

Elimination de Ts, CT, VT

De méme que pour les variables Ls, C|_ et V|, les variables Ts, CT, VT sont des variables entrant dans
la boucle de régulation de la température du réacteur via le débit d’eau de refroidissement. Il implique
un chemin orienté partant de la variable Tr vers la variable F7 (figure A.V.4).
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Figure A.V.4 : Elimination des variables de régulation.

Elimination de FRS, CR VR

Ces variables peuvent étre considérées comme des variables internes a la variable mesurée Fs. Elles
n’apparaitront donc pas dans le graphe causal final (figure A.V.5).

Figure A.V.5 : Graphe causal final.

a
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Systéme de
régulation niveau
réacteuy

Systéme de :
€éaction chimique ~

, - ) Systéme de
{ Systéme de mise . préparation solution
en temeéra'ture \,. d'alimentation

Systéme de régulation
température réacteur

Systéme d'eau de
refroidissemen

Systéme de
régulation débit
recyclage

Systéme de
régulation débit de
réfrigérant _

Figure A.V.6 : Réseau de dépendance pour le réacteur chimique.

L'analyse comparée du graphe causal (figure A.V.5) et du modéle de dépendances (figure A.V.6)
permet de vérifier que la structure des deux réseaux est sensiblement la méme, a quelques différences
pres :

- dans le modeéle de dépendances, les deux variables Ly et F11 sont incluses dans un seul et méme
systéme, le systeme de régulation du niveau du réacteur. Il eut été préférable de les séparer au
sein de deux systémes distincts, cela aurait certainement permis de retrouver les relations de
causalité existant entre les variables F11 et F5 (figure A.V.5),

-il n’y a pas de relation directe entre le systétme de régulation de niveau et le systtme de
régulation de température, comme le laissait supposer I'arc reliant L a Tr dans le graphe causal.
N’ayant aucune information sur la fagon dont le graphe causal a été obtenu, on ne peut écarter
I'hypothése d’un arc redondant.

En définitive, bien que ces deux modéles correspondent a des visions a priori distinctes - I'une aborde
la modélisation de la propagation de dysfonctionnements, et l'autre la modélisation des influences
entre variables du processus en fonctionnement normal -, elles se basent toutes-deux sur
I'interprétation des interactions entre entités (d’un c6té les systémes et de I'autres les variables) en
termes de causalité.
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ANNEXE VI :
Généralisation de
I'analyse des
dépendances structuro-
fonctionnelles

L'exemple du réacteur chimique (annexe V) a permis de décrire la démarche de description des
relations de dépendances dans un systeme de petite taille. Pour les installations industrielles, I'analyse
devient trés vite difficile, car il faut gérer un grand nombre de systémes fonctionnels. Pour remédier a
cette difficulté, la hiérarchisation en niveaux d’agrégation semble plus satisfaisante, encore faut-il
suivre un certain nombre de régles. C’est ce que nous décrivons ici.

VI.1. MAITRISER LA COMPLEXITE PAR LA HIERARCHISATION

La décomposition est réalisée de la maniére suivante :

1. L'objectif global du systéme a analyser est explicité,

2. Les contours du systéme sont définis,

3. Tous les composants sont répertoriés : appareils (les conduits ne seront pas pris en compte dans
cette étude), instrumentation,

4. La (les) fonction (s) de chacun est (sont) précisée (s),

5. Le regroupement de plusieurs organes qui participent a la méme fonction élémentaire et a
laquelle est associée une variable mesurée constituera I'unité fonctionnelle, qui représente la
limite de décomposition,

6. Chacun des organes recensés est associé a au moins une unité fonctionnelle,

7. Ces unités fonctionnelles sont ensuite regroupées au sein de trois types de systémes : les
systémes régulés, externes puis le reste,

8. Ces systémes sont ensuite regroupés au sein de systémes de plus haut niveau, jusqu’a parvenir
au systéme qui décrit le procédé dans sa totalité. Ainsi, le systéme global peut &tre décrit au
travers d'une arborescence de sous-systémes, chaque strate décrivant un niveau de description
particulier (figure A.VL.1),



238 Annexe VI

Figure AVL.1 : Exemple d'arbre fonctionnel.

La construction d’'un modéle s'effectue en deux phases : (1) description exhaustive des fonctions,
processus, moyens de controle mis en ceuvre pour réaliser I'objectif global, ainsi que les composants
participant a chacune des fonctions ; (2) détermination des relations d'influence entre fonctions du
systéme (un systéme est défini comme I'ensemble d’unités fonctionnelles qui interagissent pour
remplir un objectif particulier).

La démarche employée pour décomposer le systéme s’inspire de la méthode d’analyse fonctionnelle
proposée par Finch et Kramer. Cette méthode a été adaptée a I'analyse des systémes industriels : elle
consiste en une description fonctionnelle élaborée selon une hiérarchie de niveaux de raffinement. Le
procédé est ainsi décomposé en systemes fonctionnels remplissant chacun une mission particuliére
pour remplir I'objectif global. Ces systémes peuvent, a leur tour, étre décomposés en sous-systémes
décomposables, et unités fonctionnelles élémentaires.

L'état de fonctionnement du procédé dépend des unités fonctionnelles qui le composent, mais aussi
des relations de dépendance fonctionnelle qui le lient aux autres systémes. Cette démarche permet de
percevoir initialement le systéme selon un niveau global, puis d’affiner progressivement ce modéle
global en sous-modeéles fonctionnels.

La seconde phase consiste en I'établissement des relations de dépendances pour chacun des niveaux
de la décomposition. Sachant qu’un systéme, pour assurer la fonction dont il a la charge, nécessite
que tous les systémes qui l'influencent et que chacun des sous-systtmes qui le composent
fonctionnent correctement (respectivement dépendance externe et interne), I'analyse se traduira par
I'établissement des chemins de propagation des effets de défaillances potentielles a I'ensemble du
procédé, et pour chacun des niveaux de la hiérarchie.

VI.2. ETABLISSEMENT DES RELATIONS DE DEPENDANCE
VI.2.1. Regles de décomposition

L'analyse d’un systéme complexe est effectuée de fagon hiérarchisée : a partir du systeme initial, il
s’agit de décrire les principales fonctions qui permettent d’atteindre I'objectif principal, puis d'affiner
le modéle en considérant les sous-systémes qui le composent. Cette décomposition doit tenir compte
des “régles” suivantes :
e A chaque sous-systéme est associé un objectif clairement spécifié,
* Chaque sous-systéme peut, a son tour, étre décomposé en sous-systémes et unités
fonctionnelles, correspondant a la description des fonctions des composants éiémentaires,
» Toute unité fonctionnelle remplit un objectif et un seul,
e L’état d’un systéme peut étre évalué, en continu, au moyen des valeurs fournies par les capteurs
ou estimateurs qui renseignent sur son état de fonctionnement,
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* A chaque unité fonctionnelle est associée une caractéristique observable qui qualifie son état de
fonctionnement,

* Si une unité fonctionnelle est partagée par deux systémes, son dysfonctionnement peut entrainer
deux défaillances simultanées,

» le modéle de représentation obtenu est hiérarchisé.

Penchons-nous sur le probléme de la limite de décomposition (jusqu’ou aller dans la décomposition) :

le niveau de décomposition le plus bas doit comporter I'ensemble des unités fonctionnelles

élémentaires (unité de relevage, de réglage du débit de fluide, et correspondant, au niveau physique,

a la fonction d’une pompe ou d’une vanne), a chacune desquelles est associée une caractéristique
observable (mesure de débit de relevage, mesure d’ouverture de vanne).

VI.2.2. Regles de parcours de |'arborescence

Une fois I'arborescence établie, il s’agit de définir les relations de dépendance entre systémes
fonctionnels. Cette seconde phase d’analyse s’appuie sur la décomposition fonctionnelle hiérarchisée
décrite précédemment.

D’un point de vue purement opératoire, plusieurs approches pourraient étre envisagées pour en
effectuer une analyse exhaustive. La premiére consisterait a ne considérer que le niveau le plus bas de
la décomposition, et dans ce cas considérer chacune des paires possibles de systémes. Cela conduirait
alors a analyser une quantité rapidement trop importante de combinaisons dans le cas d’installations
de taille moyenne voire de grande taille.

Une seconde approche consisterait a ne considérer que le niveau le plus bas mais a effectuer le
regroupement des unités fonctionnelles en groupes d’unités sceurs. L’analyse reviendrait ici a passer
en revue I'ensemble des paires possibles a I'intérieur de chacun des groupes formés. Une fois cette
étape réalisée, il s'agirait de rassembler les groupes fréres, de mettre en évidence les relations de
dépendance entre unités fonctionnelles appartenant a des regroupements différents, ainsi de suite
jusqu’a parvenir a un unique groupe d’unités fonctionnelles qui compose le procédé dans sa globalité.
Si cette approche est plus structurée que la premiére, elle ne met toutefois pas a I'abri d’oublis. C’est
pourquoi une troisitme approche, hiérarchique cette fois, lui sera préférée.

L'approche hiérarchisée consiste a décrire les relations d’'influence a tous les niveaux d’abstraction. Elle
permet de procéder par phases successives, d’affiner progressivement la description des relations de
dépendance entre systémes hiérarchisés. Deux démarches sont envisagées : I'approche descendante,
qui, partant du systéme global, permet de décrire, pour chaque niveau d'abstraction, les relations de
dépendance existant entre systémes ; 'approche ascendante qui consiste a décrire les relations entre
unités fonctionnelles, puis 2 remonter d’un niveau et a en déduire les relations de dépendance
existant pour les niveaux supérieurs.

La démarche proposée est ici descendante. Elle permet d’établir les relations entre systémes de haut
niveau, puis d’affiner ces mémes relations dans les niveaux inférieurs (voir les figures A.VL.3, A.Vl.4 et
A.VL.5). Notons que plus on descend dans la hiérarchie, plus les relations sont nombreuses. Ainsi, a
une relation exprimée dans un niveau (i), peuvent correspondre plusieurs relations au niveau (i+1).

Pour un systéme qui se décompose en une arborescence a quatre niveaux, la démarche proposée est
décrite a travers les étapes 1 et 2.
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Etape 1

Partant du niveau le plus haut de la décomposition, il s’agit d’établir les relations de dépendance
fonctionnelle entre systémes fréres, et ce, pour chacun des niveaux. Opérer de la sorte jusqu’a
parvenir au niveau le plus bas.

Cette étape est schématisée en figure A.V1.2.

Figure A.VI.2 : Premiere étape d‘analyse.

Dans cet exemple, les relations entre les nceuds S11 et S12 issus d'un méme noceud pére S1 sont
analysées. De méme pour les nceuds S111, $112 et S113 qui proviennent de la décomposition du
nceud S11.

Etape 2

Reprendre au niveau le pius haut de la décomposition. Considérer les relations entre S11 et S12 et
reporter les influences ainsi établies au niveau directement inférieur. Cela facilite grandement I’analyse
des dépendances entre les groupes formés d’une part par S111, S112 et $113, et les systémes S121 et
$122 d’autre part. De méme, pour établir les relations entre les nceuds S111i et S113j, il suffit de
reporter les relations établies au niveau des nceuds péres S111 a S113 (idem pour les relations entre
noeuds $121i et $122j, qui héritent des relations définies au niveau des noeuds $121 et $122). Ceci est
schématisée en figure A.VI.3.

g
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avec 5113 servent de support pour établir
les dépendances entre les sous-systémes

Figure A.VI.3 : Seconde étape d’analyse.

Le report des influences définies en étape 1 vers les niveaux inférieurs se poursuit jusqu’a définir les
influences liant les noeuds du niveau le plus bas de décomposition a partir des relations d’influence
définies au niveau des noeuds S11 et S12. Il s'agit, en somme, d'effectuer des cycles d'analyse
descendants, qui consistent a préciser a des niveaux de décomposition de plus en plus détaillés, les
liens de dépendance établis en premiére phase.

Aprés avoir effectué I'analyse des relations entre les noeuds 5111, S112 et $S113 d’une part, et 5121 et
$122 d’autre part, I'étape ultérieure consistera a reporter ces relations au niveau directement inférieur,
c’est-a-dire le niveau le plus bas de I'arbre (figure A.IV.4). L'analyse des dépendances se termine une
fois que toutes les relations a ce niveau ont été établies.

Figure A.V1.4 :Troisieme étape d’analyse.

L'approche descendante envisagée ici permet de partir du niveau le plus global, et ainsi d’exprimer
des influences globales entre systémes, puis d'affiner de maniére progressive ces relations au fur et a
mesure que I'on descend dans la description des sous-systémes. Elle permet, en cela, d'avoir a chaque
phase un cadre d'analyse, une référence a laquelle il est possible de se reporter.
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VI1.2.3. Regles de description des relations

Une fois la décomposition du processus effectuée, il est maintenant possible de mettre en évidence les
relations de dépendance entre systémes fonctionnels. Mais il faut toutefois suivre certaines régles,
dont la plus importante est : ne considérer que les influences de proximité et éviter de décrire des
relations qui ne correspondent pas a des liens physiques directs entre systemes fonctionnels ; cela
permet de réduire la complexité du graphe en éliminant les chemins redondants.

VI.2.4. Exemple

Les figures A.VL.5, A.VL6 et A.VL.7 illustrent cette démarche par |’analyse fonctionnelle d’'un procédé
réel : le Prototype Evolutif de Vitrification.
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Ainsi, il est possible de décrire les relations de dépendance entre systémes en procédant de proche en
proche, et ce, de fagon descendante. L’algorithme correspondant pourrait s’écrire, en considérant une
arborescence comportant “n” niveaux, et “x” un niveau quelconque :

***Relations entre nceuds freres***

Pour x=1 a n, faire :

Etablir les relations entre nceuds fréres ;

Fin

***Reports des relations entre fréres dans les niveaux inférieurs***

Tant que les relations établies au niveau 1 n’ont pas été reportées jusqu’au niveau n, faire :

Pour x=1 a n, faire :

Reporter les relations déja établies au niveau i vers le niveau directement inférieur, sauf les
relations qui viennent d’étre établies au niveau supérieur:

Fin

Fin
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ANNEXE VII : Analyse de
dépendances sur une
installation industrielle

L'étude des dépendances structuro-fonctionnelles a été menée sur le Prototype Evolutif de
Vitrification. La présente annexe vise principalement la démonstration de faisabilité de la démarche
d’analyse de dépendances. L'installation PEV est suffisamment importante pour permettre de juger de
l'intérét de la hiérarchisation du modele structuro-fonctionnel.

Cette analyse est un prolongement de I'étude que nous avons menée sur le PEV dans le cadre du
projet DIAGPEV. L’essentiel des connaissances a été collecté par entretiens auprés des opérateurs de
conduite et des ingénieurs d’exploitation.

VIl.1. DECOMPOSITION DU PEV

Les fonctions associées au PEV sont répertoriées dans les tableaux A.VIL.1 a 5. Elles ont été regroupées,
pour plus de lisibilité, en systémes externes, passifs et régulés.

L'analyse qui est faite de cette installation est limitée aux appareillages et a I'instrumentation. Les
conduits de transfert de matiére et d'énergie pourront é&tre ultérieurement pris en compte.
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Annexe VII

APPAREIL FONCTION VARIABLE MESUREE UNITE SYSTEME ENGLOBANT
. Vanne Réglage débit pompe % ouverture Unité de réglage pression
. déprimogene Systéme de régulation
Pompe Extraire les gaz Unité dépression colonne lavage
Capteur Mesure de pression PR 330.80.1
Unité de régulation pression
Régulateur Maintenir une col. lavage
[TDC PID n°2] pression constante
G Vanne Réglzgieecg; :iébit 9% ouverture Unité de raglage
Ejecteur Propulser les gaz :
Unité de propulsion des gaz Systéme de régulation
Venturi Mesure Débit gaz dépression dépoussiéreur
Capteur Mesure PR 330.10.2
Unité lation pression
Régulateur Maintien d'une nité de régu
{TDC PID n°1] pression constante
lat Maintenir fa température . .
Régulateurs dans les bornes autorisées Unité de régulation de la Systéme de régulation
chauffe chauffe calcinateur
Capteurs Mesure TE320.13.528
Résistances Fournir la puissance Unité de chauffe
chauffantes de chauffe WE32013.144
Régulateurs Maintenir la température Consignes
Unité de régulation de
Capteurs Mesure Températures 2 crﬁguffe
extemes Systeme de régulation
Inducteurs Transformﬁ I'ilenduction en | WE32021.135 Unité d'induction chauffe pot de fusion
chaleur
Sélecteurs de tension Réglel;zj 5]‘;;”‘"“ UE32021.135 Unité de distribution de tension
Bouilleur Chauffer le pied TE330.11.1 Unité de chauffe
Pied Stockage intermédiaire Unité de stockage intermédiaire
PR - Systéme de régulation
Régulateur (TDC) | Maintien niveau pied niveau dépoussiéreur
- Unité de régulation niveau
Capteur de niveau Mesure NE 330.11.2
Vanne Commande appoint en eay Unité de réglage volume appoint eau
Trémie n°2 Stocker BE 309.33 Unité de distribution
Fré i s .
Vibreur Alimenter 'ﬁ;":: ;glc);tlaur Unité d'alim, fritte
Godet doser Compteur 309.37.2 Unité de dosage Systéme d ?rlilgeentatlon en
, Sas Confiner DPE 309.40 Unité de confinement
Automate Piloter

Unité de pilotage

o

Tableau A.VIL.1 : Les systémes régulés du PEV.
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APPAREIL FONCTION VARIABLE MESUREE Unitt S YSTEME ENGLOBANT
Vanne Réglage débit pompe % ouverture Unité de réglage pression
. . : Systeme de régulation
Pompe Extraire les gaz Unité déprimogene dépression colonne lavage
Capteur Mesure de pression PR 330.80.1
Unité de régulation pression
Régulateur Maintenir une col. lavage
[TDC PID n°2] pression constante
Vanne Réglaégi:c‘::l‘:éb't % ouverture Unité de raglage
Ejecteur Propulser les gaz .
Unité de propulsion des gaz Systéme de régulation
Venturi Mesure Débit gaz dépression dépoussidreur
Capteur Mesure PR 330.10.2 " . .
e Ve done Unité de régulation pression
{TDC PID n°1) pression constante
Maintenir la température
Régulateurs dans les bornes autorisées Unité de régulation de la Systéme de régulation
chauffe chauffe calcinateur
Capteurs Mesure TE320.13.528
Résistances Foumir la puissance WE 320.13.124 Unité de chauffe
chauffantes de chauffe
Régulateurs Maintenir la température Consignes
Unité de régulation de
Capteurs Mesure Te:l':s::g;m la chauffe
- . Systéme de régulation
inducteurs T’a"“°"';f‘:l':"r‘"t‘°" en | we320.21.135 Unité dinduction chauffe pot de fusion
Ul
Sélecteurs de tension "ég'e;.[aufrl"i‘:“““ UE320.21145 | Unité de distribution de tension
Boutlleur Chauffer le pied TE 330.11.1 Unité de chauffe
Pied Stockage intermédiaire Unité de stockage intermédiaire
— - Systeme de régutation
Régulateur (TDC) | Maintien niveau pied niveau dépoussidreur
- Unité de régulation niveau
Capteur de niveau Mesure NE 330.11.2
Vanne Commande appoint en eau Unité de réglage volume appoint eau
Trémie n°2 Stocker BE 309.33 Unité de distribution
Vibreur Alimenter Fréf?x"léeen:: :gl::ur Unité d'alim. fritte
Godet doser Compteur 309.37.2 Unité de dosage Systeme d'?rlii{{fnmbn en
Sas Confiner DPE 309.40 Unité de confinement
Automate Piloter Unité de pilotage

Tableau A.VII.2 : Les systémes passifs du PEV.
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Annexe VIl

APPAREIL FoNCTION VARIABLE MESUREE UNITE SYSTEME ENGLOBANT
Cuve Pf 310.10 Stocker VE 310.10.1 Unité de stockage Pf
Moteur de brassage Brasser la cuve Pf Intensité Unité de brassage
Pompe Relevage primaire Débit fixé localement | Unité de relevage primaire Systéme d'alimentation P
Pot tampon Alimente l'air-ift 310.10.3 Unité tampon
Air-fift 310.10.3 Relevage secondaire Débit air local Unité de relevage secondaire
Roue doseuse Dosage Pf VE 310.30.5 Unité de dosage des Pf
Cuve sucre Stocker BE 309.20 Unité de stockage
Pompe 309.20.2 Rel Débit réglé en local Unité de refevage
pe eevage it réglé en loca oo ' Systéme d'alimentation
Pot tampon Alimente la pompe doseuse Unité tampon en sucre
Pompe doseuse Dosage du sucre QE 309.20 Unité de dosage
Garde hydraulique Mélanger Pf et recyclage Unité de mélange Pf et recyclage
Confluent Unité de confluence Systéme de mélange
Y Banrigre liquide entre gaz ! y Systéme d'isolation alimentations
Garde hydraulique procédé et alimentations NE 310.40 Unité de garde hydraulique et coaur du procédé
. . Barriére liquide entre gaz . Systéme disolati
Cuve intermédiaire | |, ocade ot ortie condamats Unité tampon procxésdé et so::;aco?\r::lg::ats
. Constituer une masse de " .
Pot de fusion verre suffisante pour Masse de verre Systéme de fusion
autoriser la coulée
Gaine de Eviter la chauffe exessive Températures Systéme de refroidissement
refdlm;nt des inducteurs d‘entrézjésorﬁe eau 4 inducteurs
Tableau A.VII.3 : Les systémes passifs du PEV (suite).
APPAREIL FoNCTION VARIABLE MESUREE UNITE SYSTEME ENGLOBANT l
- n Precs: . .
entation en vapeur Ch’p‘!ggu: zgllgﬂg'e‘ en ress»z: s)ec;’rpe“' Systeme d'alimentation en vapeu
. ‘::?o?::aéiéo;oﬁrs‘sﬁaarlelur Mainzzrg;tlaenr;iveau Débit calcuté Systéme d'alimentation en eau
1 Alimentation en eau P .
d'appoint Rét‘:jl‘lpérer les oxydes Débit fixé en local Unité d'alimentation en eau
recombinaison azote restants recombinaison Systéme d'alimentation en eau
- " permutée
Alimentation en eau Récupérer les oxydes ] Unité d'alimentation en
d'appoint du lavage d'azote ,em’:,yu Débit fixé en local eau de lavage
Rejets condenseur Evacuer les condensats Débit calculé Unité de rejet condensats
j Unité de rejet des solutio
Rejets recombinaison Evacue;iei;es? lutions Trop plein m deer:l:mbinsa??oﬁ n Systéme de rejet liquide
Evacuer la solution de . Unité de rejet des
Rejets lavage lavage Trop plein solutions de favage

Alimentation en air des
Air-lifts et Ejecteur

Relever les solutions

Débit d'air fixé en local

Systéme d'alimentation en air

Alimentation en eau
de refroidissement
condenseur

Refroidir les gaz dans le
condenseur

Débit fixé en local

Systéme d'alimentation en eau
de refroidissement condenseur

Alimentation eau de
refroidissement
inducteurs

Refroidir les inducteurs

Débit fixé en local

Systéme d'alimentation; en eau
e refroidissement inducteurs

Alimentation en

Alimenter les appareils

Systéme d'alimentation

Tableau A.VI1.4 : Les systémes externes du PEV.

Slectricité é&lectriques général en électricité
Groupe toumant Fouré\'ii:‘l;uggi:;ance Unité d'induction Sy s¢"‘ﬁ.ﬂ%ﬂggﬂ°“°" de I
Afimentation en argon | Brasser le pot de fusion | Débit d'argon en local Systéme d'alimentation en argon
ir manchettes |0 O calate] _ Débit i loca e de cocnation.
Air balayage sas poEur;l?éérg;e;aﬂ: sflal;tg g—iette Débit air local Systéme def“ pélayage sas A
=




Application & une Installation industrielle complete 251

SOUS-SYSTEMES SYSTEMES FONCTIONS OBJECTIFS FONCTION SYSTEME

Systéme de régulation niveau
dépoussi

Systdme de dépoussidrage

Systéme d'aimentation en
: Piéger les poussidres
d'oxydes (actinides et
Systéme de binaison
yottme d recombinalsol produits de fission)
Systéme de véhiculées par les gaz

Systdme de condensation traitement des gaz

Systdme de lavage
y " Piéger les oxydes d'azote
Systtme d';l::ne:‘l:genon en eau dans la phase aqueuse

Confiner
l'installation

Systéme de rejet liquide

Systéme d'alimentation en eau
de refroidissemnent condenseur

Systéme d'alimentation en air

Systéme de régulation dépression
colonne lavage

3me de réguiation dép
dépoussidreur
&m ion installati L Forcer le cheminement
Systéme de dépression installation Systéme de maintien s gaz issus de a
Systéme de confinement tube de en dépression de calcination vers le
calcination f'installation systéme de traitement
Systéme d'isolation alimentations des gaz
et cceur du procédé
Systéme d'isolation gaz procédé et
sortie condensats SERVIR DE BANC DE
TEST DES CHOIX DE

Systéme de balayage sas A fritte PROCEDE

&4

Systéme de régulation chauffe
calcinateur

. , Préparer les oxydes de Pf
Systeme de préparation du caldinat | ystame de calcination | pour les incorporer dans
la matrice de verre

Systéme de dilatation tube

Systéme de régulation chauffe pot
de fusion

Systdme de coulée

Systeéme d'incorporation fritte-
calcinat Vitrifier les
Systéme de production de P“".’“fu de
linduction Fission
. Incorporer le calcinat
Systéme de brassage 3 {'argon Systéme de fusion dans le verre en fusion

Systdme de stockage final

eme
inducteurs
Systéme d'alimentation en
eau de refroidissement

Systdme d'alimentation en fritte

Systéme d'alimentation en sucre

Systéme de dosage du recyclage Systéme Foumir au calcinateur
d'alimentations les éléments
constitutifs du verre

Systdme d'alimentation Pf

Systéme de mélange

Tableau A.VIL.5 : Classification des systémes.

VIl.2. RELATIONS DE DEPENDANCES ET GRAPHE DE CAUSALITE

Les relations de dépendance sont établies conformément a la démarche descendante décrite jusqu’ici.
Pour que cette description soit compléte, il faut ajouter un niveau de détail au modele, dans lequel

sont représentées les unités fonctionnelles.
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L'analyse des dépendances s’effectue en quatre étapes. Elle exploite les relations d’influence qui ont
été déterminées dans les niveaux de raffinement supérieurs. L’étape 1 permet de déterminer
I'ensemble des influences entre unités sceurs (figure A.VII.1). Les étapes 2, 3 et 4 permettent de relier
les diverses unités de sous-systémes différents, mais appartenant @ un méme systeme (figures A.VII.2,
A.VIL3 et A.VII.4). Nous ne présentons ici que le niveau de décomposition du PEV le plus bas, c’est-a-
dire celui qui regroupe I'ensemble des unités structuro-fonctionnelles.

La structure causale résultante est déduite du réseau de dépendances global (figure A.Vil.5). Dans ce
modeéle, les noeuds correspondent aux paramétres procédé, et les arcs les relations d’influence qui les
relient. Les variables grisées sont visualisées en local, elles ne sont donc pas transmises en salle de
controle.

B
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Application a une installation industrielle compléte
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