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COVER PHOTOGRAPH

Measurement site during the VOTALP field campaign of September 1996 in the Mesolcina Valley. Sensors 
for ozone and meteorological parameters are mounted on top of the 12-m tower. Components of the opti­
cal equipment to measure the ozone concentration and wind speed on a light path across the valley are 
visible on the ground to the left of the tower.
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INTRODUCTION

A. Wokaun

Surveying the results of General Energy Research in 1996, three major trends can be identified. First, in 
areas where research results have reached an advanced stage, decisive steps have been taken to pro­
mote a transfer towards industrial realization; examples include biomass gasification, advanced battery 
concepts, and combustion research. Second, in projects with longer term orientation, several options are 
being evaluated by exploratory studies, e.g. in solar chemistry and reaction analysis. Third, in line with the 
strategic planning of our institute, the development and characterization of materials for energy research 
has received increased attention.

1 RENEWABLE ENERGIES

Besides the major share of hydroelectricity, biomass is 
providing a significant contribution of renewables to 
satisfy the Swiss energy demand. For a future sus­
tainable transportation system, we are promoting the 
utilization of wood residues and scrap wood for 
methanol production. Important parameters influencing 
the production of synthesis gas from biomass have 
been studied, and the influence of inorganic impurities 
(e.g. salts, heavy metals) on the gasification kinetics 
has been quantified.

The goal of the High Temperature Solar Technology 
group is the production of solar fuels by using con­
centrated solar radiation. On the route towards the 
production of solar hydrogen, project work has contin­
ued on two-step cycles for the solar driven water split­
ting reaction. As an important intermediate step, we 
are studying the combined use of solar energy and 
fossil fuels. The solar cracking of hydrocarbons, to 
produce hydrogen and amorphous carbon, is an inter­
esting approach towards the decarbonization of fossil 
fuels, which is internationally being considered as a 
carbon dioxide mitigation option.

2 MATERIALS DEVELOPMENT AND 
METHODS OF CHARACTERIZATION 
FOR ENERGY RESEARCH

Storage of hydrogen in the form of synthetic liquid 
fuels is a key technology in future hydrogen based 
energy systems. Methanol production, utilizing either 
synthesis gas from biomass or recycled CO2 and H2 
from renewable sources, represents a promising op­
tion. We are reporting on both catalytic aspects of the 
synthesis, and on a novel process engineering ap­
proach in which membranes are used to increase the 
hydrogen yield.

Progress in energy research strongly depends on the 
availability of novel functional materials, to be used as 
catalysts, electrodes, and in combustion devices. Ad­
vances have been made in the preparation of porous 
oxides, and of rare earth compounds with tailored light 
emission properties.

Understanding the occurring solid state chemical re­
actions turned out to be crucial in designing a process 
for the evaporative removal of heavy metals from solid 
residues of municipal waste incinerators.

Materials development is strongly dependent on the 
advancement of characterization techniques. In 1996, 
novel results have been obtained on the in situ moni­
toring of electrode materials by atomic force micros­
copy, and the study of solid state chemical transfor­
mations by Raman microscopy.

For the use in microtechnology applications, pho­
topolymers with tailored absorption and decomposition 
properties have been developed based on studies of 
the mechanism of photolytic decomposition, and the 
high resolution structuring of these materials by exci- 
mer laser ablation was demonstrated.

3 ELECTROCHEMICAL ENERGY STORAGE 
AND CONVERSION

Among the advanced electricity storage systems 
which appear promising for traction applications, lith­
ium ion transfer batteries have been further enhanced 
in energy density by the development of new elec­
trode materials. With the rechargeable zinc / air bat­
tery, we have proceeded from the individual 100 cm2 
cells to realizing an 8 Ah bipolar stack of seven cells.

Electrochemical double layer capacitors (‘super­
capacitors’) are developed for electrical energy stor­
age on a much shorter time scale, with a view to appli­
cations in power electronics. In 1996, we implemented 
an activation procedure for glassy carbon electrodes 
that resulted in capacities > 0.1 F cm 2, and have as­
sembled them into a three cell stack.

Combining renewable fuels with highly efficient, low- 
polluting converters and advanced vehicles capable of 
operation at low specific consumption will be the key 
for sustainable development in transportation. For this 
aim we are developing low temperature polymer elec­
trolyte fuel cells. Progress is reported both for the 
preparation of high performance membranes, and for 
innovative stack design concepts.



2

4 COMBUSTION RESEARCH

Among the advanced techniques for lowering NOx 
emissions in the combustion of gaseous fuels, we are 
installing a test setup for investigating the catalytic 
combustion of methane; significant progress has been 
achieved in modelling the heterogeneous reaction 
mechanism. Powerful laser diagnostic techniques 
were combined to provide quantitative information on 
the generation of NO in an industrial burner. The 
challenges of setting up optical measurements in the 
turbulent medium of a high pressure combustor have 
been addressed.

In a project aimed at supplementing pivotal information 
on reaction mechanisms in combustion processes, the 
concentrations of two important reactive intermedi­
ates, i.e. the NH and OH species, are visualized by a 
resonant holographic technique. The operation of a 
pyrolitic radical source represents a milestone towards 
elucidating the initial steps of soot generation in Diesel 
fuel combustion.

5 CONSEQUENCES OF ENERGY USE 
FOR ATMOSPHERE AND CLIMATE

Air pollution due to energy related emissions does not 
represent a regional problem, but is strongly influ­
enced by the transboundary transport of pollutants. As 
it is therefore mandatory to address this problem in 
international collaboration, we have initiated in 1996 
two European projects in this field. A first measure­
ment campaign was successfully conducted in the 
valley Mesolcina (Graubunden, Switzerland) to study 
the consequences of Vertical Ozone Transport in the 
ALPs (project VOTALP). The second EU activity, 
ECOMONT, addresses the consequences of land use 
changes on mountain ecosystems. In this context, the 
method of isotope ratio mass spectrometry has proven 
invaluable to study the interacting effects of water and

C02 supply on plant growth, both for quantifying mi­
croclimatic effects, and for reconstructing climatic 
conditions from the isotope archives stored in tree 
rings. These archives are highly relevant for the time 
period over which changes of atmospheric C02 con­
centrations have been induced by anthropogenic ac­
tivities.

Measurement campaigns are necessarily restricted in 
time and space, and networks of measurement sta­
tions record data at distinct locations. In order to pro­
ceed to data that are representative for a country and 
for the course of an entire year, we are quantifying the 
yearly occurrence of characteristic wind field and 
weather classes. The discovery that the frequency of 
advective weather types has changed significantly 
over the past 50 years, represents another piece of 
evidence for significant changes in global climate that 
can be detected even on a national scale.

Our studies of the consequences of air pollution are 
contributing towards PSI’s program for a compre­
hensive assessment of energy systems. In addition, 
we are investigating policy options to deal with climate 
change, in particular strategies for curbing C02 emis­
sions by joint implementation and international agree­
ments.

In summary, the results achieved in 1996 show that 
several innovative technologies developed at PSI 
during the past few years have been promoted to­
wards transfer and industrial realization. The explora­
tory research in long-term oriented projects is ex­
pected to achieve further focusing during 1997. In 
strengthening its expertise in the development and 
characterization of energy related materials, the de­
partment is increasingly contributing to the mission of 
PSI as a center of structuring, spectroscopy and char­
acterization of advanced materials.
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GASIFICATION OF WOOD IN A FLUIDIZED BED REACTOR

L. C. de Sousa, T. Marti, M. Frankenhaeuser

A first series of gasification experiments with our fluidized bed gasifier was performed using clean sawdust 
as fuel. The installation and the analytical systems were tested in a parametric study in which gasification 
temperature and equivalence ratio were varied. The data acquired will serve to establish the differences 
between the gasification of clean wood and the gasification of Altholz (scrapwood) and wood/plastics mix­
tures.

1 INTRODUCTION
Biomass is a precious resource as it is the only re­
newable carbon source available on earth. Biomass 
can be gasified to generate energy or to produce 
chemicals or fuels. As FBI's Biometh feasibility study
[1] showed, methanol for fuel usage can be produced 
from wood with existing technology at a competitive 
price in Switzerland. The costs of the feedstocks gasi­
fied strongly influence the cost of the produced metha­
nol. Due to their zero or negative price, carbon con­
taining wastes such as Altholz (scrapwood from 
building demolition and other sources) or industrial 
refuse plastics are an attractive addition to the ex­
pensive clean wood from the forest. The contaminants 
present in these wastes [2] are thought to influence 
the gasification process. At FBI we aim at under­
standing what differences these contaminants cause 
in gasification and how to drive the gasification pro­
cess to obtain a pure gas and disposable residues. To 
see the differences in gasification products caused by 
the use of a different fuel than „pure“ forest wood, the 
base case for comparison must be well understood. 
As in numerous publications on the influence of ex­
perimental parameters on the gasification [3] we test 
whether our gasifier is working properly, i.e. if our re­
sults are comparable and compatible with those ob­
tained by other researchers and if the gasifier is, as 
planned, simulating larger installations properly. To 
answer these questions we started a parametric study, 
in which the values of the most important variables 
where changed. In fluidized bed gasification of bio­
mass the most important process variables are:
- gasification temperature
- oxidant to fuel or equivalence ratio
- fuel humidity, composition and size
- steam to biomass ratio (when steam is used)
- size and nature of the inert bed material

2 EXPERIMENTAL
The fluidized bed gasification facility at FBI is des­
cribed elsewhere [2]. In our parametric study we used 
air at a fixed feeding rate of 7 m3N/h and set the reac­
tor’s temperature at 700, 800 and 900°C. The equiva­
lence ratio was set at 0.2, 0.3 and 0.4 by changing the 
biomass feed rate. We determined material balances 
over the reactor and the tar content of the gas at 
steady-state. Table 1 shows the experimental condi­
tions used. The fuel used in all tests was a dried saw­
mill residue with 1 to 2% humidity. The mean particle

size was 830 pm. In all experiments we continuously 
measured the concentrations of N2, 02, C02, CO, H2, 
CH4 and Ar in the dry syngas with a mass spectrome­
ter. The gas composition reached steady-state very 
rapidly, i.e. in less than 10 minutes upon starting gasi­
fication.

Run Name Equivalence Ratio Tem denature
9606131 0.19 800°C
9606251 0.187 800°C
9607051 0.185 800°C
9607161 0.34 850°C
9607301 0.31 800°C
9608061 0.23 715°C
9608081 0.21 900°C

Table 1: Experimental conditions reported.

3 RESULTS AND DISCUSSION
In this short overview we are going to discuss briefly 
the mass balances calculated and the tar analysis 
performed.

3.1 Material Balances
In steady state the sum of the output massflows must 
be equal to the sum of the input massflows:

^ Wiinput ~ 
l J

IT! Wood fit Air ITtsyngas.dry ™*~ hlT Water ITIasH

The input massflows of air and biomass are continu­
ously monitored by a massflow controller and by a 
balance. We calculated the dry syngas massflow 
based on a nitrogen balance and the measured dry 
syngas composition. The water massflow was either 
measured by condensing the water from a product gas 
side stream or calculated by an elemental balance of 
either hydrogen or oxygen. We determined the ash 
massflow by weighing the ashes collected by the cy­
clone over a known period of time. Table 2 gives an 
overview of the differences found in the mass bal­
ances with different methods used to calculate the 
water content of the syngas.

With the measured water content the overall mass 
balances were unsatisfactory. This is probably due to 
incomplete water condensation together with an inac­
curate sampling method. In the last three runs we tried 
to improve accuracy by using the tar sampling train for 
water condensation as well. The measured water 
content of the gas was then higher, but the mass bal­
ances did still not close up. Using the hydrogen bal­
ance to calculate the water content of the syngas im-
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proved the overall mass balances. However, we found 
that this method over-estimates the oxygen output 
from the reactor. Using the oxygen balance to calcu­
late the water content of the syngas did not improve 
the accuracy of our mass balance.

Run Name Difference in mass balance as finput-output)
Input

Water conte 
measurement

nts of syngas ct 
H-balance

ilculated by: 
O-balance

9606131 - 1.21% 7.27%
9606251 10.23% 1.48% 7.36%
9607051 11.21% 1.28% 6.89%
9607161 7.82% -1.35% 2.46%
9607301 3.40% -2.48% 2.16%
9608061 14.94% 1.68% 6.80%
9608081 9.08% 1.80% 5.80%

Table 2: Overall mass balance closure for performed 
experiments.
The most likely reasons for the error in the overall 
mass balance are the inaccuracies in the measure­
ment of the biomass feeding rate and in the assumed 
elemental composition of the fuel. Also, the syngas 
may contain simple hydrocarbons (e.g. ethylene, eth­
ane, etc.) which where not detected in the gas com­
position analysis. An improved water sampling method 
as well as off-line gas analysis for hydrocarbons will 
be used in the future. The fuel feeding system will be 
modified to improve the accuracy of the feeding rate 
measurement.

3.2 Tar Contents
We sampled and quantified tars by a method des­
cribed in detail elsewhere [4]. The gas sampled 
passes through a glasswool filter at 300°C where tar 
components with a high boiling point condense 
(„heavy“ tars). After the filter the gas passes a series 
of impingers containing CH2CI2, where all other com­
ponents are absorbed (.light" tars). The heavy tars are 
extracted from the filter and their amount is deter­
mined gravimetrically.
Number Compound Con

sampl
nr. 1+2

tents in 
ng bottl

nr. 3

train 
e (mg) 

nr. 4

Components 
total mass

(mg)
1 Benzene 0.00 508.96 22.36 531.32
2 Toluene 0.00 143.39 0.00 143.39
3 Xylene 0.00 10.38 0.00 10.38
4 Styrene 0.00 65.20 0.00 65.20
5 Phenol 45.10 14.66 0.00 59.76
6 Naphtalene 80.79 110.41 0.00 191.20
7 Indene 0.00 0.00 0.00 0.00
8 2-Methyl naphtalene 8.11 8.97 0.00 17.07
9 1 -Methylnaphtalene 10.33 11.53 0.00 21.86

10 Biphenylene 0.00 5.41 0.00 5.41
11 Acenaphtene 0.00 0.00 0.00 0.00
12 Fluorene 12.03 13.35 0.00 25.38
13 Pheneantrene 15.13 19.55 0.00 34.69
14 Antracene 8.67 11.06 0.00 19.73

Light Tars concentration in Syngas: (mg/m3J 10'353.30

Table 3: Tar compounds identified for run 9607301. 
The light tars are analysed qualitatively and quantita­
tively using gas chromatography (GC). Table 3 gives 
an example of the GC analysis giving approximate 
quantities of individual tar compounds. Figure 1 shows 
the corresponding chromatogram. As expected the

total tar concentration was around 10 g/mN3. The main 
components observed were benzene and naphtha­
lene. From the analysis of two experiments the trend 
towards the formation of less .light" compounds and a 
larger percentage of RAM’s when increasing gasifica­
tion temperature [5] was observed. The tar analysis 
method will have to be improved both qualitatively and 
quantitatively as this information is expected to be 
most sensitive to varying input parameters (type of 
fuel, contaminants, etc.).

Response from FID-Detector

Time (min.)

Fig. 1: Chromatogram for tar analysis of run 
9607301. Sampling bottle nr. 3. Peak numbers see 
table 3. S: Solvent (CH2CI2). „?“ denotes peaks from 
substances not yet identified.

4 CONCLUSIONS
The test runs carried out in the summer of 1996 show 
that our fluidised bed gasification reactor is running 
satisfactorily. To achieve better mass balances some 
improvements still have to be made on the reactor’s 
feeding system as well as on the analytical systems 
used. A standard reference sawdust of known and 
constant composition will be used in the future to gen­
erate reference data for uncontaminated wood.
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THE INFLUENCE OF CHLORINE ON THE GASIFICATION OF WOOD

C. von Scala, R. Struis, S. Stucki

Chlorides of the heavy metals copper, lead and zinc inhibit the C02-gasification reaction of charcoal. This 
is observed either by impregnating the wood with the salts before pyrolysis or by mechanically mixing the 
salts with the charcoal before gasification. Charcoal impregnated or mixed with ammonium chloride reacts 
more slowly than untreated charcoal. Treating the charcoal with HCI also influences negatively the gasifi­
cation reactivity, indicating that chlorine plays an important role in the gasification.

1 INTRODUCTION

The aim of the Biometh project [1] is to produce 
methanol through gasification of waste wood, e.g. 
demolition wood or residues of wood processing in­
dustries. This waste wood is, however, contaminated 
with substances that are not normally found in un­
treated forest wood, such as heavy metals and chlo­
rine. The aim of this study is to determine how these 
contaminants influence the gasification process.

It has been known that the impregnation of coal with 
alkali carbonates increases their reactivity [3], Little 
work has been done with heavy metals. However, as 
documented in [4], they are present as contaminants 
in waste wood, especially zinc, lead and copper.

To accomplish gasification, it is inevitable to pass 
through a pyrolysis step. We perform the pyrolysis in a 
tubular oven, and the resulting charcoal is used for the 
gasification experiments. In this paper we just show 
results from the gasification step. Since it is the slow­
est step, it is an important parameter for the design of 
a gasifier.

Our chosen gasification agent is C02, and if we as­
sume that charcoal is mostly composed of C, the main 
reaction we are looking for is:

C(s) + C02 <=> 2 CO (Boudouard reaction).

2 EXPERIMENTAL

The reactivity of charcoal was determined in a ther- 
mogravimetric analyzer (TGA). About 10 mg of ground 
charcoal was gasified with C02. A typical run can be 
seen in Figure 1. As a pre-treatment step, a tempera­
ture ramp until 900°C in an inert atmosphere was in­
troduced to complete the pyrolysis. After stabilization 
of the temperature at 800°C, the gasification agent 
(C02, 40 ml/min) was introduced. The gasification 
time t (see Figure 1) was chosen for the quantification 
of the weight loss curves. It is defined as the time that 
the char takes to react completely, and only the ash is 
left (1-6 wt.-%).

Our first approach to study the influence of contami­
nants was to impregnate pieces of wood with salts of 
sodium, potassium, calcium, magnesium, copper, zinc 
and lead. The impregnation procedure is described in
[2]. The impregnated wood pieces were pre-pyrolysed 
in the tubular oven at 600°C in an inert atmosphere 
and the resulting charcoal was ground.

T 1000

~ 800

- 600

- 400

gasification 
+ CO2

- 200

time (min)

Fig. 1: TGA-experiment.

3 RESULTS

Some gasification results of the impregnated samples 
have been presented in [2], and they can be summa­
rised as follows:

Charcoal from wood impregnated with alkali metals (K, 
Na) reacts faster than the untreated one. The alkali 
metals decrease the gasification time of the charcoal, 
as expected, by a factor of about 5. For the samples 
impregnated with Ca and Mg, there is not much 
change compared to the untreated samples. On the 
other hand, the reactivity of the samples impregnated 
with heavy metals, especially the ones impregnated as 
chlorides, decreases. The gasification of chars from 
wood impregnated with lead and zinc chloride is about 
2.5 times slower than the char from untreated wood. In 
all cases the samples impregnated with chloride salts 
show a significant increase in the reaction time com­
pared to the other anions. The chloride anion seems 
therefore to influence the gasification negatively.

One possible explanation for the decrease in reactivity 
is that during the impregnation, an exchange occurred 
between the naturally present alkali metal ions in wood 
and the heavy metals, followed by an evaporation of 
the chloride salts during the post-pyrolysis (zinc and 
lead chlorides have a lower boiling point than the other 
salts), leaving a charcoal that is poorer in metals than 
the natural one. However ICP-AES (Inductive Coupled 
Plasma Atom Emission Spectroscopy) measurements 
of the charcoal showed no decrease in the concentra­
tion of the naturally present metals after impregnation. 
The remaining impregnation solutions were also ana­
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lysed by ICP-AES, and also there it was not possible 
to detect significant quantities of the naturally present 
metals. Therefore this hypothesis of the leaching out 
of the alkali compounds does not explain our results.

To investigate possible effects of the impregnation 
itself on the reactivity of charcoal, a blank experiment 
was carried out by using just water. The ICP-AES 
measurements for the resulting charcoal and for the 
remaining solution showed no leaching of the naturally 
present metals. This charcoal made of "boiled " wood 
reacts as fast as the untreated, standard charcoal, 
proving that the impregnation process itself does not 
influence the reactivity.

To determine if the salts change the charcoal structure 
during pyrolysis, experiments were made by mechani­
cally mixing some of the salts used for impregnation 
with the standard untreated charcoal sample and 
gasifying the mixture in the TGA. The mixing ratio was 
about 5 mg of salt with 10 mg of charcoal. The results 
can be seen in Figure 2.

NH„CI

untreated

gasification time t (min)

Fig. 2: Gasification of charcoal mixed with salts.

As can be seen in Figure 2, the samples of charcoal 
mixed with salts show similar trends as the impreg­
nated samples. Sodium increases, heavy metals in­
hibit the gasification of the charcoal. The negative 
effect of chlorides is even more prominent. The sam­
ple mixed with NaCI reacts significantly more slowly 
than the ones mixed with other sodium salts. The 
sample mixed with ZnCI2 also reacts more slowly than 
the ones mixed with other heavy metals. The sample 
mixed with MgCI2, which did not show any effect as 
impregnation solution, reacts slower than the pure 
sample. NH4CI, which decomposes at 340°C to NH3 
and HCI, was also used and again slower reaction can 
be observed. A wood sample was impregnated with 
NH4CI, and the resulting charcoal showed also a re­
duction in gasification activity.

To investigate the effect of chlorine we stirred a sam­
ple of the standard untreated charcoal in a solution of

18 wt-% HCI at room temperature for 48 hours, filtered 
and dried it. This sample, gasified in the TGA, reacts
3 times slower than the original sample. We treated 
another sample of standard charcoal with HCI (dry) at 
800°C, and this sample reacts more than 5 times 
slower than the untreated one.

From the results of the experiments described above 
we presume that there is a poisoning of the catalyti- 
cally active centres by the chloride ions. Our standard 
untreated charcoal has a potassium concentration of 
1.8 mg/g. This natural alkali metal content could be 
deactivated during the gasification itself by volatilisa­
tion of the heavy metal chlorides, mobilizing the chlo­
rine, leading to an inhibition of the gasification reac­
tion.

4 CONCLUSIONS

Chlorides inhibit the catalytic activity of the active cen­
tres in charcoal. This inhibition process occurs through 
the volatilisation of the chloride salts, explaining the 
inhibiting effect by just mixing the salts or by the HCI 
treatment at 800°C. The chloride salts show a rela­
tively low boiling point, and under our conditions they 
are completely in the gas phase. A possible mecha­
nism is that the active centres in charcoal are alkali 
carbonates, especially KgCC3, that is neutralised to 
KCI, which is no active form for the gasification cataly­
sis. This, however, does not explain the moderate 
accelerating effect of NaCI. Further work has to be 
done to understand and explain this inhibiting effect of 
chlorine.
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COMBINED COAL GASIFICATION AND Fe304 - REDUCTION USING 
HIGH-TEMPERATURE SOLAR PROCESS HEAT

Y. Tamaura (Tokyo Institute of Technology, Japan), K. Ehrensberger, A. Steinfeld

The coal/Fe304 system was experimentally studied at PSI solar furnace. The reactants were directly ex­
posed to a solar flux irradiation of 3,000 suns (1 sun = 1 kW/m2). The combined gasification of coal and 
reduction of FegOj proceeded rapidly after only one second exposure, suggesting an efficient heat trans­
fer and chemical conversion by direct solar energy absorption at the reaction site. The proposed solar 
thermochemical process offers the possibility of converting coal to a cleaner fluid fuel with a solar- 
upgraded calorific value.

1 INTRODUCTION

Coal can be converted to a cleaner fuel when com­
bined with solar energy. This mixture could be effi­
ciently accomplished via high-temperature thermo­
chemical processes using metal oxides and solar 
process heat [1,2]. While the metal oxide is reduced 
using coal as the reductant, coal is gasified to syngas 
using the metal oxide as the oxidant. The overall reac­
tion can be represented by:

MxOy + y CHX = x M + y (CO + x/2 H2) (1)

where MxOy denotes the metal oxide, CHX denotes 
the coal, and x depends on the hydrogen content of 
the coal. The products are syngas and the metal. With 
this strong endothermic transformation, solar energy is 
converted to chemical energy that can be stored and 
transported over long distances.

In a second, exothermic step, the metal (or lower- 
valence metal oxide) can either be reacted with water 
to form hydrogen or can be used in a fuel cell or bat­
tery to directly generate electricity. In either case, the 
chemical product is the metal oxide which is recycled 
to the solar process. The hydrogen can be used for 
enriching or adjusting the quality of the syngas pro­
duced in the solar process, or it can be further proc­
essed for heat and power generation. Such scheme is 
represented in Figure 1.

A recent review paper discusses various thermo­
chemical schemes, involving metal oxides redox sys­
tems, for the conversion of solar energy into fluid fuels
[3]. The potential for COg mitigation by these solar 
processes has been analyzed [4,5]. The amount of 
fuel needed to reduce metal oxides could be substan­
tially reduced if it were used exclusively as a reducing 
agent and process heat were supplied by solar en­
ergy, thus minimizing the build-up of greenhouse- 
effect gases and pollutants derived from the combus­
tion of fossil fuels for heat generation. The solar car- 
bothermic reduction of metal oxides (e.g. FegOg, ZnO, 
MgO, TiOg, AlgOg, SiOg), using C or CH4 as reducing 
agents, has been experimentally demonstrated in 
solar furnaces [6-8]. The chemical equilibrium compo­
sition of the system FegO^ and C(gr) was computed 
for various temperatures and stoichiometries [1,6].

Concentrated 
Solar Energy

SOLAR REACTOR
Metal/
limirr-vulcncc oxideMxOy + yCHx =xM + y(CO + x/2H2)

WATER-SPLITTING
REACTOR

METAL-AIR 
FUEL CELL

xM + yH2Q = MxOy + yH2

— Metal Oxide

Fig. 1: Scheme of a 2-step thermochemical process 
for solar-upgrading coal and for the production of syn­
gas, hydrogen, and electricity, using coal and water as 
feedstock and concentrated solar energy as the 
source of process heat.

2 SOLAR EXPERIMENTATION

The reaction of coal and FegO^ was studied at TIT 
laboratory using an infrared electric furnace, and at 
PSI solar furnace using a solar reactor that controls 
the time duration of exposure to the solar irradiation; 
the results are reported in [1], Results from the solar 
furnace experiments in which FegO^coal pellets 
where directly irradiated are given in Figure 2 (pelleted 
samples: equimolar ratio of FegO^ and C in coal; an­
thracite coal stoichiometry: CHo.g). The variation of 
the carbon content remaining in the sample product 
(curve A) and of the x-ray diffraction's peak ratio of 
I(311)pe304 to l(200)peO tor the sample product 
(Curve B) are plotted as a function of the time duration 
of exposure to the solar irradiation. Solar irradiation 
flux intensity, measured optically, was 303 W/cm2. 
The carbon content decreased rapidly between 0.8 
and 1.0 sec, and was accompanied by a rapid de­
crease in the x-ray diffraction's peaks ratio. The solid 
phase change from FegCU to FeO was relatively fast 
at about 1473 K because both crystals have the same
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packed cubic structure of oxygen and their cation 
movement is assisted by electron hopping between 
Fe+2 and Fe+3 in the B sites of the spinel structure. 
Thus, lattice oxygen was continuously released from 
FegOj and helped maintain a high rate of coal gasifi­
cation. The solid products consisted of a mixture of 
FeO and remaining coal ash. Hydrolysis of solid prod­
ucts at temperatures below about 900 K yielded Hg 
and a solid mixture of FegO^ and ash. By magnetic 
separation it is possible to recover FegO^ from the ash 
and recycle it to the solar reactor, but further studies 
are required to assure the cycling capability of this 
chemical system.

g- 0.5 .

*5 0.4 .

B 0.3 .

U 0.1 .

Time (sec)

Fig. 2: Change in the carbon content (curve A) and 
change in the x-ray diffraction peak intensity ratio of 
l(311)Fe304 to l(200)peO (curve B), for the FegOVcoal 
sample as a function of the time interval of exposure to 
the solar irradiation. Solar irradiation flux intensity 
= 303 W/cm2. Pelleted sample: equimolar ratio of FegOj 
and C in coal; anthracite coal stoichiometry: CHq.2-

3 SUMMARY

Exploratory experiments were performed in the solar 
furnace with the coal/FegO^ system. They demon­
strated that efficient heat transfer and chemical con­
version can be achieved by direct absorption of con­
centrated solar energy at the reaction site, by-passing 
the limitations imposed by indirect energy transport via 
heat exchangers.

When compared with the conventional steam gasifica­
tion of coal, the gasification rate is, under proper con­
ditions, higher using a metal oxide as the oxidant [1,2].

From the thermodynamic standpoint, the reaction with 
metal oxides is more endothermic:

C + FegOj. = 3FeO + CO AH°29sk = 193 kJ/mol.

C + HgO = Hg + CO AH°298K =131 kJ/mol.

Thus, more solar energy can in principle be stored per 
unit mass of coal. An additional advantage is the si­
multaneous reduction of the metal oxide, yielding a 
metal (or lower-valence oxide) that can be further 
processed to pure, uncontaminated H2. A drawback of 
using metal oxides as the oxidant (instead of steam) is 
that the composition of the syngas is deficient in hy­
drogen. To some extent, the quality of the syngas can 
be controlled by means of the water-gas shift reaction. 
Studies are underway to investigate the gasification of 
coal using a mixture of steam and FegOd for yielding 
high-quality syngas suitable for methanol synthesis.
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WUSTITE - A SOLAR ENERGY CARRIER

A. Weidenkaff, P. Nuesch, A. Wokaun, A. Reller (University of Hamburg, Germany)

Hydrogen is produced when wustite (FeUyO) is oxidised by water. This reaction is part of a two-step ther­
mochemical metal oxide cycle for the storage of solar energy in the form of chemical energy carriers, char­
acterised by a high chemical potential. The reaction was studied in a tubular furnace with on-line gas 
analysis and further characterised in detail by DTA and high-temperature X-ray powder diffraction. The 
influence of non-stoichiometry, morphology and temperature on the mechanism and kinetics of the water­
splitting reaction was determined.

1 INTRODUCTION

High temperature chemistry driven by concentrated 
solar flux is investigated as an option for the substitu­
tion of non-renewable energy systems such as coal, 
mineral oil and uranium. The amount of energy stored 
by solar thermal reduction of metal oxides (highly en­
dothermic process) can be used to split water for pro­
ducing hydrogen which is a ,,non-polluting" fuel when, 
for example, used in a fuel cell to produce electricity.

The two-step iron oxide water-splitting cycle for the 
solar-driven production of hydrogen consists of the 
solar-thermal reduction of magnetite to wustite, and 
the subsequent reoxidation with water leading back to 
magnetite [1], In this process the reduced iron-oxide 
phase has to be quenched to avoid reoxidation.

Wustite is not stable at temperatures below 840 K. 
However, by suitable quenching procedures the me­
tastable phase may be stabilised at room temperature 
and becomes storable for years.

The water-splitting reaction serves to transfer the en­
ergy stored in the wustite phase onto hydrogen as a 
secondary energy carrier. To optimise this reaction we 
studied the reactivity of the parent iron oxide phase 
and the mechanism and kinetics of this process at 
different temperatures.

2 EXPERIMENTAL

For the preparation of the wustite phases of different 
non-stoichiometries we have chosen two methods: 
a Synproportionation of iron and magnetite or 
b Thermal dissociation of iron-oxalate precursors 
in an electric furnace. By variation of the oxygen par­
tial pressure with a defined gas mixture of hydrogen 
and water in argon and the temperature we can syn­
thesise Fe1yO samples of non-stoichiometries of 
0,05 < y < 0,12. The samples were quenched to room 
temperature in less than 10 seconds.

The in-situ reaction kinetic studies were performed in 
a high-temperature X-ray powder diffraction camera 
and an experimental set-up where the product gases 
are identified and determined on-line in the mass 
spectrometer and quantified in a gas chromatograph.

3 RESULTS

The exothermic reaction of wustite with water yielding 
hydrogen and magnetite is influenced by non-stoichio­
metry and morphology of the parent wustite phases 
and the reaction temperature.

In wustite phases with a low non-stoichiometry (y->0) 
more Fe(ll) ions are available and more hydrogen can 
be produced. However, the comparison of the hydro­
gen signals of samples of wustite with different non­
stoichiometries shows that the reaction runs faster 
with wustite phases of high non-stoichiometry 
(Figure 1).

H2[arb.units]

------- 1 - y = 0,940

time[sec.]

Fig. 1: On-line MS signal of the water splitting reac­
tion with Fe0905O and Fe0940O.

The reason might be, that the octahedral vacancies 
and tetrahedral iron sites (normally not occupied in the 
rock salt structure) lead to the formation of defect 
clusters which can be described as nuclei for the for­
mation of a spinel structure in the rock salt structure of 
wustite (Figure 2).

Fig. 2: Part of the defect structure of wustite (left) and 
the inverse spinel structure of magnetite (right).

With Differential thermal analysis and high tempera­
ture X-ray diffraction camera we observed that heating
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quenched wiistite phases in inert atmosphere leads to 
a two step disproportionation into iron and magnetite. 
By scanning the differential temperature to an inert 
reference we can see the exothermal first transition 
step of disproportionation taking place at about 300°C. 
As products an iron-rich ‘nearly stoichiometric’ phase 
and an iron depleted phase with spinel structure are 
formed [2,3]. The exothermal second step to iron and 
magnetite occurs about 330°C and the endothermic 
synproportionation back to wiistite is observed at 
580°C. The heat of transition increases with increasing 
iron content (Figure 3).

AT[|lV]

-1 -y =0,917exotherm

Temp.[°C]

Fig. 3: Differential thermal analysis of the two-step 
disproportionation of wiistite.

Below the range of stability of wiistite, dispropor­
tionation and water splitting reaction are overlapping. 
To determine the active species for the water splitting 
reaction, both reactions were carried out in the high 
temperature X-ray camera under the same conditions 
at various temperatures (573 K, 673 K and 773 K).

At 573 K and 673 K a ‘nearly stoichiometric’ wiistite 
phase and magnetite are formed very fast. In a sub­
sequent slower step this phase disproportionates into 
iron and magnetite.

At 773 K the ‘nearly stoichiometric’ wiistite phase is 
not formed. In this case the transition is very slow, 
within 90 minutes only 30% of the wiistite phase has 
been disproportionated.

At 773 K the water splitting reaction is much faster 
than the disproportionation. In this case the active 
species must be the non-stoichiometric Fe^O. At 
lower temperature, where the nearly stoichiometric’ 
wiistite phase is formed, the water splitting reaction is 
much slower. For the nearly stoichiometric’ wiistite 
phase the reaction velocity of the disproportionation 
and the water splitting is similar. The iron which is 
formed due to the disproportionation is oxidised at 
about the same rate.

In temperature ranges of stability of wiistite a very 
strong evolution of hydrogen is registered during the 
first two minutes of the reaction.

The water splitting reaction with small particles of iron 
is very fast in the beginning and stops after a few

seconds. After one hour reaction time just 20 % of the 
theoretical amount of hydrogen that can be reached 
by reaction of water with pure iron is formed. The rea­
sons for this behaviour can assumed to be the forma­
tion of an inert oxide layer and an overheating of the 
surface.

4 DISCUSSION AND OUTLOOK

The reason why non-stoichiometric metastable wiistite 
phases are very suitable energy carriers resides pre­
dominantly in their structure. In the iron oxide-system 
redox reactions are fast and reversible. Compared to 
stoichiometric metal oxides, a smaller amount of acti­
vation energy is sufficient to change the crystal struc­
ture. Iron oxides can be treated like iron dissolved in 
an oxygen solution. Reduction would correspond to a 
concentration of iron, oxidation a dissolution.

The kinetics and mechanism of the water splitting 
reaction with wiistite phases depends upon whether 
the nearly stoichiometric wiistite phase is formed or 
not, i.e. on the temperature range. Oxidation of non 
stoichiometric wiistite is much easier, probably be­
cause of the large amount of defect clusters, which 
can serve as nuclei for a magnetite formation as men­
tioned before. Water splitting starting from the ‘nearly 
stoichiometric’ wiistite phase or from iron, which is 
formed during the disproportionation, do both occur in 
the lower temperature range, but the reaction is much 
slower.

The enhanced evolution of hydrogen at the beginning 
of the reaction, which increases with temperature, is 
due to the rapid oxidation of the surface area. We 
assume that it depends on the mobility of iron ions in 
the surface regions. Lateron magnetite is formed in the 
surface layers which leads to a blocking of diffusion 
channels for the gaseous products and to formation of 
a diffusion barrier in the solid, i.e. the mobility of iron in 
magnetite is restricted.

The following increase in the hydrogen evolution can 
be explained by the recrystallisation of the product 
layer in the atmosphere containing water and the sub­
sequent formation of new diffusion channels.
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PRODUCTION OF FILAMENTOUS CARBON AND H2 BY 
SOLARTHERMAL CATALYTIC CRACKING OF CH4

V. Kirillov, G. Kuvshinov (Boreskov Institute of Catalysis, Russia), A. Reller (University
of Hamburg, Germany), A. Steinfeld

The catalytic thermal decomposition of methane has been experimentally studied using high-temperature 
solar process heat. Nickel catalyst particles, fluidized in methane, were directly irradiated at the PSI solar 
furnace. Carbon deposition consisted of randomly interlaced filaments that grew as fibers and hollow 
nanotubes (of approx. 30 nm diameter) originating at each catalytic particle.

1 INTRODUCTION

Gaseous hydrocarbons are found in natural gas and 
are also derived from the oil refining and coal proc­
essing industries. A large amount of these natural and 
oil tail gases, being economically unattractive, are 
usually flared and discharged to the environment. 
Alternatively, the decomposition of hydrocarbons of­
fers the possibility of producing two valuable chemi­
cal commodities: carbon and hydrogen-rich gas 
mixtures. Clean carbon finds application in adsorp­
tion/desorption processes, and as a reducing agent in 
the metallurgical industry. Filamentous carbon, a much 
more valuable carbon material than conventional soot, 
is employed in composite materials where high- 
temperature stability and high-strength is required. 
Hydrogen-rich gas mixtures are widely used in the 
chemical industry for the direct production of ammo­
nia, methanol, and other synthetic fuels and chemi­
cals. Hydrogen-containing mixtures, when not con­
taminated with carbon oxides, may be used for fuelling 
fuel cells without inhibiting platinum-made electrodes.

The decomposition of hydrocarbons are high-tempera- 
ture endothermic processes. Concentrated solar ener­
gy can be used as the clean source of high-tempera­
ture process heat, avoiding the emission of pollutants 
while upgrading the calorific value of the products. The 
general stoichiometric reaction can be represented by:

CnHm = nC + -2H2

These reactions proceed at temperatures in the 800- 
1000 K range when conducted at atmospheric pres­
sure. Recent reviews on the production of carbon fi­
bers by cracking of hydrocarbons have been pub­
lished [1,2]. The carbon deposition process can be 
catalysed by many metals; Ni, Ni/Cu, and Ni/Cu/Zn 
alloys have shown the highest activities [3,4]. The 
filament growth mechanism consists of hydrocarbon 
adsorption at the catalyst surface followed by carbon 
diffusion through the catalyst particle [1,2,5]. The ki­
netics of carbon formation from CH4-H2 on silica- 
supported Ni and Ni-Cu catalysts were measured in 
the range 723-863 K [6]. The rate limiting-step is usu­
ally attributed to the diffusion of carbon through the Ni 
particle [1 and literature cited therein].

Reader

Fig. 1: Experimental set-up at the PSI solar furnace 
(dimensions are not to scale).

2 EXPERIMENTAL

Experimentation was conducted at the PSI solar fur­
nace [7]. The experimental set-up is shown in Fig­
ure 1. The solar receiver-reactor system, depicted in 
Figure 2, consisted of a 2 cm-diameter quartz tube 
containing a fluidized bed of Ni catalyst and AI2O3 
grains. A secondary reflector, composed of a 2D-CPC 
(compound parabolic concentrator) coupled to an in­
volute, provided uniform irradiation on the tubular re­
actor. With this arrangement, the catalytic particles 
were directly exposed to the incoming high-flux solar 
beam. The catalytic precursors contained 90 wt% Ni 
and 10 wt% alumina and were prepared by co­
precipitation as metal hydroxides [3]. The fluidized 
bed was solar-heated to the desired temperature un­
der a flow of argon and isothermally subjected to a 
reacting gas flow of 1.16 ln/min 10%CH4-Ar and 
0.52 ln/min 2%H2-Ar. Pressure was maintained 
slightly above atmospheric. Hydrogen was added to 
the feedstock gas and the temperature was kept be­
low 850 K to prevent rapid deactivation of the catalyst. 
Figure 3 shows the fluidized-bed temperature (meas­
ured by a thermocouple type-K submerged into the 
bed) and the hydrogen content in the outlet gas
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(measured by GC) during a representative solar ex­
periment. The outlet gas composition showed 40% 
chemical conversion of CH4 to H2 in a single pass of 
0.6 seconds through the 5 cm bed-height. Conversion 
decreased with time as carbon grew over the catalyst. 
Carbon deposited on the catalyst at a rate of approxi­
mately 8 gr per hour and per gram catalyst. Tem­
peratures above about 850 K resulted in a momentary 
increase of the carbon deposition rate but lead subse­
quently to a rapid deactivation of the catalyst. Labora­
tory experiments, optimized for maximizing the carbon 
yield per unit mass of catalyst until its complete deac­
tivation, have yielded a total of up to 200 gr carbon per 
gr catalyst [3,4]. The carbon obtained consisted of 1 to 
2 mm granules being built by randomly interlaced fila­
ments, including fibers and hollow nanotubes of ap­
prox. 30 nm diameter, having the following properties: 
BET specific surface area of 92 m2/g, pore volume of 
0.414 cm3 4/g, and average pore diameter of 18 nm. 
Transmission electron micrographs, shown in Fig­
ure 4, revealed that each catalyst particle gave rise to 
a single filament of the same diameter as that of the 
particle at its head. The carbon texture is influenced 
by the filament growth mechanism which, in turn, is 
dependent on the catalyst, gas composition, and 
process operation conditions.

Gaseous Products 
to GC

quartz reactorinvolute + 
2D-CPC

z fluidized bed 
(catalyst + AI2O3)

quartz filter

Concentrated
solar

radiation

Fig. 2: Scheme of the solar reactor configuration.

3 SUMMARY

The technical feasibility of the solar decomposition of 
methane has been demonstrated using a small scale 
fluidized-bed solar reactor. The direct irradiation of the 
catalyst provided effective heat transfer to the reaction 
site. Potential applications of such process are the 
clean conversion of natural and oil tail gases into valu­
able chemical commodities.

4 ACKNOWLEDGEMENTS

This work has been funded in part by the BEW-Swiss 
Federal Office of Energy.

Reactants:

0.52 L/min
900 '

800 -

Ss 700 -

a 600 -

500 -

Time [minutes]

Fig. 3: Fluidized-bed temperature and H2 content of 
product gas during a solar experiment.

Fig. 4: Transmission electron micrograph of carbon 
formed by solarthermal catalytic cracking of methane.
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PHOTOCHEMISTRY AT HIGH TEMPERATURES - POTENTIAL OF ZNO AS A HIGH
TEMPERATURE PHOTOCATALYST

M. Schubnell, P. Beaud, I. Kamber

Direct conversion of solar radiation into useful, storable and transportable chemical products is the primary 
goal of solar chemistry. In this paper we discuss some fundamental aspects of photochemistry at elevated 
temperatures. We show that luminescence can serve as an indicator of the potential use of a system as a 
photoconverter. As an example we present experimental data on the chemical potential and on the lifetime 
of the excited states of ZnO. The low luminescence quantum yield together with a lifetime of about 200 ps 
indicate that an efficient photochemical conversion on ZnO is highly improbable. We believe this to be a 
general feature of chemical systems based on a semiconductor photocatalyst, in particular of photoreac­
tions at a solid/gas interface.

1 INTRODUCTION

In solar energy research the attempt to directly convert 
concentrated solar radiation into chemically stored 
energy has attracted much attention in recent years. 
One can think of two principally different ways to 
achieve this, thermochemistry or photochemistry. 
Several authors have also discussed a possible .syn­
ergism" between the two ways (see [1] and references 
therein). In this paper we address thermodynamic and 
kinetic constraints imposed onto a photochemical 
system that is able to store work at high temperatures. 
We hereby only consider systems with a semicon­
ductor as photocatalyst. In such a system the absorp­
tion of a photon with energy higher than the bandgap 
of the semiconductor results in electron-hole pairs. 
Ideally, the electrons are subsequently used for re­
duction and the holes for oxidation of the educts. This 
leads to high probabilities for the backreactions, i.e. 
the photooxidation and the photoreduction of the 
products. A second fundamental limitation is due to 
the fact that photochemistry is only possible as long as 
the bandgap of the semiconductor is much larger than 
the typical phonon energy. Therefore, for solar driven 
high temperature photocatalytic reactions only wide 
bandgap semiconductors can be used.

ZnO has a band gap of about 3.4 eV at 5 K shifting to 
about 3.1 eV at 300 K. The holes, created as minority 
carriers under illumination in the valence band have a 
strong oxidizing potential. Therefore, most photoreac­
tions will be oxidation or decomposition reactions. Zinc 
oxide is known as a phosphor and its luminescence 
properties are well investigated at low temperatures. 
Furthermore, several authors have investigated pho­
tocatalysis, photosorption and photoconductivity on 
ZnO (see e.g. [2] and references therein).

It has been pointed out by thermodynamic arguments 
that the excited states in any photosystem converting 
light into useful energy must exhibit a positive chemi­
cal potential under illumination. This necessarily 
means that such a system has to show some lumi­
nescence [3]. This is equally true for a photochemical 
and for a photovoltaic system. However, the lumines­
cence quantum yield may be very low (i.e. not de­
tectable) for large band gap systems that still exhibit a

considerable chemical potential. According to [4] the 
chemical potential of the excited state g can be calcu­
lated explicitly for an ideal two level system:

J L(e)a(e)de
At = kTln^-------------------- + kTl nO (1)

J hB(e)a(e)de
0

Here e is the photon energy, a(e) the absorptivity of 
the system, ls(e) the intensity of the radiation imping­
ing on the system, lBB the blackbody irradiation due to 
the surrounding, and 0 the luminescence quantum 
yield defined as the radiative recombination rate di­
vided by the total recombination rate.

Eqn. (1) can be used to estimate the chemical poten­
tial of a photoactive system in a rather simple way. 
The only quantities one needs to know are the irra­
diation ls, the luminescence quantum yield <J>, and the 
absorptivity a(e) of the sample. Thus knowledge of in 
principle readily measurable macroscopic quantities 
delivers information on a microscopic, experimentally 
not directly accessible quantity.

According to eqn. (1) luminescence is crucial for a 
positive chemical potential of the excited states. If 
luminescence is detected, the potential energy stor­
age capability of the system is demonstrated. Con­
trary, no photoluminescence usually indicates high 
loss rates and therefore a low potential for a direct 
photochemical conversion process. However, an 
(undetectable) low luminescence can also be due to 
a low absorptivity of the photocatalyst.

Apart from the above discussed thermodynamic limits, 
kinetic restrictions due to the finite lifetime of the ex­
cited state have to be considered as well. The lifetime 
of the excited state determines a time interval within 
which the primary step of the photoreaction has to 
take place. In case of a photovoltaic cell this primary 
step corresponds to the charge separation within the 
p-n-junction. In a photochemical system this primary 
step can be identified as the reaction of the photo­
generated electrons and holes with adsorbed educts. 
Due to increased thermal quenching the radiative life
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time of the excited state will decrease with increasing 
temperature thus decreasing the reaction probability. 
However, since the collision frequency of the educts 
with the surface of the photocatalyst increases at 
higher temperatures, this effect might at least partly be 
compensated in at moderate temperatures. The extent 
of this compensation depends on the details of the 
reaction mechanism.

Besides the thermodynamic and temporal limitations 
already discussed a "thermal" limitation of a photo­
chemical surface reaction has to be considered as 
well: assuming that only adsorbed species can react 
with the photoactive system, the adsorption energy 
sets an upper temperature range above which the 
probability of a photoreaction decreases exponentially 
due to thermally activated desorption of surface spe­
cies.

2 EXPERIMENTAL

The experimental setup basically consists of a sample 
holder placed in a vacuum system. The sample holder 
is a cylindrical block of nickel (dia. 25 mm, height 
30 mm) which can be heated electrically up to 1100 K. 
The samples are placed in a dent within the Ni-block. 
The temperature of the sample is measured with a 
thermocouple welded close to the surface of the dent 
within the block. The vacuum system has been de­
signed such as to allow dynamical control of the at­
mosphere within the system.

Temporally integrated luminescence spectra were 
recorded with a 13 bit 1024 diode array system 
mounted onto a 25 cm spectrograph allowing a spec­
tral resolution of 1 nm. The samples were excited 
with the third harmonic of a Nd:YAG laser (355 nm, 
5107 W/cm2) operated at 10 Hz. For the time resolved 
measurements, ultrashort pulses at a wavelength of 
282 nm, corresponding to the third harmonic output of 
a Ti:Sapphire chirped pulse amplification system (CPA 
1000, Clark MXR) were used for excitation. The pulse 
duration was around 1 ps and the intensity was kept 
below 5-107 W/cm2 to avoid stimulated emission which 
was clearly observed at higher intensities. The dis­
persed luminescence spectra were imaged on a 
streak camera equipped with a 16 bit CCD-camera. 
The time resolution when integrating over multiple 
pulses was 25 ps and the spectral resolution was 
again 1 nm.

The luminescence was collected with an ellipsoidal 
reflector and focused onto a fused silica fiber placed 
in the second focal point of the ellipsoid. The radiation 
absorbed by the sample was calculated as the differ­
ence of laser light reflected from the sample relative to 
a calibrated reference reflectance standard. A pho­
todiode placed in a small integrating sphere inter­
cepts a weak reflection of the laser pulse to monitor 
the (relative) laser pulse energy during the experi­
ment.

Dense layers of ZnO were prepared on 10 mm diam­
eter sapphire discs by settling using an aqueous dis­
persion of ZnO. SEM images of platinized samples 
show that the ZnO crystallites form a homogeneous 
and compact layer on the sapphire substrate. From 
the SEM pictures a layer thickness of about 2.5 pm is 
obtained. From this number and the known amount of 
ZnO on the substrate we conclude that the layers con­
sists of about 80 % void volume.

Prior to a measurement the samples were carefully 
dehydrated in situ according to the following proce­
dure. The samples were mounted in the sample 
holder. The vacuum chamber was then evacuated and 
the sample quickly heated to 373 K. After 1 h at 373 K 
the temperature was ramped to 773 K at 100 K/h un­
der dynamical vacuum. The samples were kept at 
773 K for 2 h and then left to cool down to 300 K. After 
this procedure the samples are free of physisorbed 
and chemisorbed water and are oxygen deficient.

3 RESULTS

In Figure 1 we show corrected luminescence spectra 
of dry, oxygen deficient ZnO at 107 mbar at tempera­
tures between 300 K and 630 K. From the position and 
the intensity of the signal the emission was attributed 
to direct bandgap recombination. As expected the 
luminescence intensity decreases with increasing 
temperature. Since the vibrational levels become 
more and more occupied, the spectra are red shifted 
at higher temperatures. Furthermore the luminescence 
spectra broaden with increasing temperature which is 
again due to increased phonon populations.
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Fig. 1: Luminescence spectra of oxygen deficient 
ZnO at 310, 350, 390, 450, 510, 570 and 630 K.

When compared with spectra taken from ZnO samples 
that were only briefly evacuated at room temperature, 
i.e. "dry" samples that are only freed of physisorbed 
water, the shape of the spectra are identical; how­
ever, the total intensity at 300 K is about 6 times larger 
in the latter case. This indicates that in the oxygen 
deficient samples defects act as additional traps that 
increase the non-radiative rates thus quenching the 
luminescence. When the .dried-only" samples are 
heated under dynamical vacuum the same signals as
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for the oxygen deficient samples are finally obtained 
at 630 K. For non-oxygen deficient samples the de­
pendence of quenching on temperature is a superpo­
sition of two effects. First, heating of ZnO under dy­
namical vacuum generates oxygen defects acting as 
traps for the excited states. Second, quenching due to 
phonon collisions as mentioned before decreases the 
luminescence quantum yield. In case of the oxygen 
deficient samples only the latter mechanism is ob­
served.

Applying Eqn. (1) to the integrated data shown in Fig­
ure 1 and assuming a diluted 5672 K Planck spectrum 
as irradiance the chemical potential of the excited 
states of ZnO can be estimated. For simplicity the 
absorption spectrum of ZnO was approximated by a 
step function. Values for Eg were taken from [5]. Re­
sults are given in Figure 2 for various concentration 
factors. It can be seen that even at 600 K a consider­
able chemical potential is available. However, it de­
creases with increasing temperature much faster than 
the corresponding bandgap energy. Clearly visible is 
the benefit of working with concentrated radiation for 
which p is larger and for which its decrease is less 
dramatic than for unconcentrated radiation.
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Fig. 2: Temperature dependence of the band gap 
energy Eg (dashed) and the chemical potential of the 
excited stae of ZnO (solid) for various concentration 
factors C.

So far we have only discussed thermodynamic con­
straints imposed on a photochemical system due to a 
finite value of p. However, if a photochemical reaction 
should be driven by the excited state, its lifetime sets a 
fundamental limitation on the time scale within which 
the reaction has to occur. We therefore also deter­
mined the lifetime of the excited states in ZnO by time 
resolved luminescence spectroscopy. The time re­
solved luminescence (c.f. Figure 3) does not show any 
spectral changes during the decay and therefore ex­
hibits a wavelength independent temporal behavior. 
We generally find that the decay of the total intensity 
can be phenomenologically described by a superposi­
tion of two exponentials. We further conclude that a 
photochemical reaction does have to take place within 
about 300 ps at room temperature. This time de­
creases to about 260 ps at 873 K. These times corre­

spond to the time interval within which the lumines­
cence decreases from its maximum value by 90 %.
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Fig. 3: Temporal evolution of the luminescence of 
oxygen deficient ZnO at 573 K

4 CONCLUSIONS

We have shown that the excited state of ZnO still ex­
hibits a considerable chemical potential at tempera­
tures as high as 600 K. Time resolved luminescence 
measurements indicate that a reaction that utilizes this 
potential has to occur within typically 200 - 300 ps. 
Otherwise the excited state will be lost due to lumi­
nescence or due to non radiative decay. This short 
time constant makes an efficient photochemical con­
version of radiation on ZnO into useful products highly 
improbable. We believe this to be a general feature of 
photoreactions at solid/gas interfaces. Therefore pho­
tochemistry can only modestly contribute to high tem­
perature conversion of solar energy into useful chemi­
cals. This general conclusion is further supported by 
experimental work done on the photosynthesis of 
methane on Ti02 [6].
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RECYCLING OF GREENHOUSE GASES VIA METHANOL

A. Bill, B. Eliasson (ABB Corporate Research Center, Baden-Dattwil, Switzerland),
U. Kogelschatz (ABB Corporate Research Center, Baden-Dattwil, Switzerland)

Greenhouse gas emissions to the atmosphere can be mitigated by using direct control technologies 
(capture, disposal or chemical recycling). We report on carbon dioxide and methane recycling with other 
chemicals, especially with hydrogen and oxygen, to methanol. Methanol synthesis from CO2 is investi­
gated on various catalysts at moderate pressures (< 30 bar) and temperatures (< 300 °C). The catalysts 
show good methanol activities and selectivities. The conversion of CO2 and CH4 to methanol is also stud­
ied in a silent electrical discharge at pressures of 1 to 4 bar and temperatures close to room temperature. 
Methanol yields are given for mixtures of CO^H2, CH4/O2 and also for CH4 and air mixtures.

1 INTRODUCTION

One possible approach to mitigate the emissions of 
carbon dioxide and methane to the atmosphere would 
be to recycle the carbon in a chemical process to form 
useful products like methanol or dimethyl-ether for 
example. Methanol has the advantage that it is liquid 
under normal conditions. It can be as easily stored 
and transported as gasoline and it can be used in 
conventional combustion engines without requiring 
any major adjustments. Methanol has twice the energy 
density of liquid hydrogen. Methanol synthesis can 
also be looked upon as a storage mechanism for 
gaseous hydrogen.

If pure hydrogen is available the easiest method for 
converting it with CO2 to methanol is to use a catalyst 
and combine both gases in a thermal reactor at about 
220 °C and under moderate pressure (20 - 50 bar). 
This conversion requires no extra energy as the reac­
tion is exothermic and the heat and energy needed 
originate from the hydrogen and the reaction itself. 
The function of carbon dioxide as a storage medium 
for hydrogen is evident in this case.

If no hydrogen is available, also hydrogen donor mole­
cules and greenhouse gases can be treated in a silent 
discharge reactor, i.e. a non equilibrium high pressure 
discharge reactor [1]. It generates high energy elec­
trons, which in turn dissociate the carbon dioxide or 
the methane molecules and allow them to form new 
molecules. In this case we have to supply external 
energy, namely the electrical energy to run the dis­
charge. But we have two decisive advantages com­
pared to the thermal reactor. In principle, we can use 
any kind of hydrogen donor, which can be dissociated, 
for instance water vapor or hydrogen sulfide. Maybe 
more important, we do not have to use a catalyst. 
Therefore we can run the reaction at moderate or low 
temperatures in the discharge, which is preferably for 
exothermic reactions.

2 EXPERIMENTAL

The experimental configurations for the packed bed 
reactor, as well for the silent discharge reactor, are 
described elsewhere [2,3].

To evaluate the hydrogenation catalysts, a stainless 
steel conventional plug-flow packed-bed reactor is 
used. It is located inside an oven. Experiments are 
performed with 4-6 g of catalyst under isothermal 
conditions (Tmax = 350 °C) and at pressures below 
30 bar. Reactants are supplied from pre-calibrated 
mass flow controllers and the pressure is controlled by 
an electronic back-pressure regulator. The product 
stream from the reactor is analyzed by gas chroma­
tography.

The silent discharge reactor is mounted in a high 
pressure vessel of cylindrical shape, which can be run 
at pressures up to 10 bar and controllable tempera­
tures up to 400 °C. A silent discharge [3] is maintained 
in an annular gap of 1 mm width formed by an outer 
steel cylinder and an inserted cylindrical quartz tube. 
The steel cylinder serves as the ground electrode and 
an alternating high voltage of 18 kHz frequency is 
applied to a gold coating on the inside of the quartz 
tube. The power is accurately measured and can be 
regulated between 50 W and 900 W by adjusting the 
amplitude of the applied voltage. Different feed gases 
can be mixed before entering the discharge reactor. 
The individual flow rates are controlled by mass flow 
controllers. A regulating valve at the exit of the reactor 
controls the pressure in the discharge. Most of the 
products are analyzed by gas chromatography. Oxy­
gen concentration can be measured by a special oxy­
gen monitor based on paramagnetism.

3 RESULTS AND DISCUSSION

3.1 Experiments performed in the packed-bed 
reactor

We focus on the methanol synthesis from H2 and 
C02, carbon dioxide being used as the sole C-source. 
Academic, as well as industrial catalysts have been 
tested at 20 bar, at a space velocity of 4500 It1 
(residence time 0.8 s) and with a feed ratio 
H2/C02 = 3. C02 hydrogenation in a thermal reactor 
not only leads to production of methanol but also to 
the formation of CO, H20 and some CH4 (at tem­
peratures higher than 280 °C). The methanol amount 
increases with temperature up to about 220 °C. How
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ever it starts to decrease above 220 °C (as expected 
for an exothermic reaction), in spite of a continuous 
increase in the conversion of C02. The selectivity 
rapidly shifts in favor of carbon monoxide, which is 
produced by the reverse water gas shift reaction.
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Fig. 1: Activity as a function of the temperature 
(H2/C02=3, Ptot=20 bar, space velocity(Sv)=4500h-i).

According to all investigated catalysts, the optimum for 
the methanol yield is obtained in the temperature 
range between 220 and 240 °C (Figure 1). Best activ­
ity is obtained with catalyst B. It gives, for the se­
lected experimental conditions, a methanol yield of 
124.8 gcH3OH-gcaf1-h-1.

3.2 Experiments performed with the silent dis­
charge reactor

Various experiments were performed with different 
feed gases, namely pure C02, pure CH4, H2+C02 
mixtures, CH4+02 and CH4 plus air.

In this section we focus on the experiment with the 
H2/C02 (3:1) mixture. A typical product distribution is 
given in Figure 2.

-■ CO 2

100.0
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Fig. 2: Partial pressures as a function of the tem­
perature (electrical power=400 W, H2/C02=3, 
Ptot=1 bar, Qtot=1 Nl.min-t).

Carbon monoxide and water are the major products. 
They are produced in the same amount which slightly 
increases with temperature. Methanol and methane 
are also produced in smaller amounts that depend on 
temperature. Methanol formation decreases with rising 
temperature, as expected for an exothermic reaction 
((AH0)298 = -49.5 kJ.moM) [4], A maximum methanol 
yield of 0.2 % is obtained at the lowest investigated 
temperature (50 °C).

All the other results, especially the methanol synthesis 
from methane and air mixtures, are reported else­
where [3].

4 CONCLUSIONS

For a packed-bed reactor, it has been shown that un­
der moderate pressure and temperature conditions, 
fair methanol activity can be obtained and that equilib­
rium values are already reached at 250 °C [5].

In a silent discharge reactor, it has also been demon­
strated that methanol can be synthesized from mix­
tures of methane with C02, oxygen or air and mixtures 
of CC2 with H2. The excited species generated by the 
dissociation of the feed gases are energetic enough to 
initiate reactions at room temperature and atmospheric 
pressure that would normally require the use catalysts 
and elevated temperatures and pressures.
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THERMAL STABILITY OF NAFION MEMBRANES UNDER MECHANICAL STRESS

M. Quintilii, R. Struis

The feasibility of adequately modified fluoro-ionomer membranes (NAFION®) is demonstrated for the se­
lective separation of methanol synthesis products from the raw reactor gas at temperatures around 200 °C. 
For an economically relevant application of this concept on a technical scale the Nation membranes should 
be thin (~ 10 pm) and thermally stable over a long period of time (1-2 years). In cooperation with industry 
(Methanol Casale SA, Lugano, CH), we test the thermal stability of Nafion hollow fibers and supported 
Nation thin sheet membranes at temperatures between 160 and 200 °C under mechanical stress by ap­
plying a gas pressure difference over the membrane surface (AP < 40 bar). Tests with the hollow fibers 
revealed that Nafion has visco-elastic properties. Tests with 50 pm thin Nafion sheets supported by a po­
rous metal carrier at 200 °C and AP=39 bar showed no mechanical defects over a period of 92 days.

1 INTRODUCTION

Methanol synthesis technology overcomes the equilib­
rium restrictions on product yield by applying high 
operating pressure and by recycling the unconverted 
synthesis gas after product separation by condensa­
tion [1]. At RSI we demonstrated the feasibility of ade­
quately modified fluoro-ionomer membranes (i.e., lith­
ium exchanged NAFION) for the selective separation 
of the methanol synthesis products, methanol and 
water, from the raw reactor gas at temperatures 
around 200 °C [2] (Patent pending). A membrane 
separator of technical relevance will have to be 
mounted with thin membranes (-10 pm) and operated 
with a certain pressure difference across the mem­
brane (driving force). In corporation with one of the 
leading engineering companies in the field of methanol 
plants (Methanol Casale SA, Lugano, CH), hollow 
fibers and supported films made of NAFION are 
evaluated in our laboratory as potential forms for tech­
nical applications. In this work we report on the ther­
mal stability of these materials at temperatures be­
tween 160 and 200 °C under mechanical stress given 
by the gas pressure difference (< 40 bar) across the 
membrane.

2 RESULTS WITH NAFION HOLLOW FIBERS

The hollow fibers obtained from Perma Pure Ltd., 
USA, have a wall thickness and inner radius equal to 
63.5 pm. Prior to the stability tests the protons coun­
tering the sulphonate groups (Equivalent Weight 
= 1100 g/mol) are exchanged with lithium ions. [2,3] 
The experimental set-up is sketched in Figure 1. A 
single fiber is installed in a bended stainless steel tube 
(0^0, = 4mm). The ends of the fiber are sealed with 
septa. Nitrogen gas is fed to the inner part of the fiber 
with P(N2) slightly above 1 bar. The lower part of the 
test module is heated in an oil bath. After reaching the 
temperature of interest, mechanical stress is exerted 
on the fiber's outside wall by introducing an air pres­
sure (P) in the metal tube. The flow rate of nitro­

gen through the fiber is then derived from the gas 
amount captured as a function of time in a measuring 
beaker filled with water.

NAFION
hollow
fiber No out

Oil Bath

Fig. 1: Experimental set-up.

A typical experimental run is shown in Figure 2.

T(oil bath) = 200 °C 

At Time = 0 min: P(Air) = 1 bar 
Time > 0 min: P(Air) = 6.2 bar

Flow rate = 20.9 + 140.1 *exp(-Time/123.3)

O Experimental data

Time (min)

Fig. 2: Typical experimental run.
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The experiment is stopped after reaching a steady ni­
trogen flow rate. Figure 3 shows the steady flow rates 
as a function of temperature and air pressure exerted 
on the fiber's outside wall. At 200 °C the nitrogen flow 
is found to drop drastically with increasing stress crea­
ted by the pressure difference across the membrane. 
For the lower temperatures, the drop becomes in­
creasingly smaller, and for T=160 °C with P = 20 bar, 
the drop is less than 15 % of the value obtained with 
P=1 bar. Using Poiseuille's formula, which describes 
the flow rate of a gas through a tube of radius r and 
length L [4], the observed decrease in flow can be 
correlated with a reduced average inner diameter of 
the hollow fiber. After the last test run, the stressed 
fiber was quenched in ice water and the reduction in 
the fiber radius was optically verified using a micro­
scope.

160 —

140 —
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160 °C= 100-

80 —
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190 °C20 —

180 °C 170 °C

Absolute pressure on outside wall of NAFION hollow fiber (bar)

Fig. 3: Steady flow rates of nitrogen through a Nation 
hollow fiber as a function of temperature and pressure 
exerted on the fiber's outside wall.

Note that all results have been obtained with one and 
the same fiber. This was possible because the elastic 
properties of the fiber allowed the continuous regene­
ration of the fiber dimensions (and hence the nitrogen 
flow through the fiber) to their initial values under 
starting conditions (viz., P=1 bar; T=200 °C).

3 RESULTS WITH NAFION SHEET MEMBRANES

The layout of the test cell for the flat sheet membranes 
is shown in Figure 4. A 50 pm thin NAFION sheet 
membrane in the lithium form (Equivalent Weight 
= 1100 g/mol) is fitted in a two chamber stainless steel 
cell where the sheet is supported by a porous metal 
(0pOres = 50 pm). The cell is kept at 200 °C while 
maintaining a constant air pressure of 40 bar in the 
first and atmospheric pressure in the second chamber. 
The permeative flow through the membrane is meas­
ured by a mass flow meter and is digitally recorded as 
a function of time.

Figure 5 shows that the porous metal is well suited to 
stabilize the membrane sheet over a long period of

Porous
metal
support

Chamber 2

Permeative
flow

Chamber 1

Membrane
Fig. 4: Layout of test cell used for membrane sheets.

time under conditions which, otherwise, would cer­
tainly have led to membrane failure.

2.5

1.5 —
Period of 92 days

0.5 — Experimental

i i r

Time (hours)

Fig. 5: Long term performance test for a supported 
sheet membrane at 200 °C and AP=39 bar.
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SOLID STATE DIFFUSION AND REACTION IN ZNO / SI02 IN THIN FILMS

A. Jakob, S. Stucki, B. Schnyder, R. Kotz

Detoxification of fly ash from waste incineration by evaporating harmful heavy metals is limited by the for­
mation of stable heavy metal-matrix compounds. To study the rate of these heavy metal-matrix reactions, 
experiments were performed with the diffusion couple ZnO (heavy metal)-SiC>2 (matrix). The atomic con­
centration profiles after different annealing treatments were analysed by X-ray photoelectron spectroscopy 
(XPS).

1 INTRODUCTION

The residues from municipal solid waste (MSW) incin­
eration, mainly bottom ash and fly ash, contain con­
siderable amounts of harmful heavy metals such as 
Cd, Cu, Pb, and Zn. Recycling of the incineration resi­
dues is, at least in Switzerland, only possible if the 
toxic heavy metals are completely separated from the 
non-toxic solids. Techniques based on thermal treat­
ment are most promising to detoxify the MSW resi­
dues.

In the present work, the formation of a stable heavy 
metal silicate which competes with the heavy metal 
evaporation was studied. As a simplified model for the 
complex heavy metal - glass matrix couples in MSW 
fly ash, diffusion and reaction of ZnO-Si02 couples 
were studied by XPS.

2 METHODS

Figure 1 shows schematically the test sample and the 
experimental procedure. The test sample was pre­
pared by oxidizing a silicon wafer and subsequent 
coating of the SiOg surface with ZnO by reactive 
sputtering. The thermal treatment to allow diffusion 
and chemical reaction between the SiOg and ZnO was 
performed in argon atmosphere at 900 °C for periods 
between 5 min and 2 h. The concentration depth pro­
files of the annealed samples were measured by alter­
nating XPS measurements and argon sputtering in a 
ESCALAB 220i XL from VG-Scientific. Details con­
cerning the sputter condition as well as the XPS 
measurement and quantification are given in [1],

■ v

Fig. 1: Test sample and experimental procedure

The annealed samples were additional studied by 
glancing incidence X-ray diffraction (XRD) on a Philips 
X'Pert instrument. The fixed incidence angle of the X- 
ray beam was 2°.

3 RESULTS

Figure 2 shows the XPS depth profile analysis of the 
reference sample. The atomic composition across the 
ZnO and SiOg layers is plotted as a function of the 
argon sputter time. The ZnO layer is separated from 
the SiOg layer by a sharp concentration gradient at a 
depth corresponding to = 180 s sputter time.

' Reference

Zn 2p 3/2
0 \;****k

100 200 300 400 500 600
sputter time [s]

Fig. 2: Atomic concentration profiles of the untreated 
test sample measured by XPS.

The concentration profiles of the heat treated samples 
are shown in Figure 3. Already after 5 min at 900 °C 
(Figure 3a) about 5% silicon is detected by XPS 
measurement at the surface of the sample. Zinc dif­
fused to some extent into the SiOg layer. In contrast to 
the reference specimen (Figure 2), the Zn and Si con­
centration profiles between the SiOg and the former 
ZnO are no longer simple gradients but have a 
"double-S" shape. The intermediate inflection point, 
i.e. the inflection point between the two "S" shaped 
curves, is located at about 200 s. Samples annealed 
at 900 °C for periods of 10, 15, 20 25 and 30 min. [1], 
all showed the same concentration profiles, with ran­
dom shifts in the inflection point by ± 15 sec. The pro­
nounced "double-S" shape of the concentration curves 
disappears only after extended annealing times 
(Figure 3b). The concentration gradients tend to dis­
appear gradually in a slow diffusion process.

The diffractograms of the samples heat treated in ar­
gon at 900 °C for 5 min and 2 h, respectively, are 
nearly identical and can best be explained with the 
compound Zn2Si04 (Willemite) [1].
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Fig. 3: Atomic concentration profiles measured by 
XPS of samples diffusion annealed in argon at 900 °C 
during a: 5 min; b: 2 h.

4 DISCUSSION AND CONCLUSION

Diffusion experiments with ZnO-Si02 couples have 
already been carried out by Schmalzried and Duckwitz
[2]. Those experiments, however, are comparable to 
our study only to some extent: they deal with macro­
scopic samples, diffusion annealed at distinctly higher 
temperatures around 1250-1450 °C. Under these con­
ditions a reaction layer of Zn2Si04 was found to form 
which separates ZnO from SiOa. After a first stage, the 
main diffusion is controlled by the transport of the dif­
fusing species through the Zn2SiC>4 barrier, resulting in 
a parabolic (d-Wt) rate law for the growth of the 
Zn2Si04 reaction layer thickness. In the first stage of 
diffusion, where the mass transport through the ZnO- 
Si02 phase boundary seems to be rate controlling, a 
linear rate law was found for the growth of the 
Zn2SiC>4.

The concentration profiles illustrated in Figure 3 show 
that in our experiments no distinct reaction layer can 
be observed. Comparing the reference material in Fig­
ure 2 with the sample annealed for 5 min (Figure 3a) 
reveals that Si is detected at the surface of the an­
nealed sample and that "double S" shaped concen­

tration profiles of Zn and Si are established by a fast 
initial process which is then decelerated (cf. [1]). The 
presence of Si already at the surface of the shortly 
annealed sample could be explained by microcracking 
of the ZnO layer or by a rearrangeent/recristallization 
of the ZnO layer during the heat treatment which could 
uncover the Si02 layer. However, the fast initial for­
mation of the "double S" concentration profiles which 
essentially do not change until long heat treatment 
periods can best be explained by the formation of a 
diffusion barrier which decelerates the fast initial diffu­
sion within the first five minutes of heat treatment.

The concentration profiles indicate that the diffusion 
barrier, located at the intermediate inflection point, is 
made up of 19% Zn, 19% Si, and 62% O, which ap­
proximately corresponds to a ZnO to Si02 ratio of 1. 
This ratio equals the non equilibrium zinc metasilicate 
ZnSiOg which, however, forms only at tempera­
tures/pressures above 850 °C/30 kbar [3]. As the ZnO- 
Si02 equilibrium phase diagram [4] excludes solid 
solutions between Si02 and ZnO as well as any com­
pound other than Zn2Si04 the above composition 
may, in the equilibrium state, only be a mixture of ZnO 
grains and Si02 grains or, a mixture of 75% Zn2Si04 + 
25% Si02. The XRD measurement gives evidence of 
the presence of zinc silicate Zn2Si04 (wiliemite). Both 
equilibrium mixtures, however, the ZnO/Si02 as well 
as the Zn2Si04/ Si02 mixture, would not act as a dif­
fusion barrier.

Further investigations are necessary to confirm and 
identify the proposed formation of a diffusion barrier.
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KINETICS WITH DEACTIVATION OF METHYLCYCLOHEXANE 
DEHYDROGENATION FOR HYDROGEN ENERGY STORAGE

G. Maria, A. Marin, C. Wyss, S. Muller, E. Newson

The methylcyclohexane (mch) dehydrogenation step to recycle toluene and release hydrogen (hyd) is 
being studied as part of a hydrogen energy storage project. The reaction is performed catalytically in a 
fixed bed reactor, and the efficiency of this step significantly determines overall system economics. The 
fresh catalyst kinetics and the deactivation of the catalyst by coke play an important role in the process 
analysis. The main reaction kinetics were determined from isothermal experiments using a parameter sen­
sitivity analysis for model discrimination [1]. An activation energy for the main reaction of 220 ±11 kJ/mol 
was obtained from a two-parameter model. From non-isothermal deactivation in PC-controlled integral 
reactors, an activation energy for deactivation of 160 kJ/mol was estimated. A model for catalyst coke 
content of 3-17 weight% was compared with experimental data.

1 INTRODUCTION AND SCOPE OF THE WORK

In a project now at the pilot-plant stage, the concept of 
a hydrogenation - dehydrogenation cycle coupled to 
water electrolysis using surplus (summer) electricity is 
being studied as a method of seasonal storage of 
electricity from summer to winter. The endothermic 
dehydrogenation reaction of methylcyclohexane to 
toluene (to/) over fixed bed commercial reforming 
catalysts has been developed to provide such high 
yields of toluene that preliminary economic compari­
sons with new hydropower projects show comparable 
costs for “regenerated” electricity. Pure mch, or mixed 
with hydrogen (hyd) in the feed, is converted in an 
equilibrium limited reaction:

C7H14 (mch) <— ^ C7H8 (to/) + 3 H2 (hyd). (1)

The purpose of this paper is to develop both fresh 
catalyst and deactivation kinetics for a commercial, 
sulfided, platinum on alumina reforming catalyst, at 
various reaction severities using a three stage labo­
ratory scale experimental program.

The initial, quasi-isothermal experiment in a differential 
microreactor at different temperature levels was 
scaled up to a series of non-isothermal integral re­
actors followed by high severity deactivation in con­
stant conversion operation. Finally, increasing tem­
perature experiments with integral reactors are used 
to complete the kinetic model with deactivation terms 
checked under a wide range of severe operating con­
ditions: 200 - 400 hours continuous operation, high 
liquid hourly space velocities (LHSV) of 3-20 1/h, 
0-10 hyd/mch feed ratio, 6-16 atm pressure, 
250°C - 550°C temperature in the reactors.

2 MICROREACTOR EXPERIMENTS AND MAIN 
REACTION KINETICS

The first stage experiments were carried out in a dif­
ferential continuous microreactor (Figure 1), contain­
ing approximately 0.05 cm3 0f commercial, sulfided, 
monometallic noble metal catalyst of small particles, 
diluted 1:5 with an inert material [3].

A set of quasi-isothermal experiments at 7 atm and 
four low temperature levels (282°C, 290°C, 298°C, 
309°C), high dilution of the feed with hyd (1.6-10 mo­
lar hyd/mch feed ratio), and helium (0-3.3 molar 
He/mc/i) and high weight hourly space velocity 
(WHSV = 15-58 1/h) feed rates, allowed identification 
of the fresh-catalyst kinetics and derivation of the cor­
responding Arrhenius parameters:
rmch = d(xmch )/d(W/Fmch ) =

k Pmch [1-Ptol Phyd Pmch )] / (1 + X/ KjPi ), (2)

[/ = mch, to/, hyd species; xmCh = mch conversion; p\ = 
partial pressure of component /, (atm); r = reaction rate, 
(mol/(g.h)); W = catalyst mass, (g); Fmc/, = mch feed flow 
rate, (mol/h); Keq = equilibrium constant, (atm3) experi­
mentally derived by Rimensberger [4]].

(M2,He) H2
MICROREACTOR

I-------------------------------
Y

MCH
Y 1

1
<? <) c >

1

>

Temperature recording

Fig. 1: Experiments in the continuous microreactor system.

By using a short-cut estimation technique for iso­
thermal data [1], a rapid model discrimination followed 
by a weighted least squares nonlinear estimation 
gave the following model parameters: k= 20.46 exp 
[- 26540 (1/T - 1/650)], mol/(g.h.atm). The estimated 
activation energy (E/R = 26540 K, R = universal gas 
constant) is comparable with those reported in the lit­
erature for similar catalysts (E/R= 14683-21770 K, [5]).

3 NON-ISOTHERMAL INTEGRAL REACTOR EX­
PERIMENTS FOR FRESH CATALYST AND 
MILD REACTION CONDITIONS

In order to check the main reaction kinetics derived 
from the microreactor data sets, two fixed-bed integral 
reactors in series were used (Figure 2a). Each reactor
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was filled with approx. 21 cm3 0f the same catalyst 
diluted with inert material in a ratio of 1:10 in order to 
diminish the cold spot temperatures in the reactors. 
The dual reactor system was completely PC- 
controlled, allowing several hundred hours of continu­
ous operation. The feed gas and liquid were automati­
cally monitored and on-line GC-FID-MS product 
analyses were continuously recorded. The axial tem­
perature profile was measured using eleven thermo­
couple location points in each reactor. To check the 
kinetic model, the differential heat balance equation for 
a pseudohomogeneous plug-flow reactor model was 
solved to predict the product distribution and axial 
temperature profile under non-isothermal operating 
conditions:

/~cg = (—^^r )rmch P cat Ycat + 4 / df u(T — T^ecj ), (3)

[where F= overall mass feed flow rate, (kg/h); cg = mean 
gas heat capacity, (kJ/kg.deg); T = axial reactor tempera­
ture, (K); Vr = reactor volume, (m3); (-AHr) = heat of 
reaction, (kJ/kmol); p^ = catalyst density, (kg/m3);
= volumetric fraction of the catalyst in the reactor bed, 
(m3/m3); u = overall radial heat transfer coefficient, 
(W/m2.K); dt = inlet reactor diameter, (m)].

axial temperature (C)

ooooooo oooo

Reactor 1

experimental

predicted

red. reactor lengths

Reactor 2

DUAL SYSTEM-INTEGRAL REACTORS 
(N2) ................................................ ..................................

Temperature recording ^ ^Temperature recording^
On-line analyses

0 0.5 1 1.5 2

Fig. 2: (a) The dual system of integral reactors used to 
check the fresh catalyst kinetics, (b) Axial temperature 
profiles at 50 hours-on-stream and 6 atm overall pressure.

The evaluated radial heat transfer coefficient is in the 
range of 60-120 W/m2K, depending on the operating 
conditions. The one-dimensional model predictions 
(toluene yields and temperature profile in the reactors, 
Figure 2b) for steady-state operating conditions are in 
good agreement with the experimental data for various 
times-on-stream and high catalyst activity, excepting 
the first third of the cold spot in the first reactor. A fur­
ther model refinement including the inlet axial tem­
perature gradient will lead to increased temperature 
prediction capabilities.

4 NON-ISOTHERMAL INTEGRAL REACTOR 
EXPERIMENT FOR SEVERE OPERATING 
CONDITIONS: CATALYST DEACTIVATION

The same dual reactor system is used to study the 
catalyst deactivation in various conditions, following an 
increasing reaction temperature strategy at various 
overall pressures. The same pseudo-homogeneous 
integral reactor model is used for simulation, assuming 
intrinsic kinetics up to 420°-450°C. For higher tem­
peratures, correction of the main kinetic constant has 
to take into account the particle mean effectiveness 
(77), and the subsequent decrease of the preexpo­
nential factor. In order to include also a kinetic term 
for the catalyst deactivation process, a discrimination 
among zero, 1st and 2nd order deactivation models 
was performed. For each of the deactivation models 
tried, various coke precursors were proposed: mch, 
tot, or the sum of hydrocarbons present in system 
(mch+ toAt-secondary products). A zero-order deacti­
vation model was found to be more suitable (Van 
Trimpont et a/., 1988 [6]) and in satisfactory agree­
ment with the experimental catalyst activity decay, 
mainly influenced by only the temperature level. Such 
a model assumes that the coke deposit originates 
from the hydrocarbons (feed mch and intermediate 
components in equilibrium with the feed), which pres­
ent an approximate constant sum of concentrations. 
The coke formation increases with increasing tem­
peratures and decreasing hydrogen partial pressures, 
then the catalyst relative activity a/aQ declines with 
time-on-stream according to the relationship: 
k = T[ k(fresh catalyst) a/ao =

Tl ^(fresh catalyst) exPl"o kj /(1 +K|_|p^^)dt], (4)

[f = time-on-stream, (h); k<j= deactivation constant, (1/h);
Kh = adsorption-desorption constant, (1/atm2); t] = particle 
mean effectiveness].

The catalyst effectiveness factor is dependent on the 
temperature and location in the reactor, being corre­
lated with an approximate formula derived from the 
Thiele modulus [2].

In order to estimate the deactivation model parame­
ters, three sets of experimental data were considered, 
covering a wide range of operating conditions: i) 6 atm 
data set, LHSV= 3-10, 1-4 hyd/mch in the feed, tem­
peratures in the range of 350-550°C; ii) 10 atm overall 
pressure data set, LHSV= 5-10, 0-0.8 hyd/mch in the 
feed, temperatures in the range of 300-450°C; iii) 
16 atm overall pressure data set, LHSV= 10, no hyd in 
feed, temperatures between 350-450°C. The predic­
tion of the catalyst activity in the reactors implies re­
peated simulation of the one-dimensional dynamic 
model over reactor lengths and times-on-stream. The 
simulation uses the experimental axial dynamic tem­
perature profile in each of the reactors (on-line re­
corded by the PC-controlled reactor system), and 
assumes the quasi-stationarity of the temperature and 
activity profiles between two time-integration steps
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Fig. 3: (a) Time evolution of the axial temperature experimental profiles; (b) [1 - catalyst activity]; (c) toluene yield 
( —- experimental values; predicted values) in the reactor system for 6 atm data set.

(approximately hourly based). The estimated model 
parameters (A, Ay, Krf), considered to follow an Ar- 
rhenius-type dependence with the temperature, pres­
ent the following values:

k= a/a0 h 20.46 exp [-26540(1/7-1/650)],mol/(g.h.atm);

kd = 0.08 exp [ -19500 (1/T - 1/650)], 1/(h.atm);

Kh = 0.8 (1/atm2) constant. (5)

In Figure 3 the experimental temperature profiles, 
experimental and predicted toluene yields and the 
catalyst activity profiles for 6 atm are shown.

5 SUMMARY

The dehydrogenation of methylcyclohexane to toluene 
was studied in a wide range of operating conditions, 
including low and high pressures (6-16 atm), and low- 
mean-high severity reaction conditions. Two different 
experimental scales were used, i.e. an isothermal 
microreactor and a PC-controlled dual reactor system 
which allowed several hundred hours of continuous 
deactivation and data recording. Thus, particular data 
sets were generated and a proposed kinetic model 
was built-up and checked step-by-step. Short-cut es­
timation techniques for isothermal data, coupled with a 
complex estimation for the complete model under a 
wide range of operating conditions and severity of 
deactivation, revealed the importance of different parts 
of the model and allowed the correlation of catalyst 
and reactor performance. Activation energies were 
determined for fresh and deactivated catalysts.
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TIME RESOLVED FTIR STUDY OF THE CATALYTIC CO OXIDATION UNDER 
PERIODIC VARIATION OF THE REACTANT CONCENTRATION

J. Kritzenberger, A. Wokaun

Oxidation of CO over a palladium/zirconia catalyst obtained from an amorphous Pd2sZr75 precursor was 
investigated by time resolved FTIR spectroscopy [1]. Sine wave shaped modulation of the reactant con­
centration, i.e. variation of CO or O2 partial pressure, was used to induce dynamic variations of the IR sig­
nals of product (CO2) and unconverted reactant (CO), which were detected in a multi-pass absorption cell. 
The phase shift <p between external perturbation and variation of the CO2 signal was examined in depend­
ence on temperature (100°C<T < 350°C) and modulation frequency (1.39 x 10-4Hz< (O < 6.67x 10-2Hz). 
From the phase shift values, a simple Eley - Rideal mechanism is excluded, and the rate limiting step of 
the Langmuir - Hinshelwood mechanism for the CO oxidation may be identified. Adsorption and possible 
surface movement of CO to the actual reaction site determine the rate of the CO oxidation on the palla­
dium/zirconia catalyst used in our study. The introduction of an external perturbation is a first step towards 
the application of two-dimensional infrared spectroscopy [2-4] to heterogeneous catalyzed reactions.

1 EXPERIMENTAL

After recording the background spectrum a modulation 
experiment was started by varying the inlet mass flow 
of one reaction gas sinusoidally using the desired 
modulation frequency. Each change in the mass flow 
of the reaction gas was compensated by the inverse 
change in the Ng mass flow. A set of 60 spectra was 
recorded during approximately 2 modulation periods. 
The phase shift <j> between the CO signal and the COg 
signal is deduced by determining the arithmetic aver­
age of one phase shift of peak maxima and one phase 
shift of peak minima. Examination of a contour plot of 
the spectra is a convenient way to determine <|>.

2 RESULTS

Modulation experiments were performed in depend­
ence on temperature using two different modulation 
frequencies, i.e. 1.66 x 10-2 Hz and 4 x 10"2 Hz corre­
sponding to periods of 60 s and 25 s, respectively. 
Figure 1 shows the phase shift of the COg signal rela­
tive to the phase of the external perturbation of the 
system, performed as cyclic variation of the CO inlet 
concentration compensated by a 180° phase shifted 
nitrogen variation as described in the experimental 
section.

Temperature [°C]

Fig. 1: Phase shift <j> between the COg signal and the 
CO signal versus T for modulation frequencies 
cote = 1.67 x 10'2 Hz (-#-) and <%, = 4 x 10'2 Hz (-0-).

In Figure 1 three different regions of $ values can be 
separated. For T < 150°C the system responds with a 
phase shift <f> = 180° of the COg signal. Obviously a 
180° phase shift of COg relative to CO characterizes 
an inverse reaction zone (reaction order -1), in which a 
higher CO inlet concentration yields a lower COg pro­
duction and reverse. Note that the 180° phase shift 
holds for both modulation frequencies. For T > 240°C 
a phase shift <|> < 30° is detected which becomes 
slowly smaller with increasing temperature. A phase 
shift of <|>< 30° reflects the area of reaction order +1 in 
CO, i.e. the more CO is available the more COg is 
produced. Note the similar phase shifts for both 
modulation frequencies. For intermediate tempera­
tures a strong dependence of <|> on T is detected. The 
phase shift decreases starting at <> = 180° (T = 130°C) 
to 0 = 30° (T = 240°C). In this region $ depends on the 
modulation frequency, i.e. at the same temperature a 
modulation period of 25 s yields a higher value of § 
compared to a modulation period of 60 s.

Interpretation of the <|>(a)) data as a function of tem­
perature calls for a model for the dependence of the 
phase shift <|> on the modulation frequency ax The 
corresponding experiments for a modulation of 
Pco/Poz = 4 x 10'3 ± 2 x 10-3 performed by varying 
the modulation frequency at T = 180°C are shown 
in Figure 2.

0.0 1.0x10-2 2.0x10-2 3.0x10-2 4.0x10-2 s.OxlO"2

Fig. 2: Phase shift <j> between the COg signal and the 
CO signal for different modulation frequencies 
(T = 180°C).
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In classical physics, similar curves for the dependence 
of phase shift on the modulation frequency are en­
countered for forced vibrations of a damped harmonic 
oscillator. Solution of the differential equation

d2x dx
m—r- + r-------\-kx = Kf)e

yield

tan(0) =
r (O
m co20-co1

(1)

(2)

with phase shift <>, modulation frequency to, eigenfre- 
quency of the oscillator t%, oscillator parameters m, r, 
k, and modulation amplitude Kq. The quantity £ de­
termines the lifetime t according to

t = 2-
m

(3)
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3 DISCUSSION

Supposing the validity of the Eley - Rideal mechanism 
an increasing CO partial pressure should yield an 
increasing or at least a constant C02 production even 
at high pco values. In contrast, we find a phase shift 
of 180° independent of (%> for Pco/Pq,- 3.2x10-2, 
which is in contradiction to the Eley - Rideal mecha­
nism [1]. Taking into account the additional observa­
tion that the modulation amplitude of C02 production 
increases with CO partial pressure, the only possible 
explanation for the existence of a negative power de­
pendence is a competition of CO and 02 for adsorp­
tion sites. At high pco values the surface is covered 
by adsorbed CO, and the oxidation rate is limited by 
the number of adsorption sites available for 02. Low­
ering the CO concentration increases the number of 
accessible 02 adsorption sites and leads to an in­
crease in C02 production. Therefore we conclude that 
the CO oxidation over a palladium/zirconia catalyst 
obtained from an amorphous Pd25Zr75 precursor is 
dominated by the Langmuir - Hinshelwood mecha­
nism. In contrast to the observation that <)> never 
reaches zero in experiments employing a modulation 
of the CO inlet concentration, we consistently detect 
4> = 0 when varying the 02 partial pressure for all ex­
perimental conditions. Obviously the C02 production 
follows immediately (within experimental limits) any 
change in the 02 concentration. As the oxidation step 
is apparently fast, we conclude that the process of 
adsorption followed by surface movement of CO to the 
actual reaction site determines the rate of the CO oxi­
dation.

Fig. 3: Simulation of the modulation experiment using 
Pco/Po2 = 4 x 10-3 ± 2 x 10-3. Fit of tan (<j>) versus coc0 
using equation (2) yields (% = (4.3 + 0.2) x 10-3 Hz 
and t = 77 s.

Figure 3 shows a plot of tan(<j>) versus (%o for a mo­
dulation experiment using pC0/p0z= 4x10'3±2x10’3 
(T = 180°C). A fit of these values using equation (2) 
yields an eigenfrequency = (4.3 ± 0.2) x10"3 Hz and 
a lifetime t = 77 s. The eigenfrequency cob may be 
associated with an overall rate constant, and will be 
used as a characteristic value to compare the reaction 
rate of the CO oxidation under different Pco/Po2 partial 
pressure ratios.

For a modulation experiment performed at 
Pco/Po, = 3.33 x 10-4+ 1.66 x 10-4 (T = 180°C) a fit of 
tan(<|>) versus cot0 using equation (2), yields an eigen­
frequency of (2.20 ± 0.03) x 10-2 hz and a lifetime 
t = 27 s. Thus, with decreasing partial pressure ratio 
Pco/Po2 the system is shifted towards the linear reac­
tion regime, and therefore one expects an increasing 
reaction rate.

Application of modulation spectroscopy in terms of 
varying the inlet mass flow of the reactant gases to the 
study of heterogeneous catalyzed reactions is a 
straightforward method to examine mechanistic and 
kinetic aspects of possible reaction paths. Based on 
this investigation we will expand the technique to the 
study of catalyst surfaces by diffuse reflectance spec­
troscopy. Detection of signal variations of surface 
bound species when introducing an external perturba­
tion to the system and application of the formalism of 
two-dimensional IR-spectroscopy will give further in­
sight to reaction paths and kinetics of intermediates.
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XPS ANALYSIS OF BORON DOPED HETEROFULLERENES

B. Schnyder, H.-J. Muhr (ETH Zurich, Switzerland), R. Nesper (ETH Zurich, Switzerland), R. Kotz

Boron heterofullerenes were generated through arc-evaporation of doped graphite rods in a helium atmos­
phere. According to mass spectrometric analysis only mono-substituted fuilerenes like C5gB, CggB and 
higher homologues together with a large fraction of higher undoped fuilerenes were extracted and enriched 
when pyridine was used as the solvent. XPS analysis of the extracts indicated the presence of two boron 
species with significantly different binding energies. One peak was assigned to boric acid. The second one 
corresponds to boron in the fullerene cage, which is mainly CggB, according to the mass spectrum. This 
boron is in a somewhat higher oxidation state than that of ordinary boron-carbon compounds. The reported 
synthesis and extraction procedure opens a viable route for production of macroscopic amounts of these 
compounds.

1 INTRODUCTION

Doping fuilerenes has a strong influence on their mo­
lecular as well as bulk properties. Figure 1 illustrates 
the three possible means of doping fuilerenes. In exo- 
hedral doping atoms are bonded externally to the 
fullerene cage, as in K3C6o- Endohedral bonding 
means that one or more atoms are enclosed by the 
fullerene cage (La@Cg2). (The symbol @ means that 
the lanthanide is inside a C32 cage). Boron is an inte­
gral part of the cage in the C59B described in this 
work.

Fig. 1: The three modes of doping fuilerenes.

Exo- or endohedral doping has been well examined [1 ] 
whereas less is known about the third possibility, 
doping through substitution with a neighboring element 
of carbon - such as boron or nitrogen.

The first experiment results were reported by Smalley 
et al. [2,3] who generated boron heterofullerenes 
Ceo-xBx (x = 1-6) in the gas phase.

No bulk production of these materials has been re­
ported to date. We present here a useful procedure for 
the production of macroscopic amounts of boron

heterofullerenes using a modified Kratschmer-Huff- 
man process [4],

2 EXPERIMENTAL

Soot was produced in a modified fullerene reactor 
through arc-evaporation of doped graphite rods in a 
helium atmosphere. The best results are obtained if 
the doping content lies between 10-15 wt.%. Boron 
nitride, boron carbide and boron are suitable doping 
materials.

Samples were extracted in a soxhlet with dry pyridine 
under a reduced atmosphere of 30 mbar argon at 
60°C. In contrast to the more commonly used carbon 
disulfide or toluene, the polar solvent pyridine extracts 
the more polar hetereofullerenes through the formation 
of solvent adducts due to their enhanced Lewis acidity
[3]. The extracts were handled and stored in a dry and 
oxygen-free atmosphere. After soxhlet extraction with 
pyridine the dark brown solution is filtered, the solvent 
removed and the residue dried at room temperature 
under high vacuum. Finally, the residue is thoroughly 
washed with dry carbon disulfide to achieve a pre­
separation into undoped and doped fuilerenes.

The extracts were characterized with a reflector time- 
of-flight mass spectrometer and X-ray photoelectron 
spectroscopy (XPS). XPS measurements were carried 
out on samples in the form of pellets, 6 mm in diame­
ter, pressed under argon. Depth profiling were ob­
tained by sputtering the surface of the sample with Ar+ 
ions (3 keV, 1 pA , corresponding to 20 A/min ref. to 
AI2O3).

3 RESULTS AND DISCUSSION

The treatment of the original pyridine extract with car­
bon disulfide leads to a separation of C59B and CggB 
from C60 and C70 but not from the higher undoped 
fuilerenes (mainly C74 and Cg^) which also show an 
enhanced solubility in pyridine.

C74 and Cgo are present at relatively high concentra­
tion. These fuilerenes are normally detected only at 
trace levels in the toluene extract of the soot of resis- 
tively heated graphite [5],
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Somewhat surprising is the observation that only 
mono-substituted heterofullerenes can be extracted 
from the soot. There was no sign of multiply substi­
tuted species in the mass spectra of the residue after 
extraction. This may be due to a decomposition reac­
tion of the latter which does not affect the more stable 
mono-substitued fullerene species. In fact, a possible 
end product of a decomposition of boron heter­
ofullerenes is always present in the final extract: boric 
acid or boron oxide, both of which are also readily 
soluble in pyridine. This undesired side reaction might 
result from the contamination of the soot with moisture 
during the soot collection which is carried out in air, or 
contamination through leaks in the reactor. The boric 
acid can be selectively removed to a great extent by 
washing the extract with diethyl ether or acetone.

30 sec

120 sec

186 BE[eV]

Fig. 2: X-ray photoelectron spectra of the B 1s core 
level region: a) as received sample, b) sample sput­
tered for 30 s, c) sample sputtered for 120 s.

The XPS spectra of the B 1s core level region of the 
washed extract are shown in Figure 2a - 2c. The sur­
face of the unsputtered sample contains two boron 
species with significantly different binding energies. 
The peak at 192.3 eV is due to boric acid or boron 
oxide (see Table 1). The second one at 188.8 eV is 
assigned to boron in the heterofullerenes, mainly C5gB 
and CggC, according to the mass spectra. A compari­
son of the B 1s core level binding energies of a selec­
tion of boron compounds in Table 1 provides evidence 
that boron is in a somewhat higher oxidation state in 
the heterofullerenes than in ordinary boron-carbon 
compounds e.g. B13C2 or NaBPh4.

Argon sputtering for thirty seconds decreases the 
intensity of the peak at 192.3 eV, and the peak at 
188.8 eV becomes dominant in the spectrum. Further 
sputtering (Figure 2c) does not change the spectrum 
significantly, only the heterofullerene to boron oxide 
ratio increases and finally reaches a value of 1.7. The 
decrease in intensity of the peak at higher binding 
energies is a result of the higher concentration of bo­
ron oxide at the surface. Because the pellet is made 
from powder containing boron oxide on the particle 
surface, it is not possible to remove the boron oxide 
completely through sputtering.

Substance B 1 s feV]

B13C2 186.7, 186.5

B 187.2, 187.3
B10H14 187.8

NaBPh4 187.2, 187.5

Ggn-iB 188.8

BN 190.3, 190.5
B2O3 192.4, 192.0, 193.1

B(OH)3 192.8, 193.0

NaBF4 195.1

Tab.1: Comparison of the B 1s core level binding 
energies of known boron compounds with boron het­
erofullerenes (see references in [6]).

More details concerning the production and experi­
mental conditions and additional results have been
reported elsewhere [6,7].
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INTERMITTENT CONTACT ATOMIC FORCE MICROSCOPY IN 
ELECTROCHEMICAL ENVIRONMENT

P. Haring, R. Kotz, H. Siegenthaler (University of Bern, Switzerland)

In situ measurements with Atomic Force Microscopy (AFM) may cause surface modifications due to the 
tip-surface interactions. As an alternative and less destructive method, Intermittent Contact Atomic Force 
Microscopy (ICAFM) has been tested in an electrolytic environment. In the ICAFM mode the tip is not con­
stantly in contact with the surface under investigation but is tapping onto the surface with a certain fre­
quency. A commercial Park Scientific Instruments Microscope has been modified to enable in situ experi­
ments with ICAFM. It was possible to image iridium oxide films with ICAFM in the electrolytic environment 
without any noticeable surface modifications.

1 INTRODUCTION

Electroactive materials exhibit pronounced changes of 
their chemical and physical properties during electro­
chemical oxidation/reduction. Such materials for in­
stance conducting polymers or metal oxides are used 
in charge storage devices, electrochromic displays or 
in sensors and actuators.

With Scanning Probe Microscopy (SPM) it is possible 
to characterize the surface morphology and its 
changes in situ [1-4]. Further, in situ measurements of 
dimensional changes are possible in all three space 
directions. One thus can study material changes 
(crack formation, swelling, shrinking) during the elec­
trochemical reaction in situ and in real time.

Dimensional and morphological changes of electroac­
tive films may cause mechanical stress and pressure 
within the devices and will affect adhesion behavior of 
electroactive films on their substrates as well as long­
term stability during repetitive electrochemical cycling.

SPM investigations are successful as long as the tip- 
surface interactions will not influence the measure­
ments. Depending on the mechanical and electronic 
properties of the sample under investigation, it may be 
important to choose the least destructive imaging 
method.

We report about in situ imaging of iridium oxide films 
using AFM and ICAFM.

2 EXPERIMENTAL

AFM investigations were performed with a Park Scien­
tific Instruments model AP-100 Autoprobe CP scan­
ning probe microscope equipped with home built 
electrochemical cell and an EG&G Versastat 253 
Potentiostat/Galvanostat.

The electrolyte in the AFM electrochemical cell was 
1M sulfuric acid. A Pt wire served as the counterelec­
trode. An Ag/AgCI electrode separated from the main 
compartment by a ceramic diaphragm was used as a 
reference electrode.

Anodic Iridium oxide films (AIROF) were produced on 
an iridium metal film on glass as a working electrode in 
1 M sulfuric acid. The films were grown by potential

cycling between -190mV and 1350mV vs. a saturated 
calomel reference electrode (Metrohm) with scan rates 
of 200 to 1000 mV/s. The reversible charge exchange 
was between 3 and 10 mC/cm2.

Samples were prepared in a separate, external elec­
trochemical cell (Metrohm).

After preparation the electrodes were immediately 
transferred to the electrochemical cell of the scanning 
probe microscope.

3 RESULTS

In situ AFM experiments on AIROF's showed strong 
surface modifications during scanning. An influence of 
force load and scan speed could be observed.

pm

Fig. 1: AFM topographic image of an iridium oxide 
film in sulfuric acid in the reduced state after scanning 
nine 2x2p.m images with different scan parameters. An 
influence of force load (indexed in nN), scan speed 
(indexed in Hz) and lateral scan range can be ob­
served.

Surface changes due to the scanning tip during the 
experiment leads to an error of the recorded data. 
Figure 1 shows an AFM topographical image of an 
iridium oxide film in sulfuric acid in the reduced state 
after scanning nine 2x2pm images with different scan 
parameters. The surface modifications exhibited are 
due to wear by the AFM tip. Accurate measurements 
of height changes or roughness are no longer possible 
then.
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We conclude that for soft and mechanically less stable 
materials, AFM is not suitable as method for in situ 
height measurements.

As an alternative and less destructive method, in situ 
ICAFM has been tested. The commercial Park Scien­
tific Instruments microscope had to be modified to 
develop this technique for in situ applications. The 
ICAFM method requires a modulation of the tip- 
sample distance by a certain frequency. In order to 
prevent technical problems like corrosion of the tip and 
the piezo contacts or shunt currents due to insulation 
problems within the electrochemical cell, an indirect 
way of z-modulation was chosen via the scanner 
piezo. With this setup it will be possible to use the in 
situ cell in a closed configuration under inert atmos­
phere too.

Figure 2 shows a schematic of the in situ ICAFM ex­
perimental setup.

Signal

Laser

Detector

Amplitude

Amplifier

Electrochemistry 
In situ Cell

Cantilever

IMicroscope)
0-20 V 
0 -10kHz

/Sample Reference

Scannerl opograph'

Fig. 2: Experimental setup for in situ ICAFM applica­
tions. The frequency modulation (frequency synthe­
sizer output) is connected to the z-piezo electrodes of 
the scanner (indirect modulation).

While in the AFM mode the tip is constantly in contact 
with the sample surface and a certain force load is 
applied, in the ICAFM mode the tip is tapping onto the 
surface with a certain frequency. The frequency has to 
be higher than the time constant of the microscope 
feedback in order to prevent mixing of surface topog­
raphical information with modulation effects. The typi­
cal modulation frequency was between 7 and 9kHz.lt 
was possible to obtain images of the topography of 
AIROF's in the electrolytic environment without any 
surface modification in the ICAFM mode.

The lateral resolution (x- and y-direction) was of the 
order of about 50nm and the resolution in height (z- 
direction) was of the order of about 5nm.

Fig. 3: In situ ICAFM (left hand side) and AFM (right 
hand side) topographical image of an iridium oxide 
surface in the electrolytic environment in the reduced 
state.

While the rms-roughness of the images obtained in the 
ICAFM mode was higher by about a factor of 3, the 
lateral resolution is lower than that obtained in in the 
AFM mode (Figure 3). The reason of the lower rough­
ness exhibited in the AFM scans is probably due to 
wear produced by the AFM tip.

4 CONCLUSIONS

Intermittent Contact Atomic Force Microscopy is a 
good alternative method to classical AFM for in situ 
surface characterizations on soft and less rigid materi­
als. It is possible to image surfaces of electroactive 
materials in different electrochemical states within the 
electrolytic environment.

5 ACKNOWLEDGMENT

This work was supported by the Swiss National Sci­
ence Foundation, Grant #21-39325.93.

6 REFERENCES

[1] R. Nyffenegger, Ph.D. thesis, University of Bern, 
(1994).

[2] P. Haring, R. Kotz, Journal of Electroanalytical 
Chemistry 385, pp. 273-277, (1995).

[3] R. Nyffenegger, E. Ammann, H. Siegenthaler, 
R. Kotz, and O. Haas, Electrochimica Acta 40, 
pp. 1411-1415, (1995).

[4] R. Chen, Y. Mo, and D.A. Scherson, Langmuir 10, 
pp. 3933-3936, (1994).



33

IN-SITU INVESTIGATION OF THE CALCINATION PROCESS OF MIXED OXIDE 
XEROGELS WITH RAMAN SPECTROSCOPY

J.-C. Panitz

The controlled calcination of materials derived by sol-gel reactions is important for the evolution of the final 
structure. Raman spectroscopy is an ideal tool for the identification of surface species under in-situ condi­
tions, as demonstrated in the following for the example of a molybdenum oxide-silica mixed xerogel. Ra­
man spectra of this particular sample were recorded at temperatures as high as 1173 K, and compared 
with those of a reference material.

1 INTRODUCTION

Raman spectroscopy has become one of the most 
versatile methods for characterization of chemical 
composition of a sample. This is partly due to the im­
provement in experimental techniques achieved during 
the last decade, which compensates for the inherent 
weakness of the Raman effect itself [1], Recent ad­
vances include the 3D-imaging of turbid samples [2] 
and the use of a Near-Field Scanning Optical Micro­
scope for increased spatial resolution [3],

The advantage of Raman techniques is that they can 
be applied to almost every sample, be it a gas, a liquid 
or a solid. In this contribution, the usefulness of Ra­
man spectroscopy for materials characterization is 
demonstrated by monitoring a calcination process at 
elevated temperatures under controlled atmosphere
[4], The calcination step is an important part in the 
preparation of materials via the sol-gel process with 
influence on the final structure of the material.

2 EXPERIMENTAL

A molybdenum oxide-silica mixed xerogel was pre­
pared by a non-aqueous sol-gel reaction using a mix­
ture of molybdenum(VI)oxytetrachloride and tetra- 
ethoxysilane. Formic acid was used as agent for the 
acidolysis reaction. After drying of the wet gel at 
413 K, the gel was crushed in a rotating blade grinder. 
A small piece of the xerogel was placed in a heatable 
microscope stage under a controlled flow of air. In 
addition, the microscope stage contained also a piece 
of a reference silica material prepared under identical 
conditions, but without the molybdenum oxide precur­
sor. Raman spectra were recorded with a Raman mi­
croscope (DILOR LabRam). A Helium-Neon Laser 
was used for excitation, and a CCD was used for de­
tection of Raman scattered photons.

3 RESULTS AND DISCUSSION

Raman spectra recorded at temperatures between 
873 and 1173 K are displayed in Figure 1, showing 
typical features of dispersed molybdate species and 
the silica carrier. Whereas it is possible to acquire 
good-quality spectra up to 1073 K, the thermal emis­
sion of the sample recorded at 1173 K buries most of 
the Raman bands. Nevertheless, as proved by the

inset in the lower right spectrum of Figure 1, Raman 
bands are still discernible at this temperature.

873 K 973 K

800 1200 800 1200

<5 1800 

C 1600 

1400 

1200 
1000 
800 

600 

400 

200

8000

7000

6000

5000

4000

3000

2000
1000

1073 K

800 1200

wavenumber / cm-1

Fig. 1: Raman spectra of a molybdenum oxide - silica 
mixed xerogel recorded during the course of the calci­
nation.

Figure 2 shows the Raman spectrum of the xerogel 
containing molybdenum oxide (Figure 2a) against the 
Raman spectrum of the silica reference material 
(Figure 2b), recorded under identical conditions. Using 
these two spectra, trace c was calculated by subtract­
ing the weighted spectrum of the silica reference from 
the Raman spectrum of the molybdenum oxide-silica 
material. Interestingly, Figure 2c reveals that the band 
at 800 cm1 is apparently due to the silica carrier only, 
and not to vibrations within Mo-O-Mo linkages. This is 
an indication that at the given temperature, the molyb­
denum oxide species are dispersed very effectively on 
the surface. In the course of the calcination, the in­
tense Raman signals of crystalline MoOa are never 
observed, which also points to a very effective disper­
sion of the molybdenum oxide species on the surface.
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Fig. 2: Raman spectra recorded at 873 K. Trace a: 
molybdenum oxide - silica mixed xerogel, b: silica 
reference, c: calculated difference spectrum.

The course of the non-Raman emission intensity re­
corded during the calcination deserves attention, too. 
The intensity at an off-band position (1190 cm ) is 
shown in Figure 3 against temperature. The recorded
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Fig. 3: Off-band (non-Raman) emission intensity re­
corded during the calcination, indicating that burn-off 
of organic residues from the sol-gel reaction is com­
plete at 873 K.

intensity is probably due to fluorescence emitted by 
organic residues trapped in the gel pores after drying 
at 413 K. After a strong rise in the beginning of the 
calcination experiment, the intensity decreases at 
temperatures greater than 573 K. Under the conditions 
of the experiment, the burn-off process is completed at 
873 K. The information contained in Figure 3 may be 
used to select the most appropriate calcination tem­
perature. In the present case, a temperature of about 
623 K would be a good choice for a calcination proc­
ess with minimum disruption of the gel network.

4 OUTLOOK

With the described setup it is possible to optimize the 
calcination process needed for structural evolution and 
densification of sol-gel materials. The case presented 
is just an example out of the gamut of experiments 
possible with Raman spectroscopy.

Future applications include the characterization of 
heterogenous catalysts under working conditions; and 
the investigation of the high-temperature structural 
properties of refractory composite ceramics by Raman 
imaging. With an spectroelectrochemical cell specially 
designed for a microscope, that is currently under 
construction, the characterization of electrodes using 
Raman imaging techniques will be started within 1997.
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DEVELOPMENT AND CHARACTERIZATION OF A RARE EARTH EMITTER FOR A 
THERMOPHOTOVOLTAIC POWER GENERATOR

W. Durisch, J.-C. Panitz

Energy conversion based on thermophotovoltaic (TPV) methods has recently attracted renewed interest. 
Efforts at PSI are directed towards the development of a modular TPV system based on existing technol­
ogy to demonstrate the feasibility of this method. Here, we report first results obtained with a prototype 
TPV generator based upon a modified rare earth emitter, a heat reflecting filter and commercial silicon 
solar cells. The preparation of the modified emitter is described, and first results of spectroscopic and 
electrical characterization of the TPV system are presented. The introduction of the modified emitter leads 
to a efficiency gain of 30-40 %.

1 INTRODUCTION

Thermophotovoltaic (TPV) power generation is based 
on the conversion to electricity of the radiation emitted 
by a heat source by means of a suitable photocell. 
The principle of TPV was first demonstrated in 1963 
using photocells made of germanium [1], In recent 
years, there has been renewed interest in TPV based 
energy conversion, especially for application in power 
generators for deep space missions. Several research 
groups, including one at PSI, consider TPV also as 
useful means for the co-generation of heat and elec­
tricity [2, 3].

Efforts at PSI are directed towards two ends. In a 
more application-oriented project co-sponsored by the 
Swiss natural gas industry (FOGA), a TPV generator 
based on existing technology will be developped, ex­
ploring aspects of system optimization and integration 
into household natural gas burners on power scales 
up to 10 kW (thermal) and some 100 W (electrical). In 
a second project, which is in preparation, more basic 
questions will be adressed, especially the develop­
ment of novel selective emitters and photocells with 
bandgap adjusted to the emission characteristics of 
the emitter.

The TPV prototype converter used by us essentially 
consists of hardware sold by camping gaz®, namely a 
ceramic mantle mounted on a burner fuelled with a 
butane/air mixture. The mantle burner is surrounded 
by ITO glass for rejection of infrared radiation, and by 
an outer array of silicon solar cells mounted in cylin­
drical configuration. Figure 1 shows the demonstration 
model. In the following, we will describe the results of 
introductory experiments.

2 PREPARATION OF MODIFIED RARE EARTH 
EMITTER

Commercially available mantles are based on cerium 
and praseodymium oxides deposited within an yttria 
matrix. Therefore, the emission of the mantle burner 
was modified by depositing ytterbia onto the mantle in 
order to improve the matching between the spectral 
sensitivity of the silicon photocells and the emission 
characteristics of the emitter. To this end, a solution of

Yb(N03)3-5 H20 was prepared in a mixture of ethanol 
and water.

Infrared
Filter

Ceramic
Mantle
Burner

Photo
Cell

Fig. 1: TPV power generator based on a commercial 
mantle gas burner. The mantle is surrounded by heat- 
reflecting glass and silicon photocells.

In a first run, this solution was sprayed directly onto 
the mantle under operating conditions. Though the 
results of an electrical characterization were quite 
favorable, this deposition method leads to mechanical 
damage of the rather fragile mantle material. There­
fore, a dip-coating technique was used, where the 
mantle was dismounted and impregnated by immers­
ing the mantle into the solution. Thereby, mechanical 
damage due to thermal stress is effectively avoided.
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The characterization of mantle emission was per­
formed using a fiber optics probe connected to the 
external port of a Raman microscope (Labram, Dilor). 
The results of the spectroscopic characterization of 
the emission properties of the mantles prepared are 
shown in Figure 2. Trace 2 a) represents the emission 
spectrum from the mantle as received, and 2 b) de­
picts the emission spectrum of the ytterbia-coated 
mantle modified by the dip-coating process. Clearly, a 
comparison of both spectra gives the result that the 
total emission yield from the burner at constant fuel 
consumption has been improved. Furthermore, the 
ytterbia deposited does not deteriorate the emission 
from the original mantle, but produces additional emis­
sion in a spectral region close to the bandgap of the 
silicon solar cell.
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Fig. 2: Spectral characterization of mantle emission. 
The shaded area represents the increase in emission 
due to ytterbia deposited.

4 ELECTRICAL CHARACTERIZATION OF PRO­
TOTYPE TPV POWER GENERATOR

The electrical characterisation of the TPV power gen­
erator was performed at PSI’s test facility for solar 
photovoltaic components [4], About 120 current/voltage 
data points are recorded within ~7 seconds. These are 
shown in Figure 3, left axis. From the current/voltage 
pairs, the power/voltage curve is calculated (s. Fig­
ure 3, right axis). For both mantles investigated, 
maximum power occurs at a voltage of -1.6 V. Again, 
the ytterbia-coated mantle is of superior performance, 
giving an efficiency gain of 35 % in electrical power. 
Taking into account the extremely simple design of our

prototype, the measured output power of 2.2 W is 
indeed an encouraging result.

Yb O -coated,
2 3

P =2.2 W
max

= 1 .o -

as received,
P =1.6 W max

0.0 0.5 1.0 1.5 2.0
Voltage / V

Fig. 3: Current and power output against voltage of 
the prototype TPV generator. Note the gain achieved 
by using the ytterbia coated mantle.

5 OUTLOOK

The techno-economical attractiveness of TPV energy 
conversion will be decided by the availability of a 
cheap and efficient combination of emitter, filter and 
photocell devices with optimal performance. In addi­
tion, novel concepts in burner design will be needed to 
raise the efficiency of TPV converters. The results 
presented may be regarded only as a first step into 
this direction.
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AZO GROUP CONTAINING COMPOUNDS: INVESTIGATION OF THE DECAY
MECHANISM

D. Franzke, J. Kritzenberger, Th. Kunz

We investigated compounds containing the N=N-X (X=S,P,N3) group which are potential candidates for 
microstructuring by photoresist technology or by photoablation. To elucidate the mechanism of thermal 
decomposition and photolysis we used infrared and UV spectroscopy, respectively, in solution as well as in 
the solid state. In this article we describe photolytic and thermolytic properties of one representive mole­
cule for each of three substance classes: diazosulfides, azophosphonates and pentazadienes.

1 INTRODUCTION

During the last years many compounds were synthe­
sized in order to develop new materials which can be 
used for microstructuring by photoablation or by pho­
toresist technology [1-3]. All these materials contain a 
functional group which causes absorption in the wave­
length range that is used to form the microstructures, 
and which causes also fracturing of the molecules by 
photochemical or photothermal cleavage. A possible 
strategy to develop new materials is synthesizing 
model compounds which contain the functional group 
in order to screen the photochemical properties and 
the influence of additional substituents on these prop­
erties. In a next step macromolecules are synthesized 
containing the functional group in the chain, or stan­
dard polymers are doped using the model compounds 
mentioned above. The design of tailored molecules 
depends on the understanding of the basic steps of 
the decomposition mechanism, the occurrence and 
the nature of intermediate decay products, etc.. Re­
cently, we investigated compounds containing the 
N=N-X group (X=S, Na, P) with respect to their behav­
iour in solution as well as in the solid state. These 
compounds are of interest due to the fact that they can 
be effectively decomposed at high irradiation intensi­
ties. Under daylight and atmospheric conditions, how­
ever, they can be handled without further care.

2 EXPERIMENTAL

Irradiation experiments were performed using XeCI 
excimer lasers from Lambda Physik (LPX 300, Com- 
pex 205) with 308 nm wavelength. The pulse energy 
was chosen in the range between 40 to 500 mJ and 
the pulse length was about 15 ns. The UV spectra 
were detected in standard quartz cuvettes with a diode 
array spectrometer (Polytec XDAP). For monitoring 
the thermolysis by infrared spectroscopy we used a 
Bruker IPS 55 FTIR spectrometer equipped with a 
diffuse reflectance unit (DRIFT). Temperature control 
and regulation were performed with an environmental 
chamber (Spectra Tech). The experiments were con­
trolled by LABVIEW programs via a PC. We used a 
Bomem DAS FTIR spectrometer equipped with a 
quartz window to irradiate KBR pellets with UV light. 
The experimental setup is shown in Figure 1.

evacuated
spectrometer
chamber

IRbeam

sample

mirror

UVbeam

detector

Fig. 1: Setup for irradiation in the IR spectrometer.

3 RESULTS AND DISCUSSION

3.1 Poly(alkylaryldiazosulfide)

As a first example we show the photolysis of a 
poly(azosulfide) (I) in solution. The repeating unit of 
this macromolecule contains two N=N units which are 
part of a conjugated % system separated from the next 
one by an aliphatic chain. Therefore, three different 
isomers are detectable in the UV spectra: the Z/Z 
(maximum of absorption at 275 nm), the E/Z (300 nm) 
and the E/E-isomer (340 nm). The polymer (I) was 
synthesized to yield preferably the Z/Z isomer.

•N=N—:

The laser photolysis of this compound is shown in 
Figure 2. It is observed that the main absorption of the 
compound shifts successively from 340 nm to 300 nm 
and then to about 275 nm before it diminishes. Two 
isomerization steps and a subsequent decomposition 
of the molecule under nitrogen release are a possible 
explanation for the described behaviour. In contrast, 
neither photolysis nor thermolysis of (I) in solid state 
(KBr matrix) exhibits intermediate products.
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Fig. 2: Photolysis of (I). Trace I shows the UV ab­
sorption spectrum of the polymer dissolved in CHCI3 
before irradiation. Subsequent traces were recorded 
after delivering 1,2,3,5,10,20,50 and 100 pulses of UV 
light (150 mJ at 308 nm) to the sample.

3.2 Azophosphonates
Azophosphonates are known since 1958 and were 
recently tested as photoablation materials [2]. We 
investigated photochemical and thermal degradation 
of some model compounds. A representative molecule 
(II) of this class shows no intermediate products when 
irradiated in solution. This behaviour is in contrast to 
the results obtained using (I).

Me-C

Figure 3 shows the comparison of thermolysis and 
photolysis of (II) embedded in a KBr pellet monitored 
by IR spectroscopy. The peak assigned to the car­
bonyl vibration (1671 cm"1) disappears only upon irra­
diation of the compound but remains detectable during 
the thermolysis at 120 °C. This clearly indicates that 
different reaction conditions lead to different products.

in KBr

after thermolysis 
(120

Fig. 3: Thermolysis and photolysis of (II) in KBr.

3.2 Pentazadienes
Aromatic substituted pentazadienes are highly photo- 
labile compounds. In contrast, the compounds are 
thermally stable up to temperatures of 200 °C, de­
pending on the substituent attached to the aromatic 
ring. The photochemistry of these compounds in solu­
tion has already been subject to numerous investiga­

tions. As an example we tested a compound with un­
substituted phenyl rings at both ends of the nitrogen 
chain. In contrast to the investigations in solution [4] 
which show oscillations in the UV- absorption spectra 
after irradiation with UV laser pulses we could not 
observe such behaviour in the IR spectra when com­
pound (III) was irradiated in KBr pellets. During the 
thermolysis we did not observe intermediate products 
as well. In both cases the compound seems to release 
nitrogen and to form volatile products which are not 
retained in the KBr pellet. The spectra presented in 
Figure 4 show the results of the thermolysis experi­
ment. The peaks vanish with approximately the same 
rate without showing significant shifts in position.

■N=N—N—N=N

60 min

wavenumbers [an1]

Fig. 4: Thermolysis of (III) in a KBr matrix.

4 CONCLUSIONS AND OUTLOOK

Combination of UV and IR spectroscopy is a useful 
tool for the investigation of the thermal and photo­
chemical decay of azo group containing compounds. It 
is shown that the reaction pathway is influenced by the 
fact whether the compounds are present in the solid 
state or in solution. Azophosphonate (II) exhibits dif­
ferent reactions paths for thermolysis and photolysis. 
Our investigations will be continued by a more detailed 
analysis of the reaction products and a study of the 
initial reaction steps by time resolved laser spectros­
copy.
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MICROSTRUCTURING OF TRIAZENE CONTAINING COPOLYESTER FILMS

Ch. Hahn, Th. Kunz, A. Wokaun

The growing field of microtechnology has an increasing demand for affordable functional materials. Several 
strategies exist for improving the ablation behaviour of standard polymers. One is the copolymerization of a 
standard commercial polymer with a specialty polymer, in our case of a polyester and triazene group con­
taining polyester. For comparison of the copolymers with different fractions of triazene groups we have 
determined the threshold fluences and the effective absorption coefficients. With respect to these ablation 
parameters, only small differences were found within the set of copolymers investigated. Only with AFM 
and SEM it was possible to detect that a minimum content of triazene groups is necessary for defined mi­
crostructures with sharp edges, whereby a resolution in the sub pm scale has been achieved.

1 INTRODUCTION
Laser ablation is a promising structuring tool in the 
growing field of microtechnology [1]. Here, the sub­
strate is etched by a simple photochemical mecha­
nism in a single step process, where structuring and 
development proceed at the same time. This offers the 
advantage that no subsequent chemical developing 
steps, such as those in the common resist techniques, 
are necessary.

From an economical point of view the XeCI* excimer 
laser is of interest as a irradiation source for ablation 
experiments. Its use requires polymers with a reason­
able absorption at 308 nm, apart from other desirable 
properties. Polyimide for example is well suited for this 
application, but other commercial polymers such as 
PMMA or polycarbonate have no distinctive absorption 
at 308 nm.

One way to enhance absorption is to dope the material 
with chromophoric monomers [2], Another possibility is 
to design specialty polymers, where a photo- 
decomposable group is introduced directly into the 
chain [3]. The advantage is that after irradiation bond 
breaking will occur and the polymer is fragmented into 
small parts with no residuals. Regarding economic 
aspects a blend of the specialty polymer with a com­
mercial polymer is preferable. Then, the obvious 
question how much of the specialty polymer is neces­
sary for the required microstructuring properties, has 
to be answered.

In this study we investigated the ablation properties of 
a copolyester in relation to its triazene content with 
respect to its application in microstructuring.

2 EXPERIMENTAL

2.1 Setup
The setup for ablation experiments has been de­
scribed in detail elsewhere [4], A XeCI* excimer laser 
(Lambda Physik Compex 205) was used as irradiation 
source. For determining the etch rate a pinhole mask 
is demagnified by about 1:10 onto the substrate with a 
lens system. A matrix of craters is ablated by varying 
the fluence in one direction and the number of pulses 
in the other. The ablated depth is determined with a 
surface profiler (DekTak 8000). For the microstructur­

ing experiments a copper mask is imaged by a reflec­
tion objective (Ealing, 1:15) onto the sample surface to 
avoid lens aberrations. The quality of the obtained 
structures is investigated by SEM and AFM.

2.2 Material

Polyesters are synthesized by polycondensation of 
diacyl chlorides and diols. Here the copolyester 
(Figure 1) was obtained by using a triazene-containing 
and a common diol. The content of triazene (in per­
cent) is used for identification, e.g. CP50 implies 50 % 
triazene containing diol is included in the copolyester.

Fig. 1: Chemical structure of the triazene-containing 
copolyester.

3 RESULTS AND DISCUSSION

The following relationship between etch rate z and 
fluence F was found experimentally [5]:

where F0 represents the threshold fluence and a* the 
effective absorption coefficient. For comparison we 
determined these characteristic parameters for all co­
polyester compounds (examples are shown in Table 1).

CP0 CPS CP35 CP90 CP100

1.16 0.95 1.48 1.52 1.50

F0/Jcm'2 0.61 0.70 0.26 0.31 0.36

Table 1
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The parameters vary only to a small extent. Even the 
unmodified polyester CPO exhibits a reasonable etch 
rate despite its relatively small absorption coefficient.

Significant differences can only be detected with SEM. 
The ablated pattern consisted of channels separated 
by narrow (ca. 2.5 pm) and broader (ca. 6.5 pm) 
ridges. In the pure polyester, only the broad ridges are 
resolved, but even there spilled material and thermal 
damage prevents sharp contours (Figure 2). Single­
pulse experiments resulted in a completely unstruc­
tured surface since, due to incubation effects, only 
foamy structures developed without ablation.

Fig. 2: SEM micrograph of structured CPO.

From a minimum content of > 35 % of triazene- 
containing diol, sharp microstructures can be ob­
tained. No residual material is left and no thermal 
damage occurs. The cleanliness of the contours may 
be judged from Figure 3. In the lower left corner the 
narrow ridges can be discerned.

Fig. 3: SEM micrograph of structured CP75.

The quality of the structures was also analyzed by 
AFM. The micrographs of single-pulse experiments 
show steep walls and sharp edges (Figure 4). A reso­
lution of better than one pm appears to be possible 
with this material.

Fig. 4: AFM micrograph of structured CP50.

From a triazene content of > 90 % the SEM micro­
graphs exhibited a reduced quality of the structures as 
a consequence of the development of bubbles which 
are probably due to the high amount of released nitro­
gen.

4 CONCLUSIONS

In summary, this study has determined the optimum 
composition of a copolyester, containing a triazeno 
group, with respect to applications in microstructuring.

We have found that a minimum content of = 35 % 
triazene-containing diol is necessary for patterning 
with high resolution of better than one pm, although 
the etch rates itself are not affected very much by the 
composition. At a very high triazene content of > 90%, 
bubbles impair the quality of the obtained structures.
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PHOTOCHEMICALLY INDUCED OSCILLATIONS OF AROMATIC PENTAZADIENES

Th. Kunz, Ch. Hahn, A. Wokaun

Aromatic pentazadienes are used to enhance the laser induced ablation behaviour of standard polymers 
with low absorption in the UV. Therefore the photochemistry of substituted 1,5-diaryl-3-alkyl-1,4- 
pentazadiene monomers was studied with a pulsed excimer laser as irradiation source. The net photo­
chemical reaction proceeds in an overall one-step pathway A->B. Quantum yields for the laser decomposi­
tion were determined to be up to 10 %. An oscillating behaviour of the absorption was found during the 
dark period following the irradiation. The temperature dependence of this dark reaction has been studied. 
An attempt to model this behaviour in terms of a non-linear coupling between heat released, heat transfer, 
and reaction kinetics will be described.

1 INTRODUCTION
Due to their photosensitve properties and their thermal 
stability azo compounds have a wide spread field of 
interests in research and technology. Compounds 
containing azo groups are used as photosensitive 
material in photolithography and laser ablation. These 
compounds can be used, e.g., in non-silver photo­
graphic processes.

Pentazadienes contain, in particular, five nitrogen 
atoms in a row. Due to the concomitant lability of the 
molecule, this class of compounds appears to be pre­
destined for applications in photochemical experi­
ments. The first representative of aromatic 1,4- 
pentazadienes was synthesized 1866 by P.Griess in 
the reaction of diazotized aniline with ammonia. Since 
then a wide variety of aromatic 1,4-pentazadienes 
model compounds as well as polymers have been 
synthesized to investigate the influence of the sub­
stituents on the photolability [1].

Since some hints on a dark reaction were found in the 
cw-photolysis, but could not be elucidated with the cw- 
setup, it was decided to use a pulsed laser for excita­
tion. The pulse energy of the XeCI* excimer laser op­
erating at 308 nm with a length of only about 30 ns 
provides sufficient photochemical turnover for a com­
prehensive investigation of the time-dependent dark 
reaction.

2 EXPERIMENTAL
The pentazadiene monomers have been synthesized 
by the reaction of aromatic diazonium salts and pri­
mary amines. The procedure has been described in 
detail elsewhere [2]. The structural formula is shown in 
Figure 1.

Fig. 1: Structural formula of pentazadienes.

Solutions of the pentazadienes ( R=OMe, CN, Me, Cl, 
COOEt, H, R2=Me) in THF were irradiated in quartz 
cuvettes. The concentrations were adjusted in the 
10'5M range such that UV-Vis spectra could be re­
corded with an optical density of 1 -1.5. The photoly­

sis experiments were carried out with a XeCI* excimer 
laser ( Lambda Physik, model Compex 205) as radia­
tion source. The pulse energy delivered to the sample 
was adjusted to 180 mJ. The UV-Vis spectra were 
recorded with a diode-array spectrometer (Polytec, 
model XDAP) a) immediately, b) 25 sec and c) 50 sec 
after the laser pulse. Temperature controlled cuvettes 
were used for the kinetic experiments. To prevent 
condensation on the cuvettes at low temperatures the 
windows were flushed with N2 gas during the experi­
ments.

3 RESULTS

3.1 Photoreaction

Samples of the monomer compounds in different sol­
vents were irradiated with the UV-pulses and the 
course of the decompostion was monitored by UV-Vis 
spectroscopy. According to Lambert-Beer’s law the 
degree of decomposition was correlated with the ab­
sorption of the maximum of the n->%* transition. The 
influence of the substituents.R1 on the photochemistry 
of the chromophores was studied. A typical course of 
such a photolysis is shown in Figure 2. The almost 
complete decay of absorption for the strong n-n* tran­
sition at 387 nm within 7 pulses at a pulse energy of 
187 mJ indicates the photochemical decomposition of 
the chromophore.

1 delay 50 s 
1 delay 25 s

2 delay 50 s 
2 delay 25 s•§ 0.6

wavelength X [nm]

Fig. 2: Course of the photolysis monitored by UV 
spectrocopy (R1=OMe, R2=Me).

The quantum yield for these compounds were deter­
mined to range within 6 % to 10 % depending on the 
substituent R1.
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According to the method developed by Mauser et al. 
[3] absorption-difference diagrams were used for the 
characterization of the kinetics. The decrease of the 
absorption at several wavelength AA,(n) was plotted 
against the decrease of the absorption maximum 
AAm^Cn), where n is the number of pulses delivered. A 
linear dependence with a zero intercept was found, 
which indicates an uniform first-order reaction A->B for 
all compounds.

3.2 Dark reaction
The chemical reactions associated with the decompo­
sition continue over time much longer than the pulse 
length. Therefore the spectrometer was set to record 
the absorption at several wavelengths over a time of 
1000 seconds. Ten seconds after starting the meas­
urement the first laser pulse was delivered to the solu­
tion (defining t=t0), with the next two pulses delivered 
with a delay of 400 seconds each. Directly after the 
pulse the absorption decreases within one data point 
(t < 1 sec.) and increases again to a level lower than 
the original value. The time for this regeneration is 
very short compared to the time of the whole dark 
reaction (= 300 s). Afterwards a pronounced but 
damped oscillation of the absorption band was ob­
served for all investigated compounds. Finally the 
absorption settles to a constant value. Up to three 
periods could be observed during a time of 
five minutes. In Figure 3 the time dependent behaviour 
of the absorption at Xmax of a model compound 
( R1=OMe ) in THF as solvent is shown.

< 0.7-

time [s]

Fig. 3: Oscillatory absorption of the model compound 
after irradiation with one pulse.

These experiments were carried out at different tem­
peratures. In a temperature region from 8°C to 45°C 
distinctive oscillations are found. After the decay of the 
oscillation, a further pulse was delivered to the solu­
tion. The experimental data (Figure 4) recorded at 
three different temperatures (8°C, 24°C, 45°C ) could 
be well represented by the model of a damped har­
monic oscillator:

A{t) = AA * sin(® * (f - f0) + <p) * exp(-/r *(t-t0)) + Ae

With the results of the fits it was found that the ampli­
tude AA of the absorption decreases with the tem­
perature and with the degree of decomposition. The 
oscillation frequency ro increases with the temperature 
and is independent of the degree of decomposition.

The damping constant k exhibits a minimum around 
24°C. This is also evident in Figure 3, since the oscil­
lation phenomenon disappears above and below the

T=24°C
■ experimental data 

--------- oscillator model

! 5

optimum temperature (22° ).

0.7-

4

tin

------ 1 I 1 I 1 I------- ------- 1 1 I 1 I"""1------ 1 1 ' f r I 1 I
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Fig. 4: Fit of the experimental data to the model of a 
damped harmonic oscillator.

These oscillations may be explained within a thermo­
dynamical model [4] of coupled first-order chemical 
reactions. The photoproduct P* is converted into a 
final product B through an intermediate A. While the 
first rate constant k, is assumed temperature inde­
pendent, the second rate constant k, depends very 
strongly on the temperature. Therefore this reaction is 
accelerated by the developed heat of reaction.

P ) P* kplOofa—0 ) 2 g

In a simulation we were able to demonstrate the influ­
ence of the temperature on this system, but failed to 
correlate the fit parameters with experimental quanti­
ties characterising the thermal system (solution, 
thermostat) under investigation.

4 CONCLUSIONS
The data presented provide insight into the photo­
chemistry of pentazadienes. The overall photoreaction 
follows a first-order kinetics, while the dark reaction is 
determined by a non-linear coupling between heat 
released, heat transfer, and reaction kinetics. The 
system is very temperature sensitive. Further simula­
tions of these chemical instabilities are in progress.
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BIPOLAR ZINC/OXYGEN BATTERY DEVELOPMENT

S. Muller, C. Schlatter (Swiss Federal Institute of Technology, Lausanne, Switzerland)

A bipolar electrically rechargeable Zn/02 battery has been developed. Reticulated copper foam served as 
substrate for the zinc deposit on the anodic side, and La06Ca04CoO3-catalyzed bifunctional oxygen elec­
trodes were used on the cathodic side of the cells. The 100 cm2 unit cell had an open circuit voltage of 
1.4 V (OJ in moderately alkaline electrolyte. The open circuit voltage and the peak power measured for a 
stack containing seven cells were ca. 10 V and 90 W, respectively. The current-potential behaviour was 
determined as a function of the number of bipolar cells, and the maximum discharge capacity was deter­
mined at different discharge rates.

1 INTRODUCTION

A rechargeable battery providing both high specific 
energy and high specific power would be an attractive 
power source candidate for many applications. The 
Zn/air battery system stands out on its high energy 
density, good environmental compatibility, low cost of 
active materials, and wide operating temperature 
range. Recently, we developed electrically recharge­
able monopolar zinc/oxygen cells showing a service 
life of ca. 450 cycles. For these cells pasted Zn- 
electrodes and La06Ca04CoO3-catalyzed bifunctional 
oxygen electrodes were developed [1].

Here we will present the concept and power output of 
our rechargeable bipolar battery. A compact bipolar 
cell arrangement is interesting in order to diminish the 
ohmic resistance of the module and to obtain high 
specific power. In the bipolar system all cells are inter­
nally connected in series and the output is high-vol­
tage/low-current, which is desirable for electric-vehicle 
(EV) applications.

Instead of using pasted Zn-electrodes, a highly porous 
and conductive copper foam material (Sorapec, 
France) was used as the matrix for the zinc deposit. 
While for the first formation of metallic Zn on the foam 
highly alkaline electrolyte was pumped through the 
porous zinc electrode, a stationary, moderately alka­
line electrolyte (chemically saturated with ZnO) was 
used for the electrically rechargeable operating mode.

2 EXPERIMENTAL

The components of a single cell and of the bipolar 
stack are depicted in Figure 1. The main components 
of the bipolar cell were the zinc-plated reticulated cop­
per foam anode (1 and 5), the La06Ca04CoO3-catalyzed 
bifunctional oxygen diffusion electrode (4), the PVC 
frames (2) for sealing the cells, and the cathode sup­
ports needed to constitute the zinc/oxygen cells in the 
bipolar arrangement (1 and 5). After the first charge 
(8 Ah for the 100 cm2 zinc electrode), the electrolyte 
was replaced by a 20 wt% KOH solution presatu­
rated with ZnO. Cycle life tests as well as current- 
potential measurements were carried out with station­
ary moderately alkaline electrolyte in which the fol­

lowing two consecutive reactions take place at the 
zinc electrode:

Zn + 4 OH = Zn(OH)/" + 2 e

Zn(OH)/ = ZnO +2 OH +H20

Cycling was performed at 10 mA/cm2 charging and 
20 mA/cm2 discharging currents, respectively. The 
cycled capacity was 5 Ah for the 100 cm2 zinc elec­
trode.

The current-potential curves were measured galvano- 
statically. For each chosen current the potential of the 
battery was measured after a cell operating time of 
30 s. The power of the stack was calculated from 
measured current-voltage curves.

1. Bipolar element

2. PVC frame

3. Separator

4. Bifunctional Q - 
electrode

5. Bipolar element

Fig. 1: Exploded view of the stack components. Geo­
metric surface area: 100 cm2.

3 RESULTS AND DISCUSSIONS

The power curves for bipolar stacks containing one to 
seven cells are plotted in Figure 2. These measure­
ments were performed after the first charge and for 
100%-charged cells.

The peak power of a single cell is 13 W (1300 Wm2) 
and was obtained at a current density of 2000 Am2. 
The excellent conductivity provided by homogene­
ously distributed zinc in the foam electrode and its 
highly porous structure (porosity of ca. 0.8) are re­
sponsible for the high current density and the high 
peak power of the battery.
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lstcycle 14^h cycle 1st cycle after 
regeneration

Fig. 2: Power curves (A) for bipolar stacks containing 
1 to 7 cells and a plot of voltage vs. current density for 
the bipolar stack containing 7 cells (B).

Due to the absence of shunt currents and the use of 
bifunctional electrodes with identical electrochemical 
behaviour, the experimentally measured power of the 
batteries was very close to the expected value 
(^bipolar stack = N x p=ne ==,,)• For the bipolar stack with seven 
cells a peak power of 90 W could be demonstrated. 
Based on the mass of the cell components a maxi­
mum specific power of ca. 90W/kg was calculated. 
The polarization curve measured for the bipolar stack 
containing 7 cells shows a battery-voltage decay at 
current densities higher than 200 mA/cm2. This voltage 
decay can be attributed to oxygen diffusion hindrance 
in the gas-diffusion electrode.

Figure 3 demonstrates the availability of high dis­
charge rates from the bipolar stack. The discharge 
experiment was performed with one cell and with the 
stack of seven cells at a current density of 1000 Am"2. 
The power output was constant at ca. 9 W for one cell 
and 63 W for the stack until 60 % of the nominal ca­
pacity (8 Ah) of the battery was discharged. The elec­
trolyte temperature increased from 25 °C to 42.5 °C 
during the discharge experiment.

discharged fraction [-]

Fig. 3: Zinc/oxygen power and available capacity 
measured for a single cell and for the bipolar stack at 
a discharge current density of 1000 Am 2.

Fig. 4: Charge and discharge voltages during the first 
cycle, the 14th cycle and after regeneration of the foam 
electrode. Charge and discharge current densities are 
100 and 200 Am2, respectively.

For the first cycle, the voltages during charge and 
discharge were 2.1 and 1.1 V, respectively. After 14 
cycles the overvoltages increased for both reactions 
by about 100 mV. The higher polarization of the cell 
developing with increasing cycle numbers is due to an 
increase in polarization of the zinc-foam electrode. 
Visual observation showed a dense, compact zinc 
area at the bottom of the zinc-foam electrode. After 
regeneration of the three-dimensional electrode, the 
voltages were identical with the initial values.

4 CONCLUSIONS

The combination of metallic foam as the support mate­
rial for the zinc deposit in the Zn electrode with 
La06Ca04CoO3-catalyzed bifunctional oxygen elec­
trodes results in a rechargeable zinc/oxygen battery 
showing peak power densities for a single cell of 
130 mWcm2. With a battery stack containing seven 
cells (100 cm2) a peak power of 90 W could be dem­
onstrated. A specific power of ca. 90 W/kg was calcu­
lated for peak power conditions. Approximately 60 % 
of the nominal capacity (8 Ah) could be discharged at 
a constant stack power of ca. 60 W.

Redistribution and dissolution of the zinc induced by 
natural convection resulted in a limited cycle life. How­
ever, at periodic service intervals the zinc electrode 
can be regenerated to obtain the original performance 
of the battery.
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The cycle life performance was studied for a single 
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PROGRESS TOWARDS A 20 AH/12 V ZINC/AIR - BATTERY

F. Holzer, S. Muller, O. Haas

Electrode areas, for the bifunctional Os-electrodes and the pasted Zn-electrodes, have been successfully 
scaled up from 25 cm2 up to 250 cm2. A filter press type cell was used to measure the cycle life of larger 
electrodes (100 cm2). Up to now, more than 100 charge-discharge cycles (900 hours) with these scaled up 
Zn/02-cells could be demonstrated.

Electrically rechargeable Zn/air-batteries are being 
considered for both electric vehicle and portable elec­
tronic device applications. The high theoretical 
(1150 Wh/kg) as well as practical specific energy (60- 
ISO Wh/kg) are major advantages of the secondary 
zinc/oxygen battery. The low cost and low toxicity of 
the materials involved are also important factors.

The preparation of the 25 cm2 pasted Zn-electrodes 
(filter-table) and the La06Ca04CoO3-activated bifunc­
tional oxygen electrodes (rolling-technic) has been 
described elsewhere [1,2],

tage of the filter press design is the easy modular build 
up of the cells.

In a next step, the life time of a single cell arrangement 
with electrode-areas of 100 cm2 was tested. The elec­
trolyte consisted of 15 % KOH + 1.5 M KF and was 
presaturated with ZnO. The zinc electrode had a 
nominal capacity of 10 Ah. 2/3 of the nominal capacity 
could be cycled at low charge-discharge rates, and 1/3 
of the nominal capacity was cycled at -6 h charge- 
and -3 h discharge times. Figure 2 shows the cell 
voltage of the first 100 cycles.

Increasing the cellulose amount and optimizing the 
fiber length of the cellulose (Cellulose Attisholz AG, 
Attisholz, CH), in the 25 cm2 pasted Zn-electrode, has 
improved considerably the cycle life and peak power 
behaviour of the Zn/02-cells. The preparation of larger 
Zn-electrodes on a pasting-device (used to manufac­
ture the electrodes for the lead-acid-battery; Electrona 
S.A., Boudry, CH), required significant changes in the 
preparation process. The rheological properties of the 
ZnO-paste were optimized to the industrial pasting- 
machine. This optimized paste functioned well in pre­
paring Zn-electrodes by hand or by machine.

0,-electrode

Corrugated plastic

Zn-electrode 02-electrode 

Corrugated plastic

- Gas-inlet

Fig. 1: Exploded view of a single Zn/air-cell. The 
pasted Zn-electrode is held between two bifunctional 
C2-electrodes.

Time/h
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Fig. 2: Charge- and discharge voltage of the first 100 
cycles (900 hours) of a Zn/02-cell with 100 cm2 elec­
trode area.

The next step in this project will be the demonstration 
of a 12 V / 20 Ah Zn/air-battery. By connecting 10 cells 
in series (200 cm2 electrodes, 20 Ah nominal capac­
ity), a battery voltage of 12 V can be achieved.
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A filter press type cell (constracted in collaboration 
with Larag AG, Wil, CH) as depicted in Figure 1 was 
used for testing the larger electrodes. The pasted Zn- 
electrode, which is wrapped in three layers of Celgard- 
separator, is sandwiched between two bifunctional 
oxygen electrodes (catalyst: La06Ca04CoO3). The cor­
rugated plastic is used as gas distributer. An advan­
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POROUS GRAPHITE ELECTRODES FOR RECHARGEABLE 
ION-TRANSFER BATTERIES

P. Novak, W. Scheifele, O. Haas

The influence of preparation pressure and pore-forming additives on the properties of graphite-based, Lf- 
intercalating electrodes for ion-transfer batteries have been investigated. The electrochemical performance 
of graphite electrodes could be improved by adjusting the porosity. Specific charge of >300 Ah/kg (with re­
spect to the graphite mass) could be achieved.

1 INTRODUCTION

Rechargeable lithium ion-transfer batteries are among 
the most promising new battery systems. Graphite- 
based negative electrodes (LiCJ combine high spe­
cific charge with favorable cell safety and cycling be­
havior. Their moderate rate capability, however, as 
well as their strong tendency to co-intercalate solvent 
molecules which leads to exfoliation of the graphene 
layers still present some challenges [1].

Enlargement of the electrode/electrolyte interfacial 
area is one way to improve the electrode rate capabil­
ity. The microscopic interfacial area depends strongly 
on the porosity and the pore distribution of the elec­
trode. Our principal aim in this work was to elaborate 
simple but effective methods of tailoring the electrode 
porosity, allowing the preparation of rather thick elec­
trodes (-500 pm) with acceptable current densities. 
For identical cell hardware, thicker electrodes provide 
higher specific energies.

1 2 3
Cycle Number

Fig. 1: Specific charge of graphite electrodes: 
(K\\\N) without an additive, preparation pressure 
0.2 t/cm2; dlilf) without an additive, preparation pres­
sure 3.8 t/cm2; ([W/fy porous, with 50 % LiCI added, 
preparation pressure 3.8 t/cm2, H20-extracted; 
(■■) porous, with 50 % NH4HC03 added, preparation 
pressure 4 t/cm2, thermally decomposed.

2 EXPERIMENTAL

Approximately 500 pm thick electrodes were prepared 
from graphite TIMREX KS 44 and either poly- 
(vinylidene fluoride) (PVDF) or poly(tetrafluoroethyl- 
ene) (PTFE) binder as described in [2], In one case, a 
blend of graphite and binder was mixed with 
NH4HC03, pressed, and finally heated in vacuum. 
Porous electrodes resulted from the complete de­

composition of NH4HC03. Alternatively, porous elec­
trodes were prepared by mixing the graphite/binder 
blend with LiCI, pressing the mixture, and extracting 
the LiCI with water.

Electrochemical data were gained in model coin cells 
using an electrolyte consisting of 1M LiN(S02CF3)2 in 
an ethylene carbonate/dimethyl carbonate mixture.

1 t/cm'
with NH4HCO.

r*e— 0.2 t/cm'

1 t/cm'

8 t/cm'

Pore Diameter / pm
Fig. 2: Pore size distributions of a porous graphite 
electrode prepared with 50 % NH4HC03 (thermally 
decomposed) and graphite electrodes prepared at 
various preparation pressures without pore-forming 
additives.

3 ELECTRODES WITHOUT ADDITIVES
The electrochemical performance of standard graphite 
electrodes prepared without additives depends on the 
pressure used in their preparation. Increased prepa­
ration pressure reduces the specific charge signifi­
cantly (Figure 1) and increases the electrode polari­
zation. The electrochemical behavior correlates well 
with porosimetry results. The porosity and the median 
pore diameter are reduced with increasing preparation 
pressure (Figure 2).

From the perspective of reversible specific charge and 
electrode rate capability, insufficient porosity and low 
median pore diameter (due to high preparation pres­
sure) are detrimental to the electrode performance. 
We attribute this behavior to insufficient wetting of the 
bulk electrode by the electrolyte. To achieve an opti­
mum porosity the electrode preparation would have to 
be optimized at very low preparation pressures 
(<0.2 t/cm1 2). This optimization results in electrodes 
with acceptable specific charges (Figure 1) but inade­
quate mechanical stability for practical applications.
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The porosity of graphite electrodes can be controlled 
by dispersing pore-forming additives (LiCI or NH4HC03) 
in the electrode mass during the preparation process. 
An advantage of this method is that the electrode po­
rosity can be varied almost independent of the prepa­
ration pressure.

Electrodes prepared using 50 wt.% LiCI had a porosity 
of ~60 vol.% with a pore diameter distribution of 2 to 
8 pm. As intended, the charge/discharge performance 
of porous graphite electrodes improved dramatically in 
comparison to compact ones prepared at high pres­
sures (Figure 1). An alternative pore-forming method 
using 50 wt.% of NH4HC03 provided similar results, 
i.e. a porosity of -60 vol.% and a pore diameter dis­
tribution of 1 to 10 pm (Figure 2). The pore-forming 
method using NH4HCC3 was superior, however, be­
cause it yielded slightly higher specific charges and 
was simpler to use.

The effect of varying amounts of NH4HC03 and of dif­
ferent binder materials in the electrode mass has been 
examined in detail. Porosities ranging typically from 
-35 vol.% to -70 vol.% have been reached. The pore 
diameter distribution was affected to a small extent by 
the amount of NH4HC03, and the type of binder mate­
rial showed no critical influence also on the porosity.

RTFE has a fibrous morphology in the electrode and 
therefore cannot block the surface.

During the first seven charge/discharge cycles on our 
optimized porous graphite electrodes shown in Fig­
ure 4, a reproducible (around ±5 %) and stable spe­
cific charge of -340 Ah/kg (with respect to the graphite 
mass) was observed even at current densities of up to 
1.5 mA/cm2 (ca. 50 mA/g C). Moreover, the irreversi­
ble charge loss in the first cycle was moderate, typi­
cally -20 % of the reversible charge. Up to 30 cycles 
at 1.5 mA/cm2 have been carried out on a number of 
electrodes to confirm that the specific charge of 
>300 Ah/kg is stable.
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Fig. 3: Polarization curves of graphite electrodes 
prepared at various preparation pressures with and 
without NH4HC03 (binders PTFE or PVDF).

Fig. 4: Reproducibility of specific charge for Li+ dein­
tercalation (discharge, in Ah/kg with respect to the 
graphite mass) of porous graphite electrodes prepared 
by using the binders PTFE or PVDF; cycling with ca. 
1.5 mA/cm2 (ca. C/7) between +0.005 and +1.8 V 
vs. Li/Li*.

5 CONCLUSION

LiCI and NH4HC03 pore-forming additives facilitated 
custom tailoring of the porosity of graphite electrodes. 
The preparation of mechanically stable electrodes 
through high preparation pressures was possible, and 
the electrochemical performance of graphite elec­
trodes was improved.
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USE OF AB INITIO QUANTUM CHEMICAL METHODS IN BATTERY TECHNOLOGY

E. Deiss

Ab initio quantum chemistry can nowadays predict physical and chemical properties of molecules and sol­
ids. An attempt should be made to use this tool more widely for predicting technologically favorable materi­
als. To demonstrate the use of ab initio quantum chemistry in battery technology, the theoretical energy 
density (energy per volume of active electrode material) and specific energy (energy per mass of active 
electrode material) of a rechargeable lithium-ion battery consisting of a graphite electrode and a nickel 
oxide electrode has been calculated with this method.

1 INTRODUCTION

With ab initio quantum chemical methods physico­
chemical properties of molecules and solids can be 
calculated. Ab initio means that no further input is 
needed except the chemical composition. The calcula­
tion is based on the solution of the Schroedinger 
equation. The mainly used numerical method to solve 
this equation is the Density Functional Theory (DFT) 
based on the work of Hohenberg and Kohn [1] who 
proved that the total energy of a system is a unique 
functional of the electron density. As a consequence 
of this fact, Kohn and Sham [2] could divide the 
Schroedinger equation into a set of self consistent 
one-electron equations which can be solved itera­
tively. An attempt should be made to use this tool for 
predicting technologically favorable new materials. To 
demonstrate the use of ab initio quantum chemistry in 
battery technology, the theoretical energy density and 
specific energy based on the active electrode material 
of a rechargeable lithium-ion battery will be calculated 
and compared with measured data.

charged
state

discharge • "

I discharged 
j state

carbon • • • • lithium

metal oxide ® ® ® ® electrons

Fig. 1: Schematic representation of a lithium-ion battery.

The discharge of such a battery (Figure 1) is achieved 
by a lithium transfer from a negative anodic electrode 
(e g. coke or graphite) to a positive cathodic electrode 
(e.g. nickel-, cobalt or manganese oxide). Further 
improvements of these commercially available batter­
ies are now focused on the environmental compatibil­
ity, the energy and power density, the specific energy 
and power, the cycling behavior and the cost.

2 CALCULATION AND RESULTS

The graphite/NiOz battery to be calculated consists in 
the charged state of a LiC6 and a Ni02 electrode and 
the following reaction takes place during discharge:

UC6 (s) + NiOz (s)------- > 6 C(s)+LiNiOz (s) (1)

The energy density Ed,T and specific energy ES,T of the 
battery reaction depend on the Gibbs energy change 
AGt between product and educt of the reaction above 
as follows:

AEd’T= -AGt / V (2)

AEs’T=-AGT/m (3)

V denotes the volume and m the mass of the active 
material. To obtain the energy density and specific 
energy we have to search for AGT and V, whereas m 
is obtained from tabulated data. If we neglect any 
temperature effects then AGT is equal to the zero tem­
perature change of Gibbs energy and can be ex­
pressed in terms of the total energies Entot of the spe­
cies n involved in the reaction as follows:

AG™ = + 6^ - (4)

Entot result from the formation of the electrode material 
from the separated electrons and atomic nuclei. To 
calculate these energies with their associated struc­
tures the WIEN95 [3] code was used. The structures 
have been calculated by volume optimization of the 
crystallographic data, as a global energy minimization 
by a variation over all possible structures would be
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prohibitive. EdT 0 and EsT 0 are then calculated accord­
ing to eq. (2) and (3) and are listed in Table 1.

To estimate the temperature dependence of the en­
ergy density and the specific energy, the room tem­
perature change in vibrational energy AEv,b,T=30° and in 
entropy AST=300 must be included as follows:

AGr=300 = AGr=0 + AEvmo° - T • AS™ (5)
Since the structures remain almost unchanged during 
intercalation, we assumed that the entropy term AST=300 
can be neglected, which could also be verified experi­
mentally [4]. The vibrational energy represents the 
energy absorbed by vibration. This term was calcu­
lated by a harmonic approximation using the Amster­
dam Density Functional (ADF) code [5,6]. Table 1 
show the predicted room temperature values of Ed,T 
and EsT.

3 DISCUSSION

From inspection of Table 1 we ascertain a deviation of 
calculated from measured values of 14.3 % for the 
energy density and 14.7 % for the specific energy, if 
temperature effects are not considered. If temperature 
effects are included in the calculation, the corre­
sponding deviations are 13.5 % and 13.8 % resp. Ac­
curate measured data are difficult to obtain. We think 
that an error of at least 10 % of the measured values 
derived from discharge curves [7] is reasonable. 
Within this band of uncertainty limits we consider our 
method as valid for predicting these energies.

Temperature effects play a minor role in our calcula­
tions as can be seen in Table 1. Inclusion of the tem­
perature effect enhances the energy density and the 
specific energy by only 1 %.

Our results demonstrate that it is possible to predict 
technologically interesting materials with ab initio 
methods, which unlike to semiempirical methods are 
free of adjustable parameters. This will encourage us 
to calculate other essential parameters as electric 
conductivities or diffusion coefficients of intercalation 
electrodes with ab initio methods. The rather large 
amount of computing time needed for non empirical ab 
initio calculations compared to semiempirical methods 
is less and less a problem with the rapidly growing of 
computer power today.

calc. exp.

£d,T=0 [Wh/L] 1538
£d,T=300 [Wh/L] 1553 1795
£S,T=0 [Wh/kg] 481
£S,T=300 [Wh/kg] 486 564

Table 1: Calculated and measured energy densities 
Ed,T and specific energies ES,T for a discharge of 1 mol 
of Li as described by eq. (1)

4 CONCLUSIONS

We have shown that it is possible to calculate the 
theoretical energy density and specific energy based 
on the active electrode material of a LiC/NiO., battery 
using ab initio quantum chemical methods. This 
should encourage researchers to use this tool more 
widely for technological material design.
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GLASSY CARBON BASED SUPERCAPACITOR STACKS

M. Bartsch, A. Braun, R. Kotz, O. Haas

Considerable effort is being made to develop electrochemical double layer capacitors (EDLC) that 
store relatively large quantities of electrical energy and possess at the same time a high power 
density. Our previous work has shown that glassy carbon is suitable as a material for capacitor 
electrodes concerning low resistance and high capacity requirements. We present the develop­
ment of bipolar electrochemical glassy carbon capacitor stacks of up to 3 V. Bipolar stacks are an 
efficient way to meet the high voltage and high power density requirements for traction applica­
tions. Impedance and cyclic voltammogram measurements are reported here and show the fre­
quency response of a 1, 2, and 3 V stack.

1 INTRODUCTION

Conventional electrolytic capacitors exhibit a very high 
specific power (W/kg) but quite low specific energy 
(Wh/kg). On the contrary, batteries feature high en­
ergy density, but they suffer from relatively low power 
density. For a wide spectrum of applications energy 
storage devices are needed which offer at the same 
time good energy and power density, i.e. energy sys­
tems which deliver within seconds several watt-hours 
of energy. These devices could be applied, for exam­
ple, to provide peak power to load-level electric car 
batteries, as energy source for electrically heated 
catalysts or, in general, where intermittent high power 
is required.

Electrochemical double layer capacitors (EDLC), also 
known as supercapacitors or ultracapacitors (if 
pseudo-capacitance is included), seem to be very 
promising to meet the above mentioned energy and 
power requirements. The double layer arises primarily 
from the electrostatic interaction between electronic 
charge in the electrode phase and the ions and di­
poles in the electrolyte phase. The larger the elec­
trode/electrolyte interface the bigger the capacity to 
store electrical energy. Metal-oxides, doped conduct­
ing polymers, carbon or graphitic powder and, in our 
case, glassy carbon (GC) can be used as electrode 
materials.

A smooth glassy carbon surface has a double layer 
capacitance of about 20 pF/cm2 (aqueous electrolyte). 
High capacitance is obtained when the surface is 
modified by electrochemical or chemical treatment in 
solution or air in a way that the effective surface in­
creases by several orders of magnitude. Glassy car­
bon possesses the great advantage that the active 
layer, which makes up the very large double layer 
capacitance, forms a part of the current collecting 
electrode. Thus, contact resistance may be efficiently 
reduced.

2 BIPOLAR CONCEPT

The voltage of a unit cell capacitor comprised of two 
electrodes, which are activated on one side, is 1 or 3V 
depending on the electrolyte (aqueous or organic, 
respectively). In order to have several hundred volts,

which are needed in some traction applications, the 
cells have to be connected in series either in a mo­
nopolar or bipolar way. The total resistance should be 
kept small so that the power density is optimized. For 
this reason, it is preferable to use the bipolar configu­
ration in which bipolar electrodes, activated on both 
sides, are placed between two end plates activated 
only on one side (Figure 1). An ion conducting sepa­
rator is used in order to avoid short current between 
the electrodes. It should be as thin and porous as 
possible so as to obtain a low separator resistance. 
Further, it must not be electronically conducting.

Activated
Surface

Separator & 
Electrolyte

Sealing

Fig. 1: View of a 3 cell capacitor stack with glassy 
carbon electrodes.

To avoid leakage currents on the periphery of the 
stack, it has to be sealed with an insulating seal to 
inhibit ionic and electronic contact from one cell to the 
other.

3 EXPERIMENTAL

The GC electrodes (19.64 cm2, 5 cm 0, 1 mm thick) 
were activated in air at 490 °C for one hour. After­
wards they were treated in 3 M H2S04 and distilled 
water. Celgard® 3401 (25 pm thick) was used as sepa­
rator and was soaked with 3 M H2SC4 before mount­
ing. The impedance spectra as well as the cyclic volt- 
ammograms were measured with a EG&G 
potentiostat 273A in conjunction with a Solartron 
SI 1255 HF frequency response analyzer. The ca­
pacitance, C(v), was calculated from the imaginary 
part of the impedance, Z(v)”:

C(v) = -1/(2jtvZ(v)”). (1)
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4 RESULTS AND DISCUSSION

One unit cell capacitor plus a two and a three volt 
capacitor stack were built. Figure 2 shows the cyclic 
voltammograms (CV) a), b) and c) of the three ca­
pacitors consisting of air activated GC electrodes. All 
CVs were measured with a scan rate of 10 mV/s. 
Curve a) shows the charging from 0 to 1 V with an 
average current of about 50 mA. The average charg­
ing currents for the 2 and 3 V stacks are 29 and 
20 mA, respectively. Because of the series nature of 
the stack, the total capacitance is given by

1/C = E(1/C). (2)

The capacitance of a capacitor is C = Q/V (Q: charge, 
V: voltage). If Q is replaced by I t, then

C-V = It (3)

(I: current, t: time). Based on eqs. (2) and (3) the cur­
rent ratio is expected to be a):b):c) = 6:3:2 which is in 
good agreement with the measured values of b) and 
c). The product C V corresponds to the integral under 
the CV curve and is, according to (3), the same in all 
three cases. The CV of an ideal capacitor would be a 
rectangle. Capacities which do not arise from a pure 
double layer and small leakage currents lead to a 
slight deviation of the CV curve from a rectangle.

1000 Hz compared to 0.1 Hz. For an ideal capacitor, C 
is constant with frequency. However, for real capaci­
tors, dispersion processes generally cause the value 
of C to decrease as the frequency increases. It is as­
sumed that the formation of the electrochemical dou­
ble layer is not complete at higher frequencies be­
cause of the limited mobility of the ions. 5 6 7
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Fig. 3: Frequency dependence of the AC capacitance 
for the 1,2 and 3 V capacitors.
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Fig. 2: Cyclic voltammograms of GC unit cell a), a
2 V, b), and a 3 V, c), capacitor stack. Scan rate 
10 mV/s. Electrolyte is 3 M H2SG4.

The capacitance vs. frequency curves of the 1, 2, and
3 V 20 cm2 capacitors are shown in Figure 3 and cal­
culated as defined by eq. (1). The impedances were 
measured in each case with a fully charged capacitor. 
The capacities at 0.1 Hz are 2.9 F (1 V), 1.6 F (2 V), 
and 1.0 F (3 V). The value of 1.6 F is a bit smaller than 
the expected value of 2 F according to eq. 2. The ca­
pacitance decreases steadily with increasing fre­
quency and is one order of magnitude smaller at

5 CONCLUSIONS

Supercapacitors have the potential to deliver the en­
ergy and power that is needed in a variety of applica­
tions. After having succeded in building a unit cell ca­
pacitor with GC electrodes [1], we wanted to scale-up 
our device to a low voltage capacitor stack. The ca­
pacitance response of the 2 and 3 V stack corre­
sponds to what would be expected based on the unit 
cell measurement. We could demonstrate a 3 V GC 
capacitor stack with air activated electrodes and 1 F 
capacitance. The fast activation in air seems to be a 
good alternative to electrochemical activation.

These initial results are quite promising, however, 
building even larger stacks with much higher voltages 
and lower total resistance still remains a big challenge.
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FUEL CELL MEMBRANE PREPARATION : EFFECTS OF BASE POLYMER

H.P. Brack, G.G. Scherer

Radiation grafted films and membranes prepared from the partially fluorinated base copolymer 
poly(ethylene-alt-tetrafluoroethylene) or ETFE have better mechanical properties than those prepared from 
poly(tetrafluoroethylene-co-hexafluoropropylene) or FEP. The influence of the base copolymer film type on 
the grafting rate and yield is reported in the present investigation. An understanding of the effects of these 
parameters is important so that the grafting process can be carried out reproducibly in as short a time as 
possible. The grafting rate and yield as a function of the irradiation dose has been found to be much higher 
for the partially fluorinated base copolymer ETFE.

1 INTRODUCTION

The pre-irradiation grafting method is being used in 
our laboratory to develop polymer electrolyte mem­
branes [1] for fuel cell applications. In our membrane 
preparation method, fluoropolymer films, such as poly 
(tetrafluoroethylene-co-hexafluoropropylene), FEP, or 
poly(ethylene-a/f-tetrafluoroethy!ene), ETFE, are pre­
irradiated using a gamma irradiation or electron beam 
source and then grafted by reaction with styrene to 
yield FEP-g-PS or ETFE-g-PS. Grafted films are 
transformed into proton-conducting membranes, FEP- 
g-SPS or ETFE-g-SPS, by sulfonating the grafted 
aromatic chains using chlorosulfonic acid.

We had earlier worked exclusively with FEP [1] 
(325 kg/mol) films, but we are now evaluating ETFE 
(906 kg/mol) films as starting materials. Desirable me­
chanical properties such as strength and flexibility 
improve with increasing molecular weight and are 
better for ETFE compared to FEP. Improved me­
chanical properties such as greater tensile strength 
and percent elongation at the break point can be quite 
important in the fuel cell application because of the 
presence of mechanical and swelling stresses [2]. 
Indeed ETFE-based membranes and grafted films 
have been found to have superior mechanical proper­
ties (Table 1).

Material Young’s
Modulus
(N/mm2)

Percent 
Elongation 
at Break 
Point (%)

Tensile
Strength
(N/mm2)

grafted
FEP film

1x103 < 1 6

grafted
ETFE film

9.7 x102 40 37

FEP-based
membrane

79 21 6

ETFE-
based
membrane

187 19 42

Table 1: Film and Membrane Mechanical Properties.

The present study investigates the effects of polymer 
type, partially fluorinated ETFE versus perfluorinated 
FEP on the rate and extent of grafting. Conducting this 
kinetic investigation in a manner similar to the previous 
one on FEP[3] makes it possible then to readily com­
pare the data for the two polymer types. Un­
derstanding these effects is important for optimizing 
and controlling the grafting process. For example, it is 
important to prepare membranes reproducibly and 
quickly.

The grafting yield can be defined on a molar basis 
from the number of moles of base polymer “mer” units 
in the ungrafted film, Nbp, and the number of moles of 
mer units in the grafted side chains, Ng, as shown in 
Equation (1):

mole % = N/(Ng + Nbp) x 100% (1)

2 ETFE FILMS COMPARED TO FEP FILMS

The grafting rate and maximum graft yield for 
gamma/air irradiated ETFE films were found to in­
crease when either the (1) styrene concentration or (2) 
pre-irradiation dose, D, increased. The maximum 
grafting yields for ETFE are compared with those de­
termined previously for FEP [3] in Figure 1. Shown 
also for comparison is the maximum grafting yield of 
an electron irradiated ETFE film. It is much higher 
than for the gamma irradiated film due to a lesser loss 
of reactive radical sites during the much shorter elec­
tron irradiation time.

The determination of the reaction order with respect to 
irradiation dose, D, and a comparison to the previously 
determined reaction order [3] for FEP are shown in 
Figure 2. The grafting rate, Rg, for ETFE was found to 
be described by the following rate expression (2):

Rgoc[D]0 47 [styrene]16 (2)

Gupta [3] found the following rate expression for the 
grafting on FEP:

Rgoc[D]°60 [styrene]19 (3)

The following four factors are likely to be important in 
determining the higher maximum grafting levels and 
rates (on a molar basis) achieved with pre-irradiated 
ETFE than with pre-irradiated FEP films:
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Fig. 1: Maximum grafting level for v e-/air and • 
gamma/air irradiated 100 pm ETFE and ■ 50 pm FEP 
films.

0.8 -

0.4 -

0.2 -
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Fig. 2: Log-log plot of grafting rate vs. pre-irradiation- 
dose for the reaction of v e-/air and # gamma/air ir­
radiated 100 pm ETFE and ■ 50 pm FEP films with 
styrene.

(1) C-H bond strengths are less than those of C-F 
bonds [4], A greater number of radicals would be ex­
pected to form per quantum of energy absorbed for 
ETFE films compared to FEP films.

(2) Infrared measurements indicate that hydroperox­
ides are formed in ETFE films upon irradiation in air 
[5]. This means that autoxidation reactions [4] are 
creating many hydroperoxides groups from each initial 
radical. No evidence has been found for similar

autoxidation processes in FEP, perhaps because the 
bond strength [4] of C-F is higher than that of C-H and 
O-F bonds.

(3) ETFE swells slightly in benzene, whereas FEP 
does not measurably swell. This may enhance the 
diffusion of monomer into the ETFE film during graft­
ing.

(4) The higher maximum grafting levels achieved with 
ETFE films in comparison to FEP films indicates that 
the PS graft component may be more compatible with 
partially fluorinated ETFE than with perfluorinated 
FEP.

3 CONCLUSION

The nature of the base polymer has been found to 
exert a great influence on the grafting kinetics and 
maximum grafting yield.

4 ACKNOWLEDGMENTS

Stress-strain measurements by Dr. C. Lowe and
C. Walder of EMPA-Dubendorf and sample irradiation 
by M. Steinemann of the PSI Hot Laboratory and 
C. Gunthard of Studer AG, CH-4658 Daniken are 
gratefully acknowledged. Dr. N.D. McKee of DuPont 
Fluoroproducts, Wilmington, DE, USA and R. Hodann 
of Nowofol GmbH, D-83310 Siegsdorf are thanked for 
technical product information and the gifts of some 
FEP and ETFE materials. The financial support of the 
Swiss Federal Office of Energy (BEW) is gratefully 
acknowledged.

5 REFERENCES

[1] B. Gupta, G.G. Scherer "Proton Exchange Mem­
branes by Radiation-Induced Graft Copoly­
merization of Monomer into Teflon-FEP Films" in 
Chimia, 48, pp. 127-137 (1994).

[2] G.G. Scherer, H.P. Brack, F.N. Buchi, B. Gupta, 
O. Haas, M. Rota, "Materials Research Aspects 
of Membrane Development for Polymer Electro­
lyte Fuel Cells" in Hydrogen Energy Progress XI, 
2, pp. 1727-1736 (1996).

[3] B. Gupta, F.N. Buchi, G.G. Scherer "Cation Ex­
change Membranes by Pre-Irradiation Grafting of 
Styrene into FEP Films I. Influence of Synthesis 
Conditions" in J. Polymer Sci.: Part A: Polymer 
Chem, 32, pp. 1931-1938 (1994).

[4] T.H. Lowry K.S. Richardson, "Mechanism and 
Theory in Organic Chemistry" Harper and Row, 
New York (1981).

[5] H.P. Brack, G.G. Scherer, "Investigation of Radi­
cal Formation and Degradation in Gamma- and 
Electron-Irradiated Fluoropolymers" Polymers for 
Advanced Technologies 1995 3rd Annual Sympo­
sium, Pisa, June (1995).



55

CYCLIC VOLTAMMETRIC INVESTIGATIONS OF MICROSTRUCTURED 
AND PLATINUM-COVERED GLASSY CARBON ELECTRODES 
IN CONTACT WITH A POLYMER ELECTROLYTE MEMBRANE

G.G. Scherer, Z. Veziridis, M. Staub, H. Freimuth (Institut fur Mikrotechnik Mainz IMM, Mainz, Germany)

Model gas diffusion electrodes were prepared by microstructuring glassy carbon surfaces with high aspect 
ratios and subsequent deposition of platinum. These electrodes were characterized by hydrogen under­
potential deposition (H-upd) in contact with a polymer electrolyte membrane employing cyclic voltammetry. 
H-upd was found on platinum areas not in direct contact to the solid electrolyte, as long as a continuous 
platinum-path existed. A carbon surface between platinum acts as barrier for H-upd.

1 INTRODUCTION

Studies of the interface between a platinum screen 
and a proton-conducting polymer electrolyte mem­
brane by cyclic voltammetry in the H-upd region [1] 
demonstrated that all of the platinum surface was 
electrochemically active, although a major part of it 
was not in direct contact to the membrane. The elec­
trochemically active area could be further increased by 
stapling two platinum screens behind each other. 
When carbon felt was sandwiched between the mem­
brane and the platinum screens an increased double 
layer charging was observed due to the increased 
surface area. However, the characteristic features of 
H-upd on platinum nearly disappeared due to a 
"barrier effect" caused by the intermediate carbon 
surface.

These observations are of utmost importance for the 
formation of an ideal interface in Polymer Electrolyte 
Fuel Cells. Here the active layer of a gas diffusion el­
ectrode (gde), which consists mainly of randomly ori­
ented carbon particles onto which platinum (Pt/C) is 
dispersed, is in contact with the proton-conducting 
membrane [2], The solid electrolyte does not penet­
rate into the pores of the gde, hence, only the topmost 
platinum nano-particles are in direct contact with the 
electrolyte and are, therefore, electrochemically ac­
tive. The "barrier" effect of the carbon surface must be 
over-come to achieve a higher platinum utilization. 
One possibility is the impregnation of the active layer 
with solubilized membrane material, similar to the wet­
ting of pores by an aqueous electrolyte [2]. This 
"barrier" effect is clearly not observed when Pt-black is 
utilized in the active layer of a gde [3].

The true geometric area of the interface has to be 
known to study this "barrier" effect. Therefore, glassy 
carbon model electrodes with a well known geometric 
surface area were prepared [3] in this investigation. 
They consisted of comb-like microstructured surfaces 
with high aspect ratios onto which platinum was de­
posited in different ways, yielding platinum surfaces of 
different total area. These electrodes were used to 
determine quantitatively the electrochemically active 
interface with a solid polymer electrolyte, e.g., a Nation 
117 membrane.

2 EXPERIMENTAL

The surface of glassy carbon slabs (1X1 cm2, HTW, 
D-86672 Thierhaupten) was microstructured into a 
comb-like structure by use of a rotating blade micro­
saw (Disco Corp.) (Figure 1 to Figure 3). Typical di­
mensions of these structures were 140 pm in depth 
and 15 to 20 pm in width for the channels and ridges, 
respectively, thus yielding aspect ratios of 8.

Platinum was deposited by sputtering either (I) onto 
the flat, nonstructured surface, which then was struc­
tured subsequently (Figure 1) or (II) onto the already 
structured surface (Figure 2 and 3). The platinum dis­
tribution was probed by Auger spectroscopy.

Fig. 1: Microstructured glassy carbon surface with 
platinum coverage of the plateaus (not to scale); elec­
trode no. I.

Fig. 2: Microstructured glassy carbon surface with full 
platinum coverage of the comb-like structure; elec­
trode no. II.

Cyclic voltammetry was carried out in a solid state 
electrochemical cell in the potential range between 
+50 and 700 mV with respect to a dynamic Ha-elec­
trode. The microstructured glassy carbon slab was 
pressed under defined load from the top against the 
membrane surface. The electrochemically active area 
of platinum can be determined with an experimental 
error of a few percent from the charge consumed dur­
ing H-upd in this potential range [4],
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Fig. 3: Microstructured glassy carbon surface with 
platinum coverage of the plateaus and of the bottom of 
the channels; electrode no. III.

3 RESULTS AND DISCUSSION

Carbon is widely utilized in electrochemistry as sup­
port material for precious metal electrocatalysts, e.g., 
in fuel cells for the hydrogen oxidation and oxygen 
reduction reactions. Carbon shows good chemical 
stability, is electron-conducting, and has a low specific 
weight and a high surface area. Discrete electrocata­
lyst particles in the nm range are deposited onto big­
ger carbon particles, yielding a high dispersion and 
therefore high surface area of the precious metal. For 
many applications, e.g., in low temperature fuel cells 
low precious metal loadings are of particular impor­
tance for cost reasons. Hence, the behaviour of the 
carbon surface as a "barrier" for electrochemical activ­
ity has to be understood.

Cyclic voltammograms of the two electrodes repres­
ented in Figure 1 and 2 in contact with a Nation 117 
membrane, respectively, are shown in Figure 4. It is 
evident, that electrode No. II has a much higher elec­
trochemical active area than electrode No. I, although 
in both cases only the platinum covered plateaus are 
in direct contact to the membrane surface.

Cyclic Voltammogram

JPt-H adsorption peaks 
one H per Pt-atom is adsorbed

Voltage [V] vs DHE

Fig. 4: Cyclic voltammograms in the H-upd range of 
platinum-covered glassy carbon electrode, re­
presented by Figure 1 and Figure 2, in contact to a 
Nation 117 membrane.

A quantitative evaluation of the charge consumed in 
the H-upd range yields the respective geometric plati­
num covered areas, 0.91 and 10.92 cm2, respectively. 
This result is plausible for the electrode No. I, the re­
sult for the electrode No. II is surprising. Platinum at a 
distance of 140 pm away from the membrane surface 
is still detectable by H-upd. Principally, this confirms

the earlier observation [1] where H-upd on the entire 
surface of screens with a wire diameter of 76 pm were 
found. However, our results allow a quantitative de­
termination due to the defined geometry of the inter­
face.

The cyclic voltammogram with electrode No. Ill yields 
the same active area as with electrode No. I. For the 
same electrode (Figure 3), however in contact with 
1 N sulfuric acid (also present in the channels), a twice 
as high active area due to the platinum deposited at 
the bottom of the channel is measured.

These results can be rationalized as follows: Platinum 
located up to a 140 pm away from the direct contact to 
the membrane surface is active for H-upd when a 
continuous "platinum path” is provided. In contrast, 
when the "platinum path” is interrupted by a glassy 
carbon surface (Figure 3) only the platinum in direct 
contact to the proton-conducting membrane is active.

It is known that the mechanism for H-upd in an aque­
ous electrolyte involves "instantaneous" surface 
equilibration between different platinum adsorption 
states [5]. However, it is still unclear how upd occurs 
in the absence of direct electrolyte contact. It is further 
known that water spreads effectively on a platinum 
surface. Whether an adsorbed water film alone or the 
presence of "conducting impurities” in the latter can be 
made responsible to explain our results is still a matter 
of speculation. As a relevant conclusion, we can 
simulate the behaviour of porous gas diffusion elec­
trodes, either composed of Pt/C or Pt-black active 
layers, with our model interfaces to further investigate 
the important role of carbon as support material in 
gdes with low precious metal loading.
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POLYMER ELECTROLYTE FUEL CELLS : FLOW FIELD FOR EFFICIENT AIR
OPERATION

F.N. Buchi, A. Tsukada, O. Haas, G.G. Scherer

A new flow field was designed for a Polymer Electrolyte Fuel Cell stack with an active area of 200 errf for 
operation at low air stoichiometry and low air over pressure. Optimum of gas flow channel dimensions 
were calculated based on the required pressure drop in the flow field. Single cells and a bi-cell stack with 
the new flow field show an improved current/voltage characteristic when operated at low air stoichiometries 
as compared to that of the previous non optimized design.

1 INTRODUCTION

The overall efficiency of the H/air polymer electrolyte 
fuel cell system (PEFC) depends not only on the effi­
cacy of the electrochemical conversion, but also on 
the extent of the parasitic power that the system 
needs for reactant supply, gas humidification, cooling, 
and system control. Air compression is by far the big­
gest parasitic load for the system, reducing the net 
power output by up to 30 % [1] (i.e. FC-Bus, Ballard 
Power Systems; Daimler NeCar II [2]).

In order to reducing the parasitic load for air compres­
sion it is necessary to operate the fuel cell stack at low 
air stoichiometry (A,alr) and low air over pressure. Op­
timized gas flow fields are needed to achieve satisfac­
tory electrochemical performance under these condi­
tions.

2 FLOW FIELD CONSIDERATIONS

The flow field determines the distribution of hydrogen 
and air (or oxygen) over the active area on the re­
spective sides of the fuel cell. The requirements of the 
gas flow fields for optimum electrochemical perform­
ance of the fuel cell are :
• homogeneous distribution of reactant gases over 

the entire active area of each cell
• high utilization of reactant gases
• ready removal of water form the cathode. Gas flow 

channels should not be blocked by accumulating 
water droplets

• homogeneous distribution of reactant gases to all 
individual cells in the multi-cell stack.

In order to fulfill the above requirements, the flow fields 
need to have the following properties :
• for equal distribution of the gases in the cell, all 

channels need to have the same pressure drop
• to readily remove water droplets from the cathode 

flow field, a pressure drop in each gas flow chan­
nel of ten to thirty millibars is needed

• in order to fuel all cell in the multi- cell stack 
equally, the pressure drop in the manifold has to 
be at least an order of magnitude lower than the 
pressure drop in the individual cells.

These considerations are more stringent on the air 
side because of the high sensitivity of the electro­
chemical performance on the relatively low oxygen 
partial pressure in air. Therefore we put emphasis for 
optimization on the cathode side flow field.

Based on the above requirements we choose a ra­
diator type flow field based on many parallel, low cross 
section channels, connected at in- and outlet with a 
high cross section distributor channel as shown in 
Figure 1. Because all flow field channels have the

Flow Field 
Channels

lntake_
Manifold Distributor 

' Channel

Distributor
Channel^

_ Exit 
Manifold

Fig. 1: Schematic of radiator type flow field.

same length and cross section, they have an equal 
pressure drop and therefore equal gas flow rate. The 
low cross section of the flow field channels also pro­
motes mixing of the air stream and therefore allows for 
a high utilization of oxygen in air, i.e. allows for opera­
tion at low air stoichiometries. The pressure drop in 
the channels at the desired point of operation (and 
respective air flow), needs to be controlled by proper 
channel dimensioning. Distributor channels and 
manifolds need to be dimensioned, so that their pres­
sure drop is at least an order of magnitude lower than 
the one in the flow field channels.

3 PRESSURE DROP CALCULATIONS

The pressure drop for the triangular shaped flow field 
channels was calculated and is shown in Figure 2 for 
a channel length of 15 cm (so a square flow field 
yields approx. 200 cm2) and the indicated channel 
width. To allow for a contact area of 50 %, the neces­
sary air flow for an air stoichiometry of X ^ = 2 was
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Fig. 2: Pressure drop of air flowing at 60 °C in trian­
gular shaped channel of given width and 150 mm 
length, for two current densities at Xalr = 2. The shaded 
area denotes range of optimum channel dimensions 
and pressure drops.

calculated over twice the channels surface for two 
current densities. It can be seen from this figure, that 
the channel dimensions with the desired pressure 
drop have width in the order of 0.2 - 0.5 mm.

Based on the above calculation the channel width was 
set to 0.5 mm. For an active area of 200 cm2, this 
choice results in a flow field with 145 parallel channels 
(with a length of 145 mm). Figure 3 shows a section of 
this a flow field.

The anode flow field was based on the same channel 
structure and similar channel dimensions were used.

trades. Current Voltage characteristics were measured 
under constant gas flow conditions. The results for an 
air flow of 13 ml/(min cm2) (corresponding to an air 
stoichiometry Xair = 1.9 @ 400 mA/cm2) are presented 
in Figure 4. The single cell with the new flow field ex­
hibits a linear behavior in the current density region 
100 to 450 mA/cm2, proving that the new flow field 
structure allows for operation at low air stoichiometry 
at pressures close to 1 bara. In the bi-cell stack both 
cells show a close performance, indicating that in a 
multi cell stack, individual cells will perform similar. 
Therefore the improved flow field should make it pos­
sible to manufacture stacks operating at low air over 
pressure and low air stoichiometries, i.e. requiring only 
moderate parasitic power for the air supply. This result 
also shows a considerable improvement, as compared 
to the cell with the previous flow field [3], where per­
formance dropped off sharply at < 5 under low 
pressure conditions.

8> 0.6 -

Cell 2> 0.4 -

0.2 -

Current Density [mA/cm2]

4 FUEL CELL PERFORMANCE

Flow fields with an active area of 200 cm2 were ma­
chined in stainless steel plates (1.4301). Cells with the 
new flow fields were tested in single cell and bi-cell 
(bipolar) stack configurations. The cells were operated 
in the H,/air mode at 60 °C at 1.2 bara gas pressures. 
Air was humidified at the cell temperature and hydro­
gen was supplied dry. The membrane/electrode as­
semblies were made from Nation 115 membranes 
(Nation 105 in the bi-cell stack) and commercial elec-

Fig. 3: Section of cathode flow field, including intake 
air manifold and distribution channel.

Fig. 4: Current-voltage curves of H/air PE fuel cells. 
• new flow field single cell, □ new flow field bi-cell 
stack, ▲ old flow field single cell. Gas pressures 
1.2 bara, Aair = 1.9 @ 400 mA/cm2, other conditions see 
text.
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CATALYTICALLY STABILIZED COMBUSTION OF LEAN 
METHANE-AIR-MIXTURES: A NUMERICAL MODEL

U. Dogwiler, P. Benz, I. Mantzaras

The catalytically stabilized combustion of lean methane/air mixtures has been studied numerically under 
conditions closely resembling the ones prevailing in technical devices. A detailed numerical model has 
been developed for a laminar, stationary, 2-D channel flow with full heterogeneous and homogeneous 
reaction mechanisms. The computations provide direct information on the coupling between heterogene­
ous-homogeneous combustion and in particular on the means of homogeneous ignition and stabilization.

1 INTRODUCTION

In catalytically stabilized thermal combustion (CST) 
fuel is burnt by heterogeneous catalytic surface reac­
tions and by homogeneous gas phase reactions at 
high power density. Compared to (non-catalytic) lean 
premixed combustion, CST shows an improvement in 
combustion stability and emissions of nitrogen oxides 
and products of incomplete combustion. Therefore 
CST has the potential for application in gas turbines.

A catalytic combustor is usually made of a catalytically 
active monolith-bed consisting of a multitude of tubular 
channels. The processes in each individual channel 
are identical and include homogeneous and het­
erogeneous reactions, diffusive heat and mass trans­
port, convection, heat conduction in the catalytic 
plates and surface radiation.

A numerical model has been developed that describes 
CST in a two-dimensional, laminar channel flow with 
premixed fuel and air. The model is used in conjunc­
tion with experiments performed within the PSI project 
catalytic combustion’. The goal is to gain a better 
understanding of the ignition and stabilization of ho­
mogeneous combustion by the hot catalytic surfaces. 
In particular, the study examines the effect of the 
fluxes of various species (e.g. radicals) to and away 
from the surface on the above proceses. In addition, 
despite existing uncertainties in the heterogeneous 
chemistry, the model can be used for predictions in 
technical devices.

2 NUMERICAL MODEL

The fluid dynamics model contains all conservation 
equations for a laminar, stationary, two-dimensional 
reactive flow. Thermodiffusion and enthalpy transport 
due to diffusion are included. Surface radiation and 
one-dimensional heat conduction in the solid plates 
are also taken into account. For the combustion of 
methane (main constituent of natural gas) in air, the 
homogeneous reaction mechanism contains 15 spe­
cies and 98 reactions [1 ]. The heterogeneous reaction 
mechanism for the platinum surface contains 14 spe­
cies and 26 reactions [2].

The system of ellipic differential equations for the re­
acting flow field is solved using an ADI (alternating 
direction implicit) method.

The first order, nonlinear, coupled differential equa­
tions for the surface species concentrations (cover­
ages of the Pt-sites) are integrated in time until a 
quasi-steady state is reached. From the surface con­
centrations the fluxes of the adsorbing and desorbing 
gas-phase species are calculated and subsequently 
used as boundary conditions for the flow field. Further 
information about the model is given in [3].

3 RESULTS AND DISCUSSION

Computations are performed for a two-dimensional 
flow field between two extended parallel, catalytically 
active (Pt) plates. The outer surfaces of the plates are 
assumed to represent adiabatic walls. The dimensions 
in mm and the inlet conditions for the methane/air- 
mixture are given in Figure 1. This configuration 
(distance between plates:2mm) approximates a 
square channel with a 4x4mm cross section (same 
hydraulic diameter and same volume/surface ratio) 
similar to the ones used in practical monolith-beds.

p = lbar

inactive

parallel plates catalytically active computational domain

Fig. 1: Schematic of catalytic combustion chamber.

Figure 2 shows the axial profiles of the mean gas tem­
perature Tg, surface temperature Ts, mean gas phase 
methane concentration [CH4]g and the gas phase 
methane concentration at the surface [CH4]g. "Light- 
off" (transition from kinetically controlled heterogene­
ous surface reactions to diffusion controlled reactions) 
takes place a few millimeters after the channel inlet 
(x=0mm), causing a steep increase of Ts and drop of 
[CH4]s. In this region homogeneous reactions are in­
hibited by fuel depletion close to the surface. Heat 
transport from the hot surface to the gas leads to an 
increase of Tg with increasing streamwise distance. 
At x=35mm, homogeneous reactions become domi­
nant; Tg rapidly approaches the adiabatic flame tem­
perature and [CH4]g goes to zero.
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Fig. 4: Lateral OH-profiles at different axial positions.

The axial profiles of the coverages (i.e. the fraction of 
surface sites covered by a certain species) are shown 
in Figure 3. At the inlet the surface temperature Ts is 
low, and the platinum surface is essentially covered 
with O. This can be explained by a higher sticking 
probability of 02 in comparison to CH4. An increase of 
the surface temperature in flow direction by thermal 
feedback (surface radiation and heat conduction in the 
solid plates) leads to a point where the adsorp­
tion/desorption equilibrium of oxygen shifts to desorp­
tion, resulting in bare surface sites onto which CH4 
can collide and react. In the hot region most of the 
active Pt-sites are vacant. Towards the end of the 
channel the consumption of fuel and intermediates by 
homogeneous reactions causes a drop in the cover­
ages of all C-containing species.

Figure 4 shows the lateral concentration profiles of the 
radical OH at different axial locations x. Prior to the 
homogeneous ignition (x<20mm) the surface acts as a 
source for OH-radicals, as seen from the concen­
tration gradient at the surface (y=0mm). Further down­
stream, due to homogeneous reactions the OH- 
concentration increases drastically. In the region of 
homogeneous combustion (x>30mm) the surface acts 
as a sink for the radicals.

Further analysis show an enhancement of homoge­
neous ignition by OH-desorption from the surface.
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NUMERICAL AND EXPERIMENTAL INVESTIGATION OF NOX FORMATION IN 
LEAN PREMIXED COMBUSTION OF METHANE

K. Bengtsson, P. Benz, T. Marti, R. Scharen, A. Schlegel

A high pressure jet-stirred reactor has been built and employed to investigate NOx formation in lean pre­
mixed combustion of methane/air. Experimental results are compared with numerical predictions using the 
model of a perfectly stirred reactor and elementary reaction mechanisms. Four reaction mechanisms are 
considered with respect to NOx formation.

1 INTRODUCTION

Lean premixed combustion is the best available tech­
nique to reduce NOx (NOx=NO+NOa) formation in gas 
turbine combustion of clean fuels (e.g. natural gas). To 
achieve further reductions at expected higher com­
bustion temperatures and pressures in future gas tur­
bines, an improved knowledge of NOx kinetics is de­
manded. For gas turbine conditions few experimental 
kinetic data are available and in particular the pressure 
dependence of NOx formation is uncertain. The goal 
of this project is a better quantitative understanding of 
NOx formation at pressures up to 30 bars and flame 
temperatures in the range of 1400 to 1600°C.

2 NUMERICAL ANALYSIS OF NOx FORMATION

Turbulent premixed combustion can be modelled us­
ing a perfectly stirred reactor (PSR) followed by a plug 
flow reactor (PFR). The PSR represents the thick tur­
bulent flame brush and the PFR simulates the burn­
out zone. In this simple model the chemistry is decou­
pled from the flow field, thus numerical studies with 
detailed chemistry are easy to perform.

Predictions of NO-concentrations for combustion of 
methane/air in a PSR using the chemical kinetics 
package CHEMKIN-II [1] are shown in Figure 1. The 
NOg-concentrations are not considered as they are 
negligible compared to the NO-concentrations. Four 
different “elementary” reaction mechanisms of the 
C/H/O/N-system are used: Miller-Bowman [2], GRI
[3], Bockhorn [4], Leeds+NO (mechanism of Ref. [5] 
supplemented by NO reactions from [4]). All 
mechanisms contain about 500 reactions and 
50 species. The differences in the calculated con­
centrations are substantial and emphasize the existing 
uncertainties. In addition, reaction path analysis and 
sensitivity analysis have been performed. At 1 bar, in 
all mechanisms NO is mainly formed through the N20- 
and Zeldovich- (O super-equilibrium) submechanisms, 
the Fenimore submechanism being of less impor­
tance. At 10 bars the N20-submechanism is 
dominant in all reaction mechanisms. Figure 2 
shows the calculated reaction path diagram for 
10 bars (Miller-Bowman mechanism) illustrating the 
major steps in NO formation. The most important 
route is: N2 -> NaO —> NO (important reactions: 
N2 + O + M -> N20 + M, N20 + O -> 2 NO). In all 
reaction mechanisms the NO concentration is most

sensitve to the reactions forming or consuming O, H, 
OH, H02. The differences between the reaction mech­
anisms in the C/H/O-system have a major influence on 
the predicted NO concentrations.

Miller-Bown
GRI
Bockhorn
Leeds+NO

15 20
pressure [bar]

Fig. 1: Model predictions for the pressure depend­
ence of NO-concentrations in a PSR from four reac­
tion mechanisms. Reactor temperature = 1500°C, 
residence time = 1.0 ms, equivalence ratio = 0.5, 
methane.

0.045

Fig. 2: Reaction path diagram of the NO formation 
with the Miller-Bowman mechanism. Diagram shows 
relative N-atom fluxes >0.01. PSR, methane, tem­
perature = 1500°C, equivalence ratio =0.5, pressure 
= 10 bars, residence time = 1.0 ms.

3 EXPERIMENT

A test rig was built which can be operated at pres­
sures up to 30 bars and at a maximum thermal power 
of 100 kW. Gaseous fuel and air are premixed and
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preheated up to 550°C. The test rig can be used for 
various combustion projects.

For the investigation of NOx formation a jet-stirred 
reactor coupled with a tubular reactor that fit into the 
pressurized container of the rig was constructed. Ef­
forts were made in the design of the jet-stirred reactor 
to attain as good as possible PSR-conditions. The 
characteristic mixing time of the reacting gas by turbu­
lence must be much smaller than the characteristic 
time for chemical reaction, i.e. the Damkohler number 
Da must be « 1. This is a major requirement for the 
success of the kinetic experiment. In the ideal case of 
uniformity throughout the reactor the application of 
diagnostics is easy compared to thin flames.

The jet-stirred reactor has a volume of 30 ml and is 
made of castable ceramics embedded in insulating 
material. Premixed and preheated methane and air 
are fed through 32 small tubes into the reactor. At a 
residence time of 1 ms in the jet-stirred reactor, the 
velocity of the jets at the inlet is sonic and high turbu­
lence intensity and therefore fast mixing in the reactor 
is achieved.

Temperatures are measured with thermocouples, the 
gas composition is determined by a cooled gas sam­
pling probe and conventional gas analysers.

4 EXPERIMENTAL RESULTS

Figure 3 shows the measured NOx concentrations in 
the stirred reactor as function of temperature for dif­
ferent pressures. The concentrations increase with 
increasing temperature as expected. At 1.3 bars the 
measurements correspond well to the predictions of a 
PSR using the Miller-Bowman, Bockhorn and 
Leeds+NO mechanisms. With increasing pressure the 
measured NOx concentrations decrease. This could 
be attributed partly to the kinetics, since all reactions 
mechanisms, except Miller Bowman’s, show the same 
trend. However at high pressures the measured con­
centrations are remarkably lower than the PSR pre­
dictions with all mechanisms. We assume that devia­
tions from PSR- behaviour at high pressures become 
relevant. At high pressures the chemical reaction 
times are shorter, i.e. the Damkohler number is bigger 
which lowers the NO concentration [6]. In addition, for 
the chosen residence time of 1.8 ms in the stirred 
reactor the velocity of the incoming jets is about half 
the speed of sound and therefore mixing is not opti­
mally fast. Further improvements of the experiment 
and refinements of the numerical model are needed to 
assess the NOx-kinetics at high pressure.

12.5 - • p=1.3bar

11.5 - □ p=2.5 bar

“10.5 - - p=5 bar
9.5 -

u 6.5

1440 1460 1480 1500 1520 1540 1560 1580 1600
reactor temperature [C]

Fig. 3: Measured NOx concentrations at different 
reactor temperatures and pressures: 1.3, 2.5, 5.0, 
10.0 bars. Equivalence ratio = 0.55, residence time at 
1550°C = 1.8 ms, methane.
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FORMATION OF NITRIC OXIDE IN AN INDUSTRIAL BURNER MEASURED 
BY 2-D LASER INDUCED FLUORESCENCE

A. Arnold, R. Bombach, B. Kappeli

We have performed two-dimensional Laser Induced Fluorescence (2-D LIF) measurements of ni­
tric oxide and hydroxyl radical distributions in an industrial burner at atmospheric pressure. The 
relative 2-D LIF data of NO were set to an absolute scale by calibration with probe sampling com­
bined with gas analysis.

1 INTRODUCTION

Detailed investigations of combustion processes are 
necessary in order to lower pollutant formation. Nu­
merical simulation models can help to find the optimal 
combinations of various combustion parameters. Non 
intrusive experimental studies are required to supply 
quantitative data for the validation of numerical results 
and to provide input parameters for these models. For 
this purpose several laser-based spectroscopic meth­
ods have been developed and successfully applied in 
recent years [1,2].

IN the two-dimensional laser induced fluorescence 
technique (2-D LIF) a laser beam is formed into a light 
sheet which intersects the flow field under study and 
excites the molecules or atoms in a two-dimensional 
plane. The occurring fluorescence is collected with a 
two-dimensional detector such as an intensified CCD 
camera.

The easiest way to quantify 2-D LIF data is an external 
calibration. In the case of many stable species this can 
be done using probe sampling combined with conven­
tional gas analysis.

In the flame under study the major part of the total NO 
amount is formed via the so called "Zeldovich" reac­
tion path [3], i.e. via the reaction of atomic oxygen with 
molecular nitrogen. This reaction is extremely sensi­
tive on the temperature. So the NO is mainly formed in 
the hottest zones of the flame and the total amount 
remains constant in the colder exhaust gases.

2 TYPE OF BURNER

The flame under study was a premixed methane / air 
flame at atmospheric pressure stabilized on a perfo­
rated steel sheet of 100x100 mm2. Above each hole in 
the steel sheet a small flame was located leading to an 
array of about 170 stationary flames. The burner was 
operated at three different thermal loads (1,5 MW/m2,
2 MW/m2, 3 MW/m2) whereby the fuel to air ratio (<$>) 
was controlled by probe sampling in the exhaust 
gases. To provide optical access, parts of the burner 
housing were replaced by quartz windows.

3 DETECTION SCHEME

For the measurements of NO we used a frequency 
doubled YAG pumped dye laser system. The resulting 
UV output (286 nm) was mixed with the fundamental 
infrared beam (1064 nm) of the YAG laser to generate

radiation at a wavelength of about 226 nm. Here, NO 
can be excited to its A state [4], In the same spectral 
range oxygen has strong absorption lines as well. So, 
for a sensitive and specific detection of NO the laser 
system has to be tuned to a line where oxygen does 
not absorb. Else an additional spectral filtering of the 
LIF signal would be necessary. Furthermore the ther­
mal population of the rotational level chosen for exci­
tation should be almost constant within the tempera­
ture range of the flame. These requirements were 
realized by exciting the R1(21) rotational line in the (0- 
0) band of the A-X system of NO and using an inter­
ference filter (Xmax=254 nm, FWHM=7 nm, Tmax=15 %) 
to transmit the fluorescence in the (0-2) and (0-3) 
band [5],

Since the LIF signal is proportional to the laser in­
tensity one has to correct the LIF raw images for the 
intensity distribution of the light sheet. To obviate this 
procedure we have developed a new method for illu­
minating the plane where NO should be detected. 
Figure 1 shows the experimental set-up.

Fig. 1: Experimental arrangement for 2-D LIF meas­
urements (P: prism, L: spherical lens, C: cylindrical lens).

While integrating the LIF signal on the CCD chip of the 
intensified camera we moved the position of the light 
sheet up and down orthogonally to the burner surface, 
i.e. in the plane of the light sheet. This procedure 
causes a perfectly homogeneous intensity distribution 
of the laser light. Furthermore a region of about 
150 mm in height could be illuminated, thus avoiding a 
series of measurements for different light sheet posi­
tions which have to be put together to get the whole 
image. A typical result can be seen in Figure 2.
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Fig. 2: Top: Relative OH concentration field at 
0 = 0.87, and a thermal load of 3 MW/m2, Bottom: 
Calibrated NO concentration field

The fluorescence quantum yield, i.e. the fraction of 
excited molecules which actually fluoresce, is affected 
by collisions (electronic quenching). As the quenching 
rate varies within the flame it has to be taken into ac­
count to analyze the LIF images. It was shown in [6] 
that the variation of the quenching rate in the flame 
front of a methane / air flame is on the order of 20 %, 
whereas downstream the flame front the quenching 
rate can be considered as constant. Since the major 
part of the total NO amount is generated behind the 
flame front these variations are negligible.

A comparison of these data with numerical results is in 
progress. The numerical simulation model which is 
used needs relative OH concentration profiles as an 
input parameter. Therefore, we performed OH radical 
measurements using the same procedure. Detailed

information about the OH detection scheme used can 
be taken from [7]. The corresponding relative OH con­
centration field can be seen in Figure 2.

Figure 3 shows the measured NO concentration as a 
function of height above the burner surface. It can be 
clearly seen that with increasing height the NO con­
centration approaches a constant value.

Height above burner surface [mm]

Fig. 3: Calibrated NO concentration as a function of 
height above the burner surface at 0=0.87, and a 
thermal load of 3 MW/m2. The dashed curve is a guide 
to the eye.

In conclusion, we have measured absolute NO con­
centration fields in an industrial burner at atmospheric 
pressure using a combination of 2-D LIF and gas 
analysis. A comparison with numerical simulations is 
in work.
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BEAM STEERING EFFECTS IN TURBULENT HIGH PRESSURE FLAMES

B. Hemmerling, B. Kappeli

The propagation of a laser beam through a flame is influenced by variations of the optical density. Espe­
cially in turbulent high pressure flames this may seriously limit the use of laser diagnostic methods.

The nonintrusive investigation of combustion proc­
esses has proven highly productive during recent 
years. Among the most established methods are co­
herent anti-Stokes Raman scattering (CARS) and 
laser-induced fluorescence (LIF). They are routinely 
employed for measurements of temperature and spe­
cies concentrations in technical combustion devices. 
However, in large scale, turbulent high pressure 
flames LIF and CARS experience limitations with re­
spect to accuracy and applicability by beam steering 
effects.

In a nonhomogeneous medium the local propagation 
velocity of light is changed by variations of the index of 
refraction. If a light wave propagates through such a 
medium its wavefront will be distorted. Different parts 
of the wavefront travel at different velocities resulting 
in deflection, focusing and defocusing of the light 
beam, and in the appearance of a granular pattern of 
the intensity, the so called speckles.

The index of refraction depends on the composition of 
the medium, on temperature, and density. In a gas the 
thermo-optic coefficient (dn /dT) is usually small and 
can be neglected in comparison to the change of the 
refractive index caused by the variation in density and 
gas composition.

We carried out preliminary investigations of beam 
steering effects in a test rig which was built as a joint 
test facility for high pressure combustion by Asea 
Brown Boveri (ABB), Switzerland, the Federal Institute 
of Technology, Zurich, and the Paul Scherrer Institute. 
The test rig was equipped with a double cone burner 
developed by ABB. At the outlet the double cone 
burner had an diameter of 100 mm. It was mounted in 
a liner with a diameter of 155 mm. Holes with a di­
ameter of 35 mm in the wall of the liner allowed for the 
optical access. Within the liner, the burner could be 
translated in axial direction with respect to the axis of 
optical access.

At 18 bar, the maximum operating pressure of the test 
rig, a thermal power of 8 MW is achieved with a fuel 
throughput of 200 g per second, and an air mass flow 
of 4.5 kg per second. The burner air can be preheated 
up to 500 °C. Typically, the air/fuel ratio was about 
1=2. The turbulent Reynolds number exceeds 10s, and 
the Karlovitz and Damkohler numbers are larger than 
unity. Little is known about flames under these condi­
tions. However, thick turbulent flames are expected.

To investigate beam steering effects we sent a laser 
sheet through the combustion chamber and recorded 
the emerging beam with a CCD camera. We used a 
combination of a cylindrical lens (f=-65 mm) and a 
spherical lens (f=1000 mm) to form the laser sheet. As 
light source we employed a frequency doubled 
Nd:YAG laser. The width of the laser sheet was limited 
by the diameter of the optical access holes in the liner. 
We estimate its thickness in the middle of the com­
bustion chamber to about 300 pm. At the CCD cam­
era, which was located about 700 mm away from the 
centre of the combustion chamber, the diverging laser 
sheet had again a thickness of about 1 mm. Due to the 
size of the CCD chip (8.5x12.7 mm2) only a part of the 
transmitted laser sheet could be recorded.

Figure 1 depicts a series of single shot recordings of 
head-on views of the laser sheet passing the combus­
tion chamber. We binarized the pictures to get a good 
black and white representation. Arbitrarily, the thresh­
old between black and white was set to 30% of the 
maximum intensity for each image. From top to bot­
tom: The first picture shows the laser sheet without 
flame. We obtained the second image with the natural 
gas/air flame at 4 bar. The laser sheet is strongly 
fragmented and its envelope indicates distortion and 
an increased width. The process of fragmentation 
proceeds with increasing pressure. In the third picture, 
obtained at a pressure of 7 bar, the laser sheet can 
hardly be recognized. As shown with the forth image 
at 14 bar the whole viewing area of the CCD camera is 
homogeneously filled with a speckle pattern.

For all laser-diagnostic methods the fragmentation of 
the laser sheet results in a deterioration of spatial 
resolution. Caused by the nonlinear dependence of 
the signal on the laser intensity and the necessity to 
obey phase matching conditions the CARS signal is 
more strongly affected by beam steering effects than 
for example the LIF signal. To define regions of appli­
cations for these measuring techniques it is necessary 
to investigate the influence of beam steering effects on 
the process of signal generation in more detail. On the 
other hand one can deduce information about the 
turbulence spectrum in the combustion chamber from 
an analysis of the speckle pattern. In the following we 
present some attempts to characterize the observed 
images. A more complete treatment is subject of forth­
coming work.
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Fig. 1: Series of single-shot images showing the 
head-on view of the laser sheet passing the combus­
tion chamber. From top to bottom: without flame, 
4 bar, 7 bar, and 14 bar.

With increasing pressure the size of the fragments 
decreases. We define as ensemble averaged size of a 
fragment the area which is enclosed by the 1/e con­
tour of the autocorrelation function computed over the 
image area. For well developed speckles, i.e. the 
phases of individual contributions are approximately 
uniform distributed over (-tc.ti), the autocorrelation 
function of the image is proportional to the far-field 
diffraction pattern which would be produced by an 
illuminated object having the shape of the front face of 
the laser sheet [1]. This is well documented by the 
elongated shape of the speckles in Figure 1. A loga­
rithmic plot of speckle size versus pressure shows an 
exponential behavior.

In case of coherent illumination the probability distri­
bution of speckle intensity obeys negative exponential 
statistics [1]. However, the analysis of the images of 
Figure 1 reveals that with increasing pressure the 
maximum of the probability distributions is shifted to­
wards higher intensity. This could be attributed to an 
increasing loss of spatial coherence of the incident 
laser light. Unfortunately flame radiation adds, espe­
cially at high pressure, an intensity background to the 
images that complicates an unambiguous analysis of 
the observed intensity distributions.

To characterize the degree of fragmentation we also 
determined the fractal dimension DF of the observed 
images [2j. For a speckle contour one has 1 < DF < 2; 
the rougher the contour the higher the fractal dimen­
sion. We found that the fractal dimension depends on 
the threshold which we used to binarize the images. 
To compare the obtained images in terms of fractal 
dimension one has to introduce, somehow artificially, a 
class of images which were binarized using the same 
threshold. For a threshold set to 30% of the maximum 
intensity we obtained DF=1.1 for the image of the laser 
sheet without flame (see Figure 1). The fractal dimen­
sion increases from 1.32±0.16 at 4 bar to 1,43±0.13 at 
14 bar (given are mean and standard deviation of five 
single-shot measurements, respectively). However, 
the dependence on the threshold and the strong single 
shot fluctuation does not favour a characterization of 
the obtained images by fractal dimension.
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A STUDY OF RELAXATION MECHANISMS IN THE 
A 2E+ STATE OF NITRIC OXIDE BY TIME RESOLVED DOUBLE RESONANT

POLARIZATION SPECTROSCOPY

A. Stampanoni-Panariello, R. Bombach, B. Hemmerling, W. Hubschmid

Double resonant polarization labeling spectroscopy is applied to detect nitric oxide in flames and to char­
acterize rotational energy transfer and orientation changing collisions in its first excited electronic state.

1 INTRODUCTION

Nitric oxide (NO) is an important pollutant produced in 
combustion processes and plays a significant role in 
atmospheric chemistry. Therefore, optical methods 
which allow monitoring its concentration in a nonin- 
trusive, temporally and spatially resolved ways have 
been widely pursued [1]. For accurate quantitative 
detection of NO by laser induced fluorescence (LIF) a 
detailed knowledge of the collisional re-distribution by 
vibrational and rotational energy transfer (VET, RET) 
and electronic quenching of electronically excited NO 
radicals is required.

Absorption or degenerate four wave mixing (DFWM) 
spectra of the A-X system of NO are obscured by the 
presence of strong predissociative lines from molecu­
lar oxygen which accidentally absorbs in the same 
wavelength range around 226 nm. Furthermore, in 
hydrocarbon flames a nonresonant background hin­
ders the sensitive detection of NO by DFWM. All 
these problems may be overcome by employing dou­
ble resonance techniques.

Double resonance polarization labeling spectroscopy 
(DRPLS) [2] is based on the alignment or orientation 
of molecules by optical pumping with a narrow band 
polarized laser. The sample of molecules is placed 
between two crossed polarizers. The induced aniso­
tropy alters the probe beam polarization at those fre­
quencies which interact with the oriented or aligned 
molecules. Light at these frequencies can then pass 
through the crossed polarizers. Therefore, using a 
broad band probe laser and a spectrometer permits 
the multiplex detection of all allowed transitions.

2 EXPERIMENTAL SETUP

The experimental arrangement used in this work is 
shown in Figure 1. The radiation from a pulsed 
tunable dye laser having a pulse duration of about 
10 ns and a spectral bandwidth of 0.15 cm1 at 
226 nm is used to induce individual transitions in the 
A 2X+ v' = 0 <- X 2n3/2j1/2 v" = 0 system of NO. The 
output of this laser will be referred to as the pump 
beam. A second dye laser (probe beam) is used to 
generate spectrally broad light at about 600 nm with 
pulse duration of about 7 ns and bandwidth of approx. 
100 cm1. The probe beam excites the P and R rota­
tional branches of the E 2X+ v" = 0 <- A 2X+ v' = 0 
system. The probe beam passes polarizer PL1, the 
sample cell, and finally polarizer PL2 which is crossed

to PL1. The extinction ratio of both polarizers is 10 5. 
Before it enters the cell the pump beam is circular 
polarized by a A/4 plate. To eliminate the contribution to 
the linewidth by Doppler-broadening, pump and probe 
beam are counterpropagating and overlap in the cell at 
an angle of about 1°. Both lasers are synchronized to 
each other by a digital delay generator. The signal is 
focused onto a slit of a monochromator with 1 m focal 
length, operated in first order. A back illuminated CCD 
camera is attached at its output. Perpendicularly to the 
pump beam direction spectral dispersed fluorescence 
from the A 2X+ v' = 0 -> X 2n3/21/2 v" = 0 system and
total fluorescence from the E 2X+-> A 2X+ system are 
recorded. The synchronization of the lasers and the 
data acquisition is performed with a personal com­
puter.

SPECTROMETER
226 nm
0.15 cm*1
- 0.5 mJ- 598 nm CAMERA

A - X LIF
SIGNAL

E-ALIF SPECTROMETER
LENS C2

ini PMT

Fig. 1: Experimental arrangement for the detection of 
NO by double resonant polarization spectroscopy and 
LIF. (PL1, PL2: polarizer. PMT: photomultiplier tube).

3 RESULTS

DRPLS is first applied for measurements in a NO- 
seeded methane-air flat flame (Figure 2). The narrow 
band pump laser is scanned over a range of 0.3 nm 
to excite individual rovibrational lines in the 
A (v' = 0) <- X (v" = 0) system and the probe laser is 
set to the center wavelength 597 nm. The upper and 
the lower spectrum in Figure 2 are the fluorescence 
signals of the E (v' = 0) -> A (v" = 0) and of the 
A (v' = 0)«- X (v" = 0) system, respectively. Since 
both electronic states, A and E, belong to the same 
Rydberg series, transitions between them are highly 
diagonal. Consequently suppression of stray light from 
the probe beam is difficult to achieve and affects the 
signal to noise ratio of the 2? (V = 0) —> A (v" = 0) 
fluorescence spectrum.
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polarization

A-X LIF
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Fig. 2: LIF and polarization spectra in a NO seeded 
methane-air flat flame. The center wavelength of the 
probe beam is set to 597 nm corresponding to the 
E (v1 = 0) -> A(v"= 0) R(21) transition. The lines of the 
A(v'= 0)<-X(v" = 0) LIF spectrum can be une­
quivocally assigned.
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The time delay between pump and probe pulse is 
varied from -19 ns up to 267 ns in steps of 2 ns to 
10 ns. Figure 4 shows the integrated intensity of 
mother line and of two satellites (AN=-1,-2) versus 
time delay. The decay of the integrated intensity of the 
mother line is fitted with an exponential and yields a 
decay constant t=42.2±0.8 ns. From the measurement 
of the pressure dependence of the decay time of the 
polarisation signal a total quenching cross section 
<V=104.5±1.8 A2 is determined. The cross section by 
DRPLS includes contributions from LIF, RET, and 
from the loss of alignment (or orientation). LIF meas­
urements yield a quenching cross section 
glif=45±2 A2, which agrees with measurements by 
Zhang et al. [3]. The difference of and cUF is there­
fore attributed to orientation changing collisions and to 
RET. A more complete analysis of the temporal evolu­
tion of mother line and satellites will be the subject of 
future work.

The polarization spectrum (middle spectrum) exhibits 
a high signal to noise ratio. Due to the quadratic de­
pendence of the signal on the population the polariza­
tion spectrum shows line intensities which are different 
from those obtained by LIF.

Rotational energy transfer (RET) can be investigated 
by delaying the probe pulse with respect to the pump 
pulse. For this aim cell experiments at room tempera­
ture and NO pressure of about 1 mbar are carried out. 
Figure 3 shows polarization spectra for different time 
delays between pump and probe pulses. By pumping 
the s/£>1 (4) transition of the A (v' = 0) <- X (v" = 0) 
system the level N=6 has been populated. The strong 
line at 600.97 nm, clearly visible at zero time delay, is 
the probed P(6) transition of the E (v’= 0) —> A(v"= 0) 
system (mother line). With increasing time delay colli­
sion induced satellites arise around the mother line 
according the selection rule AN=±n, with n being an 
integer.

-2 -1 0 +1 +2

delay: 147 ns

delay: 29 ns

600.0 601.0 602.0 603.0
wavelength / nm

Fig. 3: Rotational energy transfer starting from level 
N=6. The spectra for delay 0 ns and 29 ns are aver­
aged over 10 shots while the spectrum for delay 
147 ns is averaged over 20 shots.

mother line, P(6) 
satellite P(5) 
satellite P(4)

•s 10 -

100 150 200
delay time / ns

Fig. 4: Temporal development of the integrated in­
tensity of mother line and collisional populated rota­
tional satellites. T=295 K, PN0=1 mbar.

LIF and DRPLS measurements have been carried out 
at room temperature and different NO pressures. The 
results of this work suggest that DRPLS has a poten­
tial for characterizing dynamic effects occurring on the 
ns scale of combustion relevant species.
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LASER-INDUCED GRATINGS IN THE GAS PHASE EXCITED VIA RAMAN-ACTIVE
TRANSITIONS

D.N. Kozlov (General Physics Institute, Russian Academy of Sciences, Moscow, Russia),
R. Bombach, B. Hemmerling, W. Hubschmid

We report on a new time resolved coherent Raman technique that is based on the generation of thermal 
gratings following a population change among molecular levels induced by stimulated Raman pumping. 
This is achieved by spatially and temporally overlapping intensity interference patterns generated inde­
pendently by two lasers. When this technique is used in carbon dioxide, employing transitions which be­
long to the Q-branches of the v,/ 2v2 Fermi dyad, it is possible to investigate molecular energy transfer 
processes.

Laser-induced gratings (LIGs) are spatial modulations 
of the complex index of refraction produced by the 
interference of laser beams usually originating from 
one laser [1]. Resonant excitation of gratings is ac­
companied by a change of the population distribution 
among atomic/molecular energy levels. Eventually, 
subsequent collisional relaxation leads to the forma­
tion of thermal gratings. Electrostrictive gratings are 
generated at any frequency of the laser and have 
been observed in solids and liquids [2], and in gases 
[3-5].

Results on resonantly excited gratings in gases and 
their use for spectroscopy and diagnostics have been 
presented in a number of articles. There, dipole- 
allowed molecular transitions have been used for the 
creation of the gratings. However, it is not always pos­
sible to find a dipole-allowed transition in the spectral 
range conveniently accessible by lasers. Therefore, 
there is an interest to employ two-photon excited Ra­
man transitions for the generation of gratings.

In the present contribution we report, to our knowledge 
for the first time, about light scattering on gratings 
formed by stimulated Raman pumping in the gas 
phase (RLIGs) [6]. One can generate such gratings of 
vibrational state populations by spatially and tempo­
rally overlapping the interference pattern produced by 
one pulsed laser with the beam of a second pulsed 
laser that differs in frequency from the first by a Ra­
man frequency of the medium. On the expense of a 
slightly increased complexity of the experimental 
setup, the contrast of the grating can be enhanced by 
overlapping the two interference patterns formed inde­
pendently by the two lasers. The grating is read out by 
a continuous laser.

In a gas the dependence of the refractive index on 
temperature is usually small and can be neglected in 
comparison to the change of the refractive index 
caused by the variation of density. The density change 
effected by electrostriction and by release of resonant

absorbed laser energy in the form of heat can be 
quantitatively described using the linearized hydrody­
namic equations [7]. As a solution of these equations 
one finds a superposition of a standing acoustic wave 
(due to adiabatic compression) and a stationary 
(nonoscillating) density modulation (due to isobaric 
heating). For small attenuation the oscillation period of 
the standing acoustic wave is Tg = A/v , where v is the
adiabatic sound velocity, A = y[2sin(0/2)] is the fringe

spacing of the interference pattern generated by two 
beams of one of the lasers intersecting each other at 
an angle 0, and X is the wavelength of the laser gen­
erating the grating.
The properties of LIGs formed by thermalization of 
absorbed laser energy depend on the time constant zr 
of the energy release. Fast energy release {Tg»2nz) 
generates a standing acoustic wave and a stationary 
density modulation with equal amplitude. Slow energy 
release (Tg«2nz) favours the generation of the sta­
tionary density modulation whereas the development

1.0 -

time / ps

Fig. 1: Temporal behaviour of a single-pulse RUG 
signal obtained at 0.2 bar of C02. The excitation is 
resonant to the v, Q-branch.



71

of the acoustic waves is subject to destructive super­
position of acoustic waves generated at different 
times.

Figure 1 shows the temporal evolution of the single­
pulse RLIG signal obtained at room temperature and 
0.2 bar of C02. The grating was generated by a 
Nd:YAG laser working at 532 nm and a narrow band 
dye laser tuned to 574.4 nm Therefore, their frequency 
difference corresponds to an excitation of the v, Q 
branch (1388.2 cm"1). The signal oscillates with a pe­
riod T= 120 ns and is damped with a time constant of 
about 300 ns. As a small peak at the beginning of the 
temporal development of the RLIG signal (at t = 45 ns 
in Figure 1) the electrostrictive contribution to the 
scattering efficiency is recognizable. The stationary 
density modulation persists longer in the excitation 
area than the acoustic waves and leads to the ex­
tended unstructured tail of the RLIG signal.

1.0 -

time / ps

Fig. 2: Temporal behaviour of a single-pulse RLIG 
signal obtained for a mixture of 0.1 bar C02 and 
1.9 bar Ar. The excitation is resonant to the v, Q- 
branch.

Figure 2 demonstrates the effect of slow release of 
absorbed laser energy. The depicted temporal be­
haviour of the scattering efficiency is obtained at reso­
nance for a mixture of 0.1 bar COz and 1.9 bar argon. 
The slow release of absorbed laser energy causes the 
development of a stationary density modulation which 
leads to a maximum in the temporal evolution of the 
scattering efficiency about 3.5 ps after occurrence of 
the laser pulses setting up the grating.

Electrostriction and fast energy exchange between 
the laser excited 1000 or 0200 level of C02 and the 
thermal bath characterize the early phase in the 
temporal evolution of the grating scattering efficiency 
(0<t<400 ns). The energy exchange takes place in 
course of population redistribution within the multiple! 
of vibrational states {10°0, 02°0, 0220} due to collisions 
with C02 in the ground state or with Ar atoms. At room 
temperature and a pressure of 0.2 bar, transitions 
from the vibrational states 10°0 or 02°0 to 0220

occur in 9-15 ns [8]. Likewise fast is the vibration- 
vibration relaxation of C02 (0220) by collisions with 
C02 in the ground state yielding C02 in the vibrational 
state OTO [8], If buffer gas is added these processes 
may go on significantly faster. Subsequent vibration- 
translation (v-T) relaxation is very slow. For C02 and 
Ar as collision partners the time constants of relaxa­
tion are 38 ps (0.2 bar C02) and 22 ps (0.1 bar COs 
and 1.9 bar Ar), respectively [9,10]. Therefore, v-T 
relaxation of C02 (01 0) primarily sustains the forma­
tion of a stationary density modulation late in the tem­
poral evolution of the scattering efficiency (see Fig­
ure 2). For the excitation of distinct molecular levels 
the pathway of energy release is different and may 
lead to differences in the temporal behaviour of the 
scattering efficiency.

Molecular diffusion washes out the spatial density 
modulation of molecules in the excited state and con­
trols the amount to which the relatively slow v-T re­
laxation contributes to the formation of a stationary 
density modulation. Moreover, the already established 
temperature variation is destroyed by heat conduction. 
Adding buffer gas slows down the diffusion of excited 
C02 molecules enabling a larger part of them to re­
lease the excited state energy spatially in phase.
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STIMULATED EMISSION PUMPING OF NH IN FLAMES BY USING TWO-COLOR
RESONANT FOUR-WAVE MIXING

P.P. Radi, H.-M. Frey, B. Mischler, A.P. Tzannis, P. Beaud, T. Gerber

In this work we examine the analytical potential of two-color resonant four-wave mixing for the determina­
tion and characterization of trace elements in a combustion environment. Experimental results for NH in 
flames at atmospheric pressure are presented. The selectivity of the technique is used to simplify the Q- 
branch region of the (0-0) A3IJ -X SZ vibronic transition of NH. In addition, we demonstrate that the tech­
nique is sensitive to state changing collisions.

1 INTRODUCTION

Two-color resonant four-wave mixing (RFWM) has 
been used for double resonance spectroscopy of sta­
ble molecules in sample cells [1], [2], [3] and in free-jet 
expansions [4], The aim of this work is to apply the 
method to a relevant species in a flame and charac­
terize the analytical potential of the technique for the 
detection of trace elements in combustion processes.

2 EXPERIMENTAL SETUP

the ATl-X3^" electronic transition is shown in Fig­
ure 2a. A congested spectrum displaying a series of 
overlapping transitions is observed. In contrast, Fig­
ure 2b depicts the two-color RFWM spectrum on the 
same frequency scale. The PUMP laser is tuned to 
overlap with the 0,(5) transition in the (1-0) band at 
32770 cm"1 exciting molecules in the J=5 and v=1 level 
of the 3n state. Scanning the frequency of the DUMP 
laser in the vicinity of 337 nm reveals two strong tran­
sitions only, originating from the 0,(5) rotational transi-

The arrangement of the optical system is shown on 
Figure 1. To establish a forward box RFWM configu­
ration, the output of the PUMP laser system is split by 
a beamsplitter (BS) into two beams of equal intensity.

Mask

Flame

Fig. 1: Experimental setup.

Three prisms are used to offset the pump beams ver­
tically and to direct them to the interaction zone. The 
PUMP beams are tipped out of the horizontal plane by 
an angle of -1°. As sketched on the inset of Figure 1, 
the DUMP beam is aligned to meet the phase match­
ing conditions. NH measurements are performed in a 
NH/Oj flame stabilized on a welding torch. Fuel and 
air flows are determined by using mass flow controllers.

3 RESULTS AND DISCUSSION

Figure 2 demonstrates the advantage of spectral sim­
plification of the RFWM technique. The rotational De­
generate Four-Wave Mixing (DFWM) spectrum of the 
NH radical in the Q-branch region in the (0-0) band of

29700 29750 29800 29850
Wavenumber / cm

b)

29650 29700 29750
Wavenumber / cm'1

Fig. 2: Spectral simplification of the NH spectrum by 
intermediate level labelling.

tions in the (1-1) and (0-0) vibrational bands. The two 
processes involved are (1) stimulated emission 
pumping (SEP) involving the first vibrational state of
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the A3!! state and (2) upward transition due to diffrac­
tion from the transient grating produced from the de­
pletion of the ground state by the PUMP laser [1], The 
signal-to-noise ratio of ~ 100:1 is typical for the two- 
color RFWM experiments performed on NH by using 
the excitation scheme shown on the inset of Figure 2b.

In Figure 3 the DUMP laser is tuned to the Q3(9) tran­
sition in the (0-0) band while scanning the PUMP laser 
in the vicinity of the Q3(9) upward transition in the (1-0) 
band. An intense upward transitions appears in the 
scanned region at the frequency of the (1-0) Q3(9) 
transition since the PUMP laser is in resonance with 
the ground state selected by the DUMP laser (F3(9) of 
X3^ (v”=0)). In addition, signals are observed when 
the PUMP laser is tuned to states (Q3(J=12-6)) that 
are inducing rotational energy transfer (RET) to F3(9). 
Note, that a strong tendency of symmetry conserva­
tion (F3-»F3) is observed in the case of NH, in contrary 
to the findings for the OH radical [5], The sensitivity of

(1-0) Q3(9)
PUMP/
SignalDUMP/

Q3<9)

_ Qi i i3

32660 32680 32700 3276032720 32740

PUMP Laser Wavenumber / era"'

Fig. 2: Spectral simplification of the NH spectrum by 
intermediate level labelling.

the method for collisionally induced energy transfer 
processes is interesting since information on relaxa­
tion processes of the excited level as a function of 
chemical composition and temperature throughout the 
reaction zone is of importance for the quantitative 
analysis of LIF measurements in combustion systems. 
The initial results shown in Figure 3 suggest that two- 
color RFWM might be an alternative and complemen­
tary method for the investigation of collisional effects in 
flames exhibiting high spectral and spatial resolution. 
However, a more careful set of the two-color RFWM

experiments needs to be performed and is under way 
in this laboratory. In particular weak fields have to be 
employed in order to avoid saturation of the signals.

4 SUMMARY

Initial experiments that demonstrate the detection of 
NH in atmospheric flames by using two-color RFWM 
are presented as a promising spectroscopic technique 
for combustion diagnostics. The method has the po­
tential to monitor trace species that do not fluoresce or 
have poor fluorescent quantum yields (for example 
radicals like CH3, C2H, C2H3 and C6H5). In particular, 
we believe that the technique is advantageous for the 
detection of polyatomic molecules displaying a con­
gested one-photon spectra due to thermal population 
of many ro-vibrational levels in the ground state. The 
resulting one-color broad-band spectra prevent selec­
tive detection of specific levels and are, therefore, not 
useful for diagnostic purposes. Intermediate level la­
belling by using two input frequencies that interact with 
two distinct molecular transitions can simplify such 
spectra significantly, enabling the selective detection 
of such molecules. Additionally, the observed sensitiv­
ity for dynamic processes is of particular interest. An 
investigation of the collisional state changes in the 
upper and ground level could yield information on ro­
tational energy transfer and other energy-transfer 
mechanisms occurring in a flame environment.
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ROTATIONAL ENERGY TRANSFER OF THE A2Z’(v’=1) STATE OF OH

P. Beaud, P. Radi, H.-M. Frey, B. Mischler, A.P. Tzannis, T. Gerber

Spectrally and temporally resolved laser excited fluorescence of OH is investigated in the picosecond time 
domain. The total rotational energy transfer (RET) rate from the excited state is determined from the ex­
perimental data. Simulated spectra obtained by modelling RET with the energy corrected sudden approxi­
mation agree well with the measured spectra.

Laser-induced fluorescence of OH is a commonly 
used tool in combustion diagnostics. The knowledge of 
the collisions! deactivation of the excited state is, how­
ever, essential to obtain quantitative results from LIF 
measurements. Due to the fast time scales involved in 
atmospheric pressure flames ultrafast excitation and 
detection on a picosecond time scale is required. 
Moreover, to distinguish between quenching, vibra­
tional (VET) and rotational energy transfer (RET), 
simultaneous spectrally and temporally resolved de­
tection of the LIF signal is required.

Recently we presented measurements of temporally 
and spectrally resolved fluorescence decays of OH 
A2r (v’=1,0) using picosecond excitation and detection 
[1]. We developed an empirical model to describe the 
time dependence due to rotational state relaxation, 
quenching, and VET. By applying this model to the 
measured 1-0 and 0-0 emission bands, rotational state 
specific quenching and VET rates can be determined. 
In this work the 1-1 emission band is used to study 
RET and molecule reorientation within the v’=1 rota­
tional level. The time dependence of the population of 
rotational state, i, within the excited state A2Z*(v’=1) is 
described by:

dnj
dt

( \

Q/+V7°+I>f Hkjini (D

where Qi is the electronic quenching and V1” the VET 
rate. The matrix k describes the energy transfer within 
the rotational states. The total RET rate (ki=£ky) out 
of the initially excited rotational state is deter-mined 
from the experimental data. The results are summa­
rised in the following table.

N=4 N=12

Q [10V] 10.0+1.3 5.41+0.6
v10[ioV] 5.23±0.2 1.93+0.1
kL (experiment) [1 oV1] 56.5+3 26.1+3
kL (simulation) [108s l] 55.0 28.9

mental spectra with simulated ones. The derived 
quenching and VET rates are used as input for the 
simulation. RET is modelled with the energy corrected 
sudden (ECS) approximation [2,3] in conjunction with 
an energy gap power law [4], Using the parameter 
values derived from the global fit, the simulated total 
RET rates out of the initially excited state agree well 
with the experimental result (see Table). In the Figure 
the measured (solid) and simulated (dashed line) tem­
poral evolution of the 1-1 emission band following 
excitation to the F,(12) rotational state is shown.

: 750 ps f,

V f
ft ,

' l

250 ps j\

zv

31000 31200 31400 31600 31800 32000
Wavenumber [cm'1]

Generally, the RET matrix should be determined sepa­
rately for each collision partner [5]. However, we ob­
served, that the model fits the experiment fairly well 
even without specifying collisions with different flame 
species. Incorporating separate RET matrices for each 
collision partner (in our flame dominantly N2, H20 and 
COz) will predominantly affect the transfer rates which 
involve a change of electron spin [5].
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At typical flame temperature of -2000 K approximately 
20 rotational states are occupied which requires the 
knowledge of 40 x 40 coefficients (since each rota­
tional state is split into two spin components). How­
ever, the OH emission spectrum is rather dense and 
the spectral resolution of the experiment is insuffi-cient 
to determine these rates individually. Therefore the 
RET matrix is obtained by comparing the experi­
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PHASE-CONJUGATE RESONANT HOLOGRAPHIC INTERFEROMETRY APPLIED 
TO NH CONCENTRATION MEASUREMENTS IN A 2D DIFFUSION FLAME

A.P. Tzannis, P. Beaud, H.-M. Frey, T. Gerber, B. Mischler, P.P. Radi

Resonant Holographic Interferometry is a method based on the anomalous dispersion of light having a 
frequency close to an electronic transition of a molecule. We propose a novel single-laser, two-colour 
setup for recording resonant holograms and apply it to 2D species concentration measurements. The sec­
ond color is generated by optical phase-conjugation from Stimulated Brillouin scattering in a cell. Phase- 
Conjugate Resonant Holographic Interferometry (PCRHI) is demonstrated in a 2D NH3/O2 flame yielding 
interferograms that contain information on the NH radical distribution in the flame. Experimental results are 
quantified by applying a numerical computation of the Voigt profiles.

Resonant Holographic Interferometry (RHI) has 
gained attention as a non-intrusive technique in react­
ing gaseous flows since it combines the species se­
lectivity of spectroscopy with the high sensitivity and 
the substantial spatial resolution capabilities of inter­
ferometry [1].The interaction of light with a medium 
can be described by the complex refractive index. In 
addition to the bulk refractive index a resonant contri­
bution is obtained in the proximity of an electronic 
transition of a molecule. The frequency (v) depend­
ence of the complex refractive index [2], n'(v) is rep­
resented by n'(v)=[n0+n(v)]-iK(v), where n(v) and k(v) 

contain the population density, the line shape (taking 
into account Doppler and collision broadening) and the 
line strength for a given temperature.

Near an electronic transition of a molecule, a light 
wave will experience an attenuation of its intensity due 
to absorption, originating from the imaginary part of 
the complex refractive index. The substantial change 
in the real part of the refractive index generates a rela­
tive phase shift between two waves of slightly different 
frequencies as they pass through the flame. In fact, 
the phase velocity of the two waves will be altered 
according to the total real part of the refractive index, 
n0+n(v). The bulk refractive index n0 of the flame is 
eliminated, by interferometric subtraction, yielding the 
net contribution of the resonance effect to the refrac­
tive index n(v). Holography is applied to perform the 
interferometric subtraction. The two waves are re­
corded on the same holographic plate and subse­
quently reconstructed simultaneously to interfere. 
Fringe shifts are observed in areas where the reso­
nant species have introduced a refractive index differ­
ence for the two exposure frequencies.

In order to provide the two frequencies required for 
RHI, we apply optical phase-conjugation by Stimulated 
Brillouin scattering in order to generate the second 
frequency [3]. By tightly focusing -50% of the laser 
light into a cell containing n-hexane, an acoustical 
wave is generated that diffracts part of the incoming 
light in the reverse direction. The resulting beam is 
phase-conjugate to the incoming light yielding a sec­
ond ‘laser beam’ of high temporal and spectral quality. 
The process introduces a shift towards lower fre­
quency, due to the diffraction of the beam on the

acoustic wave. The frequency shift of ~8.5GHz intro­
duced by the phase-conjugation matches approxi­
mately the linewidth of many molecular transitions at 
typical flame temperatures.
For the experiment, a Wolfhard-Parker slot burner is 
used to stabilize an NH3/O2 flame. The object beam 
passes parallel to the slot axis and samples a 2D 
flame and consequently a 2D refractive index field. 
The two following figures show the resonant effect. In 
Figure 1 both wavelengths are OFF resonance, and 
only reference fringes are seen, since the two wave- 
fronts are slightly tilted with respect to each other. The 
bulk refractive index n0 of the flame has been elimi­
nated. In Figure 2 the two wavelengths are tuned to 
the proximity of the Q3(5) transition in the (0,0) vibra­
tional band of the A3n-X3Z system of NH, such that 
they match approximately the two opposite-signed 
maxima of the dispersion curve n(v). Fringe shifts 
appear where the two wavefronts interact with the NH 
radicals. Applying a computation of the complex re­
fractive index, quantitative information on the NH con­
centration distribution is obtained.

Fig. 1: OFF resonance. Fig. 2: ON resonance.
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MASS SPECTROMETRIC CHARACTERIZATION OF A PYROLYTIC RADICAL 
SOURCE USING FEMTOSECOND IONIZATION

H.M. Frey, P. Beaud, B. Mischler, P.P. Radi, A.P. Tzannis, T. Gerber

Radicals play, as reactive species, an important role in the chemistry of combustion. In contrast to atmos­
pheric flames where spectra are congested due to high vibrational and rotational excitation, experiments in 
the cold environment of a molecular beam (MB) yield clean spectra that can be easily attributed to one 
species by Resonantly Enhanced Multi Photon Ionization (REMPI). A pyrolytic radical source has been set 
up. To characterize the efficiency of the source ‘soft’ ionization with femto second pulses is applied which 
results in less fragmentation, simplifying the interpretation of the mass spectrum.

1 INTRODUCTION

Radicals are of special interest in combustion re­
search since they are the short lived species in chemi­
cal reactions that finally are responsible for the heat 
release in a flame. Successful spectroscopic investi­
gations by Laser Induced Fluorescence (LIF), Degen­
erate Four Wave Mixing (DFWM) and 2-Color Four 
Wave Mixing (2-CFWM) [1] of radicals such as OH 
and NH in flames depend on an exact knowledge of 
the spectroscopy of the species of interest. By moni­
toring the evolution from the formation and decay of 
these molecules in combustion processes, we gain 
insight about reaction pathways. In addition we are 
able to extract reaction rates when applying a time 
resolving spectroscopic technique.

2 APPARATUS

The design of the radical source follows the original 
set-up of Chen [2]. A Neon gas pulse with the pre­
cursor to be pyrolized is expanded through a silicon 
carbide tube that is resistively heated to 2100 K. The 
residence time in the hot zone is on the order of a few 
ps which permits one or several unimolecular decom­
position events during the flow time through the hot 
nozzle. Immediately after the reaction zone the mole­
cules are expanded into high vacuum to form a super­
sonic MB. No recombination or further decomposition 
is possible in the collision free environment of the MB. 
After ionization with a femtosecond laser (Clark MXR) 
detection takes place in a reflectron type time of flight 
mass spectrometer. Data are collected with a digitizer 
and stored for further data treatment on a PC.

3 RESULTS

Pyrolysis of CS2: To probe the cooling of the beam 
CS2 is introduced into the nozzle at a source tem­
perature of 1200°C. In the mass spectrum in Figure 1 
dissociation is evident in the MS, but also dimer for­
mation (S2) due to collisions and subsequent cooling in 
the MB during the expansion can be observed.

Pyrolysis of CHSCN: In Figure 2 mass spectra are 
shown with different nozzle temperatures, showing the 
onset of CH3* formation in the source.

Pyrolysis of CS2

Time of Flight [•]

Fig. 1: Mass spectrum of CS2/Ne expansion at 1200°C.

Fig. 2: Mass spectra for increasing nozzle tempera­
ture. At 1800°C, CH3* becomes the most abundant 
signal in the beam.

4 CONCLUSION

A radical source has been set up and tested suc­
cessfully to produce radicals in the defined environ­
ment of a molecular beam, in satisfying concentration 
to perform spectroscopy.
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VERTICAL OZONE TRANSPORT IN THE ALPS (VOTALP):
THE VALLEY EXPERIMENT 1996

M. Furger, J. Dommen, W.K. Graber, A. Prevot, L. Poggio, S. Andreani, J. Keller,
W. Portmann, D. Burki, R. Erne, R. Richter, M. Tinguely

The EU project VOTALP started its valley campaign in the summer of 1996 in the Mesolcina valley. The 
influence of thermal circulations on ozone concentrations and on the exchange of ozone and its photo­
chemical precursors between the valley atmosphere and the free troposphere above was the main focus of 
the study. PSI has participated with various measurement systems (conventional meteorological surface 
stations, radiosondes, scidar/DOAS systems, chemical analysers). An overview of PSI's activities in the 
field campaign is given, and some preliminary results are presented.

1 INTRODUCTION

VOTALP is an EU research project to study the pro­
duction and transport of ozone in the Alps [1]. The 
two-year project is coordinated by the Institute of Me­
teorology and Physics (IMP) of the University of Agri­
cultural Sciences in Vienna, Austria. Universities and 
research institutions of Austria, Germany, Italy, Slove­
nia and Switzerland are collaborating. PSI contributes 
with various measurement systems and performs 
model calculations.

One of the goals of the project is to investigate the 
effects of exchange processes between the valley 
atmosphere and the free troposphere on the ozone 
concentrations in the valleys and aloft. For that pur­
pose, a valley campaign was organised in the summer 
of 1996 in southern Switzerland. Data preparation and 
analysis is in progress, but some preliminary results 
can be presented here.

2 THE VALLEY CAMPAIGN

2.1 Campaign location and setup

The Mesolcina valley in southern Grisons, Switzer­
land, was selected as the campaign site for the valley 
experiment. This valley is approximately north-south 
oriented. It has relatively simple sidewalls without ma­
jor tributary valleys (except the Calanca valley at the 
southern end), and a well-defined termination at the 
northern end. The San Bernardino highway provides 
an important source of ozone precursors.

Measurements were obtained in a monitoring mode 
over a time period of six weeks, and in the form of two 
intensive observing periods (lOPs). During the lOPs 
(Table 1) the full set of instruments and platforms was 
operated simultaneously, while monitoring was per­
formed with a reduced set. The IOP activities were co­
ordinated by PSI. Daily weather advice was received 
from the Swiss Meteorological Institute in Locarno- 
Monti and in Zurich.

Fair weather situations with weak pressure gradients, 
no large-scale precipitation and sufficient sunshine, 
favouring intensive valley circulations and high ozone 
concentrations, were desired.

Name Date Weather characteristics
Monitoring July 15 - 

Aug 23
variable, atypical sum­
mer weather

IOP-1 July 19-23 high pressure, weak 
northerly winds aloft

IOP-2 Aug 16-18 high pressure, sunny 
and warm

Table 1: Field campaign dates and weather charac­
teristics.

2.2 Instrumentation

To obtain a database useful for subsequent modeling 
of the relevant processes, numerous measuring sys­
tems were deployed by the participating institutes 
(Table 2). Nine automated meteorological towers and 
one 30m tower, equipped in part with ozone and other 
chemical sensors and eddy correlation sensors, com­
plemented the few existing ozone monitoring stations. 
Two acoustic wind profilers (sodars) were operated at 
both ends of the valley, and even radar wind profiler 
data were available from an independent experiment 
in Magadino. Temperature profiles were measured 
with hourly rawinsonde ascents. Two instrumented 
motorgliders were financed and partially equipped by 
PSI to measure trace gas concentrations within and 
above the valley and over the surrounding crests. 
Profiles of aerosol concentrations had been measured 
during IOP-1 with a LIDAR. Besides meteorological 
parameters, CO2, O3, H2O, NO, NO2, NOx, VOC, H2O2 
and dust particles were measured at specific sites.

A novelty in instrumentation for such an experiment 
was the deployment of scidar/DOAS systems. These 
systems consist of a scintillometer (scidar) to optically 
measure the path-averaged crosswind [2], and a 
DOAS (differential optical absorption spectrometer) to 
measure the path-averaged concentration of chemical 
species in the atmosphere. The combination of these 
instruments allows for the determination of fluxes 
across the light beams. With a suitable setup of a cou­
ple of such light paths, a trace gas budget for the en­
closed volume of air can be calculated.
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Instrument/
Platform

Number Institute

meteorological/che 
mical towers

9 PSI (4), IMP (5)

30m tower 1 PSI
SODAR 2 IMP
aerosol LIDAR 1 IfU
motorgliders 2 PSI/Metair
rawinsonde 1 PSI
ozone sonde 1 CNR
scidar/DOAS 5 PSI
VOC sampling 3 ECOSENSE
chemical measure­
ments

1 LAPETH/PSI

IMP: Institut fur Meteorologie und Physik, Vienna. IfU: 
Institut fur atmospharische Umweltforschung, Gar- 
misch. CNR: National Research Council, Italy.

Table 2: Instrumentation.

PSI installed five scidar/DOAS systems; two across 
the southern end of the valley, two across the northern 
end, and one parallel to the valley sidewall. Beam 
lengths ranged from 0.6 to 2.7 km. The installation and 
operation of the systems proved to be hard physical 
work, and outages during IOP-1 were numerous, 
mainly caused by electric power failures. System reli­
ability has been substantially improved for I OP-2.

3 PRELIMINARY RESULTS

The dataset obtained during the field campaign 1996 
is in the process of assembly and quality checking. A 
preliminary analysis of the data gives first insights into 
the complex processes occurring in the Mesolcina 
valley.

An example illustrating the interaction between ozone- 
rich valley air and clean' free tropospheric air is shown 
in Figure 1. The measurements were obtained in Plan 
San Giacomo at the valley sidewall during IOP-1. 
Three features can be identified: 1) an approximately 
linear increase of ozone concentration during up- 
valley wind phases, 2) a rapid drop of ozone concen­
tration at the time of transition from up-valley to down- 
valley winds, and 3) a stepwise increase from night to 
night of nighttime ozone levels. The increase during 
the day can be explained by local ozone production, 
mainly caused by emissions of vehicles.

The concentration drop in the evening cannot be ex­
plained by photochemical processes, but rather by a 
substitution of the respective airmass. Relatively clean 
air is transported downward along the slopes, replac­
ing the local, contaminated valley air. The concentra­
tion drop around 16.00 h of the second day has not 
yet been explained. The stepwise increase of the 
nighttime ozone concentrations is indicating a gradual

increase of ozone in the residual layer above the val­
ley. The origin of the 'clean' air may be in the free tro­
posphere above the valley or even north of the San 
Bernardino pass. Aircraft and scidar/DOAS data will 
help to understand this observation.

VOTALP 1996: Plan San Giacomo

60 r

50 r

30 r

20 L

Time GET, July 18 -19,1996

Fig. 1: Time series of ozone (thick line), global radia­
tion (thin line), and wind direction (crosses) for July 
18-19, 1996, measured at Plan San Giacomo. Global 
radiation has been divided by 12 to fit the ozone scale.

Another surprise was the strong influence of the 
Calanca valley on the thermal wind system in the 
Mesolcina valley. A preliminary analysis of wind data 
shows two distinct wind regimes at the place where 
this tributary valley enters the main valley. How much 
these effects disturb the processes in the Mesolcina 
valley is a matter of further investigation.

More detailed analyses are under way. They will in­
crease our understanding of some of the relevant 
mechanisms of ozone formation and transport in the 
lower troposphere over the Alps.
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PSI CONTRIBUTION TO THE EU PROJECT ECOMONT

W. Portmann, R.T. Siegwolf, M. Saurer, Y. Scheidegger, P. Geissbiihler,
M. Furger, L. Poggio, R. Erne, R. Richter, D. Burki, W.K. Graber

Land-use changes (intensification, extensification and abandonment) in agriculture and forestry are con­
sidered to be the major driving forces for changes in ecosystem function and dynamics, and in landscape 
patterns in Europe. The aim of the EU project ECOMONT is to investigate the potential risks due to land- 
use change in the mountainous ecosystem. Fluxes of sensible and latent heat, water vapour, C02 and 
pollutants between the vegetation and the atmosphere are sensitive and critical factors characterising 
landscape function. The Atmospheric Pollution Section of the PSI contributes to this project with the meas­
urements of these fluxes. The measuring techniques, the experimental setup and first results are pre­
sented.

1 INTRODUCTION

„ECOMONT aims at investigating land-use changes in 
European Terrestrial Mountain Ecosystems in the 
context of the EU Framework IV (Environment and 
Climate: Theme 1, Area 1.2.2.1. The functioning of 
ecosystems)“ [1].

(combining effects of different canopy structures) 
across the Alps.

2 EXPERIMENTAL SETUP

Figure 2 shows a schematic of the setup for the flux 
measurements.

Alpine ecosystems are known to be particularly sensi­
tive to perturbations, due to short vegetation periods 
or natural stressors, such as wind fall, sudden tem­
perature decrease, drought and frost. Consequently, 
the threshold value for harmful impacts is much lower 
compared to the ecosystems in less elevated areas of 
Europe. In mountainous areas the changes in eco­
system processes can also cause a considerable po­
tential of risks (danger of torrents, snow gliding and 
avalanches, increased development of patches of 
bare soil and unstable slopes).

250

200

860 880 900 920 940

Fig. 1: Map of the three experimental sites in the 
eastern Alps. Black dots: cities; white dots: experi­
mental sites. Coordinates are in the Swiss km grid.

The three pilot experimental sites Monte Bondone, 
Passeier Valley and Stubai Valley (Figure 1) give the 
possibility of investigating the connections between 
land-use changes and the transport of sensible 
heat, latent heat, water vapour, C02 and pollutants

HgO/COg Exchange Between the Atmosphere and the Vegetation, 
Measurements of the Essential Transport Processes

Aircraft^

SC1DAR ; . .. .

bOAS 3

o OTurbulent Fluxt

Xytem Sapflow Measurements

Fig. 2: Schematic of the experimental setup.
8: Stable Isotope Analyses for 813C, 81sO and 815N. 
SCIDAR: Scintillation Detection and Ranging.
DOAS: Differential Optical Absorption Spectroscopy.

2.1 Meteorological Data

The meteorological data are recorded with a 12 m 
tower on each of the three sites. Parameters and av­
eraging times are chosen according to the WMO 
(World Meteorological Organisation) standards.

Micrometeorology provides additional information in­
side a plant stand. Leaf temperatures and photosyn­
thetic active radiation (400-700 nm) in different crown 
layers, air humidity and air temperature, global radia­
tion and albedo (200-2500 nm) were measured during 
the summer of 1996 at Monte Bondone.

2.2 Scidar/DOAS

The fluxes through vertical planes surrounding a spe­
cific experimental site are determined by combining 
concentration and total air flux measurements. Con­
centrations are measured with a DOAS-spectrometer 
over an open path through the atmosphere. The total 
air flux is measured with a scintillometer [2] in a paral-
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lei light beam. The combination of Scidar and DOAS 
allows for the measurement of the advective flux per­
pendicular to the beams.

2.3 Aircraft measurements

A motorglider instrumented with fast responding C02 
and H20 devices is able to resolve changes of these 
gases due to large eddies. It is therefore suitable for 
determining the corresponding vertical fluxes. The 
flight paths were chosen to cover the whole experi­
mental site of Monte Bondone. Data of the field cam­
paign of 17 September 96 are being quality controlled 
and will soon be available for analysis.

2.4 Eddy correlation

The standard technique to determine turbulent fluxes 
in the atmosphere is the eddy-correlation. Fast- 
response sensors allow for the instantaneous and 
simultaneous measurement of the quantities to be 
correlated, e.g. the vertical wind velocity component, 
w, and the concentration, c, of C02. The fluxes are 
computed after calculating the perturbation values of 
the data points, w’ and c’, by simply multiplying and 
averaging, e.g. w' d.

Monte Bondone
17-18 Sep 1996

?§§§§!
Time, h

Fig. 3: C02 flux above a forest canopy on 17-18 Sep­
tember 1996.

Figure 3 shows a time series of the C02 flux on Monte 
Bondone. The downward flux during the day and the 
upward flux during the night is clearly visible.

2.5 Xylem sap flow

The flux of water from the vegetation into the at­
mosphere is one of the dominant fluxes in an eco­
system. It is caused by transpiration in the leaves that 
goes along with the C02 uptake for photosynthesis. To 
replace this water, plants have to transport water in 
the xylem from the roots to the leaves. In trees the 
active xylem is just under the bark in the stem. The 
temperature difference between a constantly heated 
tree segment and the non heated segment 15 cm 
below is inverse proportional to the xylem sap flow [3], 
With this heat balance method the sap flow can be 
measured continuously.

We measured the xylem sap flow at six trees with 
different exposures (free standing and inside the for­
est) at each of the three experimental sites.

2.6 Analysis of stable Isotopes

The water use efficiency is correlated with the C02gas 
exchange. Thus, the 13C/12C ratio gives a long term 
average estimate of the plant carbon/water relation. A 
first result of a 13C/12C analysis is shown in Figure 4. 
The increase in this ratio with increasing height is ob­
vious.

ISOTOPE VARIATION WITHIN THE
FOREST PLANT CANOPY
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Fig. 4: Variation of S13C of leaf material versus height 
(in meters) inside the forest.

The use of the stable isotope 1SN provides the possibil­
ity to distinguish between the nitrogen sources of sev­
eral plant species (nitrogen fixation, agricultural fertili­
sation), because plants using atmospheric nitrogen do 
not discriminate the heavier nitrogen isotope.

3 CONCLUSION

The field measurements started in July 96 with a re­
duced set of monitoring instruments and the collection 
of the first samples for the isotope analyses. An inten­
sive observing campaign was performed on Monte 
Bondone on 17 September 1996, with the complete 
set of instruments, including the motorglider. Although 
this was rather late with respect to the vegetation pe­
riod, interesting results could be found, providing a 
sound foundation for the measurements of the coming 
two years.
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C02-RECYCLING BY PLANTS: HOW RELIABLE IS THE CARBON ISOTOPE
ESTIMATION ?

R.T.W. Siegwolf, M. Saurer, Ch. Korner (University of Basel, Switzerland)

In the study of plant carbon relations, the amount of the respiratory losses from the soil was estimated, 
determining the gradient of the stable isotope ,3C with increasing plant canopy height. According to the 
literature 8% to 26% of the C02 released in the forests by soil and plant respiratory processes are reas­
similated (recycled) by photosynthesis during the day. Our own measurements however, which we con­
ducted in grass land showed diverging results from no indication of carbon recycling, to a considerable S,3C 
gradient suggesting a high carbon recycling rate. The role of other factors, such as air humidity and irra­
diation which influence the 813C gradient in a canopy as well, are discussed.

1 INTRODUCTION

The estimation of the terrestrial C02 balance requires 
a good knowledge of the carbon sinks and sources. 
The main sink on terrestrial ecosystems is repre­
sented by the autotrophic organisms, mainly vascular 
plants, whereas the sources are numerous. Besides 
the heterotrophic organisms, the plants and soil re­
lease most of the assimilated carbon from the eco­
system. However it is difficult to distinguish the amount 
of C02, released by the soil and the plants. Since 
plants discriminate the heavier C-atom during photo­
synthesis, plant organic material has an amount of 13C 
reduced by about 20 to 25 %o. As a consequence the 
C02 which originates from decomposed organic ma­
terial is 13C depleted. Therefore 813C gradients of the 
air (8a) and of plant material (8p) are used to deter­
mine the contribution of respiratory C02 from soil and 
decaying litter as a carbon source for plant growth
[2], The proportion of the reassimilated C02 is esti­
mated to range between 8% and 26% of the total 
carbon uptake [3].

2 METHODS

Air samples were collected from 5 different levels 
(200 cm, 60 cm, 30 cm, 10 cm and 2 cm above
ground) into evacuated and electro polished 700 ml
steel flasks (Figure 1). After purifying, the COa gas
was extracted from the air and frozen into glass tubes.
At the same levels temperature and the photosynthetic 
active irradiation were measured. The absolute C02- 
concentration and water vapor pressure values were 
obtained with an infrared gas analyzer (Li-6262). Plant 
samples were harvested from 4 different canopy 
height levels (Figures 2 & 3), dried, and combusted in 
an elemental analyzer (EA-1108, Carlo Erba). The
813C-ratio of air C02 (8a) and plant material (8p) was 
determined with a mass spectrometer (Finnigan MAT, 
Delta S, Bremen).

Mass

CO2 - Offline

Fig. 1: Experimental setup in the field for measuring 
the absolute C02 concentration, water vapor, air tem­
perature, irradiation and air sampling (see text).

3 RESULTS AND CONCLUSION

In the meadow of Nenzlingen (Switzerland, about 
600 m asl) a vertical 8 2 3 * * * * 8C-gradient was found, which is 
negatively correlated with the C02-concentration within 
the plant canopy (Figure 2). The maximum 8-values of 
the air were observed during the day in the canopy 
layer with the highest photosynthetic activity as a re­
sult of the discrimination mechanisms of the C02-gas 
exchange processes. The most negative 813C values 
are found 2cm above ground, where the air is C02- 
supplied form the soil. This 13C depleted C02, released 
by respiratory soil decomposition and root respiration 
processes is reassimilated by the above ground pho­
tosynthetic active plant tissue. It can be assumed, that
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this isotopic gradient will be transferred onto the plant 
material. Such an isotopic gradient is actually found 
(Figure 3) and the values of the plant material range 
between -27.8%o (33 cm at the top canopy) and -34%o 
(1 cm above ground).

2 m

325 ppm C02-Concentration 365 ppm

- gi3c air - 7 %,

Fig. 2: Gradients of the C02-concentration (solid 
lines) and the 813C-values of the air trough the plant 
canopy.

2 m

H20-Vapor Pressure0 mbar 25 mbar

- 34 %o 81 sc Plant - 27 %o

Fig. 3: Gradients of the water vapor pressure (solid 
lines and the 513C-values of the plant material trough 
the plant canopy.

The conclusion lies at hand, that the 513C gradient in 
the plants is a direct result of the 5,3C gradient of the 
ambient air in the canopy. The closed canopy struc­
ture and biomass distribution in Nenzlingen, prevent­
ing a thorough mixture of the canopy air supports this 
assumption. In contrast to these findings however, no 
such isotopic gradients were found in a comparative 
study in the dwarf shrub communities on the Furka

pass, in spite of the fact that some of them formed 
very dense polsters and thus prevented wind penetra­
tion into the canopy.

In both plant stands, a canopy microclimate with 
higher air humidity and different irradiation conditions, 
different from that of open plant stands is found. 
Higher air humidity which correlates with decreasing 
canopy height leads to a higher stomatal conductance 
(Figure 3). This leads to a higher intercellular C02 con­
centration, which causes a decreased 813C [1]. On the 
other hand PEARCY [4] reported a positive correlation 
of the 813C-values with increasing photon flux density, 
which can be as much as 2%o between shaded (-35%o 
at avg. PFD 0.2 mol m2 day1) and sunlit leaves (-33%o 
at avg. 2 mol m 2 day"1). Thus the vertical 813C-gradient 
in plant material is strongly influenced by microclimati- 
cal factors as well. Based on these findings further 
studies are addressing to the following questions:

1. To what degree are the S13C -values influenced by 
irradiation and air humidity in a canopy, along with 
the C02, originating from plant/soil decomposition 
processes and

2. how far are carbon isotope gradients a reliable tool 
within plant canopies for quantifying the carbon 
source relationship between atmospheric air and 
soil.

Taking the micrometeorological factors into account, 
the use of carbon isotopic gradients in air and plant 
tissues could be a tool for quantifying the amount of 
C02 originating from the soil.
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180r0 DETERMINATION IN ORGANIC MATTER

M. Saurer, R. Siegwolf

The oxygen isotope ratio in plant material can be used to deduce information about the climate and the 
environment. We present a simple and fast continuous-flow technique for the determination of the 1B0/1B0 
ratio in organic matter. In this method the samples are thermally decomposed in the presence of glassy 
carbon and the evolving carbon monoxide is used to determine the oxygen isotope ratio. Not only cellulose 
but also nitrogen-containing materials can be processed when interfering gases (mainly NJ are separated 
from CO by gas chromatography.

The oxygen isotope ratio in plant matter provides in­
formation

(i) about the climate because, for instance, the 1sO/160 
ratio of tree rings is related to the 180/160 ratio in the 
precipitation, which in turn is influenced by air tem­
perature,

(ii) about the environment because of the isotopic 
enrichment taking place in the leaf water, which is 
dependent on the transpiration and on the microcli­
matic conditions in the vegetation layer.

As an example (Figure 1), we present data from a tree 
ring study which shows that year-to-year variations in 
5180 of the summer precipitation are recorded in the 
stem wood [1].

t—i—r

year

Fig. 1: Upper curve: Mean 518Op of the precipitation 
(p) from May to August at Bern. Lower curve: Mean 
S18Oc-curve of the cellulose (c) of the three beech trees 
from a site near Bern with measurement precision 
indicated as width of the band. 8180 is the relative de­
viation of the 180/160 of the sample from the 180/160 of 
the commonly used standard (SMOW).

Until recently the progress in this research area was 
hampered by the tedious nature of sample preparation 
needed (off-line methods). We adopted an on-line

method [2] and improved it such that the precision is 
sufficient to resolve natural variations. The principle of 
the method is as follows (Figure 2): An autosampler is 
used to drop the sample into the pyrolysis tube of an 
elemental analyser (without addition of oxygen!) and 
the glassy carbon at 1100°C has the effect to convert 
most oxygen of the sample into carbon monoxide (less 
than 5% are found in form of C02). The helium carrier 
gas sweeps the gases through a C02- and a H20-trap 
and then through a molecular sieve (5A), whereby N2 
and CO are separated. Finally, the 180/180 ratio of the 
carbon monoxide is determined in an isotope ratio 
mass spectrometer (Finnigan MAT, Bremen).

organic matter

4
pyrolysis 1100*0

4
glassy carbon

4
CO + Ng+...

4
separation column CO/Ng

4
mass ratio 30/28 of CO

Fig. 2: Schematic diagram of the set-up used to
measure the 180/160 ratio of organic matter.

REFERENCES

[1] M. Saurer, S. Borella, M. Leuenberger, "81sO of 
Tree Rings of Beech (Fagus sylvatica) as a Rec­
ord of 81B0 of the Growing Season Precipitation", 
Tellus, in press, (1996).

[2] R.A Werner, B E. Komexl, A Rossmann, H.L Schmidt, 
“On-Line Determination of 8wO-Values of Or­
ganic Substances", Analytics Chimica Acta 319, 
159-164, (1996).



85

CLASSIFICATION OF WINDFIELDS: A DIAGNOSTIC TOOL FOR REAL-TIME 
DETERMINATION OF LOCAL AIR POLLUTION DISPERSION

W.K. Graber, D. Burki

In the framework of the project “WINDBANK unteres Aaretal” local winds over complex terrain were 
measured over a 4 month period and a cluster analysis is used to identify 13 different typical wind fields. A 
subset of representative stations is established to identify the classes for future applications in emergency 
planning.

1 INTRODUCTION AND DATA ACQUISITION

Atmospheric transportation of air pollutants depends 
largely on the windfield. In the framework of safety 
analysis of nuclear power reactors this knowledge of 
the current wind field marks a focal point for support­
ing decisions during emergency situations. In this pa­
per, a diagnostic tool is presented, based on a classi­
fication scheme of wind measurements from a dense 
network of 43 stations in a hilly terrain of 50 by 50 km, 
shown in Figure 1. A detailed description is given in
[1]. The measurements cover the time period from 
July 1 to October 31 of the year 1995. 22 stations 
(numbers 3 to 23 and 43 in Fig. 1) were placed espe­
cially for this project, whereas the other 21 are routine 
stations. The temporal resolution of the measurements 
is 10 min. In a database over the 4 month period these 
values were averaged to hourly means, thus resulting 
in a set of 2951 hourly values for 43 stations.

2 CLASSIFICATION

A classification according to [2] was realized, starting 
with a normalization as a first step: For any hourly 
value the west and south component (u and v) of the 
wind of each station were divided by the average of 
the wind speed during that hour. This normalization 
dampens high wind speeds, which otherwise would 
form additional classes with similar wind directions, 
differing only in wind speed. In a next step, the classi­
fication according to a complete linkage cluster analy­
sis was performed, based on the distances between 
any two hourly values of the wind components of all 
stations: According to the normalisation, the distance 
between two hourly data sets reaches a maximum of 
2, if the winds at all stations are completely antiparal­
lel. After this cluster analysis yielding 13 classes, a 
redistribution according to [2] was realised. This leads 
to a smaller scatter of wind directions within the 
classes. The result for one selected class is shown in 
Figure 1. It can be shown, that a number of 13 classes 
covers the meteorological diversity in a well balanced 
manner (see [1]). Based on the mean values of the 
wind vectors for all stations a run with the diagnostic 
models MEDIC and MATHEW was carried out: The 
first model calculates a 3 dimensional wind field on a 
regular grid. The second model corrects this "first 
guess wind field” in accordance with the physical con­
straint of a divergency free flow field. After the MEDIC 
and MATHEW run for every class, a run with the dis-

620 640 660 680
Swiss km grid

Fig. 1: Map of the area with high resolution wind 
measurements. Mean wind vectors of class 4 at their 
respective locations over the topography with station 
numbers, topography dark shaded for elevations be­
low 300 m and white for elevations higher than 900 m.

persion model ADPIC with a hypothetical point source 
in the middle of the region was added. All three mod­
els are described in detail in [3], An example of the 
result of MATHEW for level 700 m above sea level 
along with the result from ADPIC, bouth for the 
class 4, is shown in Figures 2 and 3, respectively. This 
class shows an interesting bifurcation of the hypotheti­
cal plume in the Rheinvalley.

In an application of this classification with respect to 
emergency planning it is of major concern to establish 
the currently prevailing wind class as accurately as 
possible and based on a minimum set of 
"representative” stations. An examination of the 
"hitting ratio” for the classes with a reduced set of 
stations was performed with the data set of the hourly 
values: For a given hour t out of the 2951 hours, the 
13 distances of the mean wind components from the 
13 classes are calculated. The minimal distance out of 
these 13 values points to the class, to which this hour t 
most likely belongs. Clearly, the hitting ratio is 100% 
for all classes, if all 43 stations are taken into consid­
eration. By leaving aside the stations one by one, the 
decrease of the mean hitting rate for 2 different suc­
cessions is depicted in Figure 4. The upper succes­
sion with better performance does not give preference 
to the routine stations, whereas the lower succession
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Fig. 2: Interpolated wind field in 700 m above sea 
level (max. windspeed is 2.4 m/s) over part of the re­
gion from Figure 1. The result is shown for class 4 
only.

excludes the additional stations (number 3 to 23 and 
43) with first priority. If we restrict on 20 routine sta­
tions, the mean hitting rate over all classes is 85%, as 
indicated with a vertical line in Figure 3.

3 CONCLUSION AND FUTURE STEPS

The method presented above is well suited to estab­
lish a classification of the wind situations in complex 
terrain. It was further proved, that a set of 20 repre­
sentative stations is able to establish the currently 
prevailable wind field class with a probability of 85%. 
Based on these 20 routinely installed measuring sta­
tions, the determination of the wind class in combina­
tion with a dispersion calculation can be used as a tool 
for decision makers in cases of emergency situations 
from chemical or radioactive sources. The acquisition 
time for this wind field is faster and the confidence in 
the result is better compared to a run of a complex 
numerical model.

272 -

Swiss km grid

Fig. 3: Dispersion of a hypothetical source of an inert 
tracer (relative units) over part of the region from Fig­
ure 1. The result is shown for class 4 only.
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DECADAL CHANGES OF WEATHER TYPES IN THE ALPINE REGION

G. Stefanicki, P. Talkner, R.O. Weber

The annual occurrence of different weather types of Schuepp's synoptic classification in the Alpine region 
has changed since the beginning of its recording 1945. The annual frequency (number of days) of convec­
tive types has increased and that of advective types has decreased. In parallel the number of long-lasting 
convective episodes rose and the number of long-lasting advective episodes lessened. Most of the change 
took place in winter. The frequencies of different weather types and the annual mean of certain meteoro­
logical parameters are significantly correlated. Moreover, there is a strong interdependence between the 
subclass of high pressure types and the North Atlantic Oscillation (NAO) index.

1 INTRODUCTION

It is widely accepted that the global climate has 
changed, accompanied by an increase of the mean 
temperature of earth's surface. A large number of 
publications have recently studied climate changes in 
Europe. We just mention two papers: In [1] an asym­
metric diurnal temperature change in the Alpine region 
was discovered and in [2] Murrell found that the North 
Atlantic Oscillation index increased and with it the dry 
conditions over southern Europe and wetter than nor­
mal conditions over northern Europe. On a regional 
scale, we investigated possible changes of atmos­
pheric circulation patterns in the Alpine region and 
their possible links to local meteorological parameters 
and to the large-scale North Atlantic Oscillation index. 
In particular, we analysed the occurrence of daily syn­
optic weather types as defined by Schuepp [3]. Based 
on specific criteria he defined three main classes: the 
convective types with subclasses of high, flat and low 
pressure distribution, the advective types with sub­
classes of westerly, northerly, easterly and southerly 
winds and a small class of mixed types. The classifi­
cation was made as a tool for weather prediction in 
Switzerland. As records from the 500 hPa level are 
required for the classification the data are available 
only since 1945.

2 ANNUAL FREQUENCY OF WEATHER TYPES

As a main result we found that the annual occurrence 
of different weather types over Switzerland has 
changed since 1945, as Figure 1 demonstrates.

The annual occurrence of convective weather types 
increased (13 days per 10 years) whereas that of ad­
vective weather types decreased correspondingly 
(11 days per 19 years). Both linear trends are signifi­
cant at the 0.1% level. The occurrence of the mixed 
class is roughly an order of magnitude smaller than 
that of the convective and advective classes. It shows 
a slight decrease. The increase of the frequency of the 
convective class is mainly due to the increase of the 
number of high pressure types (9 days per 10 years) 
and the decrease of the frequency of the advective 
class is mainly due to the decrease of the frequency of 
the weather types with northerly winds (5 days per 
10 years). A seasonal analysis indicates that both 
changes prevalently took place in winter (December,

nnn Oto O
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Fig. 1: Annual occurrence of the convective, advec­
tive and mixed weather types and their linear trends 
(data since 1945).

January and February). Moreover, we found that the 
number of long-lasting episodes within the convective 
weather types increased and the number of long- 
lasting episodes of the advective weather types de­
creased while short periods of one and two days being 
the most frequent episodes do not show any system­
atic trend (see Figure 2). The largest portion of in­
crease of the occurrence of the convective types is 
related to episodes in the range of 3 days to 15 days 
and roughly within the same range the occurrence of 
the advective types decreases. The total number of 
episodes per year has remained practically un­
changed, again showing a complementary behaviour 
of convective and of advective weather types.

3 RELATION TO LOCAL METEOROLOGY

To investigate a possible link between the occurrence 
of the different weather types and different meteoro­
logical quantities we calculated the cross-correlation 
between the annual occurrence of the different 
weather types and several meteorological parameters 
(daily mean temperature, daily minimum and maxi­
mum temperature, daily mean pressure and daily 
cloudiness). Basel-Binningen, Zurich SMA, Neuenburg
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Fig. 2: Weighted distribution of the length of epi­
sodes - convective and advective - during the two 
periods 1945-1969 and 1970-1994. The difference is 
taken between the second and the first period. The 
counts are weighted with the length of episodes.

and Lugano as low-lying stations and Santis, Zug- 
spitze and Sonnblick as stations on a mountain top 
were chosen. The selected sites are quite representa­
tive for the area for which Schuepp's classification was 
defined. The data have been checked and homoge­
nized - if necessary - by the method described in [1]. 
At the mountain stations the strongest interdepend­
ence was found between the high pressure types and 
the pressure data with correlation values between
0.74 and 0.64. The high pressure types also correlate 
well with the different temperature data. The low pres­
sure and westerly wind types have a significant nega­
tive correlation with temperature and pressure (values 
between -0.55 and -0.47) and a significant positive 
correlation with the cloudiness (values between 0.55 
and 0.40). These two weather types are known as 
types which bring us 'bad' weather and the correlation 
values support their 'bad' reputation. The results for 
low-lying stations are similar but in general less pro­
nounced though the differences to the mountain sta­
tions are not significant. This might still indicate a more 
direct influence of the synoptic weather types on the 
meteorological parameters at mountain stations 
whereas at low-lying stations a possible direct influ­
ence might be masked by boundary layer effects.

4 RELATION TO THE NAO INDEX

A comparison with the North Atlantic Oscillation (NAO) 
index according to Burrell [2] has been performed in 
order to identify possible influences of large-scale 
atmospheric circulation patterns on the occurrence of 
regional weather types. The NAO index is a normal­
ized pressure difference between Lisboa (Portugal) 
and Iceland. The NAO index correlates highly with the 
4-months-winter high pressure types (see Figure 3).

10 20 30 40 50
annual number of occurrence

Fig. 3: The NAO index versus the occurrence of high 
pressure types of the 4-months-winter (December- 
March). The correlation coefficient is 0.74 and signifi­
cant at the 0.1 % level.

A positive NAO index indicates more high pressure 
situations occurring in the Alpine region.

5 CONCLUSIONS

We have analysed the occurrence of the different 
weather types and have found remarkable changes. 
So the annual number of convective types increased 
and in parallel the annual number of advective types 
decreased. We have further found an interdepend­
ence between certain weather types and some local 
meteorological parameters but also with the large- 
scale NAO index. That gives evidence that the re­
gional-scale weather types are connected to a larger- 
scale weather system and are also related to local 
meteorological parameters.
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SHORT-RANGE DYNAMICS AND PREDICTION OF MESOSCALE FLOW 
PATTERNS IN THE MISTRAL FIELD EXPERIMENT

R.O. Weber, P. Kaufmann, P. Talkner

In a limited area of about 50 km by 50 km with complex topography, wind measurements on a dense net­
work were performed during the MISTRAL field experiment in 1991-1992. From these data the character­
istic wind fields were identified by an automated classification method. The dynamics of the resulting 
twelve typical regional flow patterns is studied. It is discussed how transitions between the flow patterns 
take place and how well the transition probabilities can be described in the framework of a Markov model. 
Guided by this discussion, a variety of prediction models were tested which allow a short-term forecast of 
the flow pattern type. It is found that a prediction model which uses forecast information from the synoptic 
scale has the best forecast skill.

1 INTRODUCTION

For questions of emergency response planning and of 
air pollution control on a regional scale it is of great 
importance to know the local wind fields and their cli­
matology in detail. In [1] a method was developed to 
automatically classify local wind fields and to obtain 
classes of typical regional flow patterns. In [2, 3] this 
classification method was used to determine the char­
acteristic flow patterns in an area around Basel. Only 
twelve classes of substantially different wind fields 
were found in that region with very complex topogra­
phy. The dynamics of these twelve flow patterns is 
investigated [4] following the ideas used in the analy­
sis of synoptic weather types [5, 6]. Most of this dis­
cussion concentrates on the question whether the 
dynamics of synoptic weather types can adequately 
be described by a Markov model. In a Markov model 
tomorrow's weather type only depends on today's 
weather type but on the past ones. An adequate de­
scription implies that the Markov model has good fore­
cast skill.

2 MISTRAL FLOW PATTERNS

In 1991-1992, the MISTRAL field experiment ("Modell 
fur Immissions-Schutz bei Transport und Ausbreitung 
von Luftfremdstoffen", model for impact prevention 
during transport and diffusion of air pollutants) took 
place in the region of Basel, Switzerland. This ex­
periment is a part of REKLIP ("Regio-Klima-Projekt", 
Regio climate project) an international climatological 
project which takes place through the period 1989- 
1997. MISTRAL was aimed at measuring in detail the 
wind fields over a region of complex terrain. For this 
purpose 50 measurement sites with meteorological 
masts were operated during about 18 months.

In [2, 3] a one year period from 1 September 1991 to 
31 August 1992 was selected and 1-h means of the 
horizontal wind vectors were formed. The total of 
these 8784 observed wind fields was classified into 
12 classes of typical regional flow patterns by means 
of an automated two-stage classification scheme [2, 
3]. To obtain the relevant features of the regional flow 
patterns more clearly, outliers (wind fields not well 
fitting into any of the groups) were excluded in the

classification scheme. For the investigation of the dy­
namics of the classes it is, however, more convenient to 
have a contiguous time series of classes. Therefore, the 
1531 outlier wind fields are assigned to classes by allo­
cating them to the closest flow pattern [3].

3 DYNAMICS OF FLOW PATTERNS

Based on the classification of the 8784 1 -h wind fields 
of the MISTRAL experiment into 12 classes of typical 
regional flow patterns, we can analyse the dynamics 
of these patterns. As these flow patterns are charac­
terised by a finite number, they can be described by a 
discrete state Markov model (a Markov chain). In me­
teorology, such Markov chains were first used to 
model the sequence of dry and wet days [7],

The 12x12 transition probability matrix 

P(k) = (Pij(k))

is estimated from the time series of flow patterns. 
Each matrix element gives the probability to get from 
the >th flow pattern to the Ath flow patterns in k hours. 
The diagonal elements give the persistence to remain 
in the same class. For a one-hour time lag this persis­
tence ranges from 0.63 to 0.80. That means that there 
is a high chance of having the same flow patterns in 
the next hour.

To analyse the transitions from one flow pattern to the 
others, a conditional transition probability is calculated 
which gives the probability to get in k hours from class 
j to class / under the condition that a transition to an­
other class takes place. In Figure 1 all conditional 
transition probabilities which are greater than 0.2 are 
drawn as arrows between the classes. The flow pat­
terns with westerly winds (1, 3, 6 and 7) form a group 
with mutual transitions between them. Similarly, the 
classes with easterly winds (4, 8, 9,10 and 11) build a 
group. The transition between the westerly and the 
easterly flow types passes through the southerly (2) or 
the two northerly (5 and 12) flow patterns.

To see how well the Markov assumption holds for the 
sequence of flow patterns, the distribution of the length 
of the flow pattern episodes ^residence times in the 
classes) is considered. This probability can directly be
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Fig. 1: Transition diagram for the twelve regional flow 
patterns of the MISTRAL area. The arrows indicate 
one-hour transitions with a conditional transition prob­
ability greater than 0.2.

estimated from the sequence of class numbers by 
simply counting the episodes of all lengths. Figure 2 
shows the distribution of the residence times of 
classes 5 and 2 as obtained from the data and from a 
Markov model which makes only use of the estimated 
diagonal elements of the 1-h transition matrix. For 
class 5, the agreement between data and model is 
very good and we conclude that a Markov chain can 
well describe the residence times of class 5. Among all 
classes, class 5 is the one which is best approximated 
by a Markov chain model. The poorest coincidence 
between observed and modelled distribution of resi­
dence time is seen for class 2. For short times, less 
than 20 hours, large scatter is already present be­
tween the observed residence times and the modelled 
ones. Very long episodes (up to 56 hours) of this class 
occur, causing strong deviations from the Markov 
chain model and indicating an intermittent behaviour of 
the occurrence of class 2.

4 PREDICTION OF FLOW PATTERNS

Several models were developed [4] to predict the flow 
pattern class some hours ahead from the knowledge 
of the present class or classes in the past. A simple 
persistence model assumes that the class remains the 
same during the predicting interval. A climatology 
model always predicts the most probable class (here 
class 1). A Markov chain model uses the information 
of the transition matrices to make most probable fore­
casts. After a few hours the prediction of these models 
becomes unreliable. An improvement over these mod­
els can be gained if additional information about 
changes on the synoptic scale are included in the 
model [4], Besides the hour of the day, larger scale

Class 2

0.001
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Residence Time (hours)

Class 5
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Residence Time (hours)

Fig. 2: Distribution of residence times for flow pat­
terns 5 and 2. The solid line represents the distribution 
of a Markov chain model.

forecasts about possible changes of synoptic wind 
direction and of the solar radiation are used.
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CLIMATOLOGY OF LOCAL FLOW PATTERNS AROUND BASEL

R.O. Weber

Recently a method has been developed to classify local-scale flow patterns from the wind measurements 
at a dense network of stations. It was found that in the MISTRAL area around Basel a dozen characteristic 
flow patterns occur. However, as the dense network of stations ran only during one year, no reliable cli­
matology can be inferred from these data, especially the annual cycle of the flow patterns is not well de­
termined from a single year of observations. As there exist several routinely operated stations in and near 
the MISTRAL area, a method was searched to identify the local flow patterns from the observations at the 
few routine stations. A linear discriminant analysis turned out to be the best method. Based on data from 
11 stations which were simultaneously operated during 1990-1995 a six-year climatology of the flow pat­
terns could be obtained.

1 INTRODUCTION

In [1] a method was introduced to classify flow pat­
terns from data of a dense network of anemometers. 
The method uses a suitably chosen cluster analysis to 
automatically group the observed flow patterns. The 
classification scheme was improved by addition of an 
iterative refinement of the obtained classes [2, 3]. The 
flow patterns from an area of about 50 km by 50 km 
around Basel were classified in [2, 3]. During the MIS­
TRAL/REKLIP field experiment in 1991-1992, 50 me­
teorological stations were operated in that area. The 
one-hour mean wind observations from these stations 
allowed to identify 12 main flow patterns. This is a 
surprisingly small number of substantially different flow 
patterns considering the very complex topography in 
the area around Basel. For applications like air pollu­
tion control studies it would be of great interest to have 
a climatology of these flow patterns, giving the fre­
quency and seasonal and diurnal occurrence of these 
wind fields.

2 IDENTIFICATION OF FLOW PATTERNS

As only one full annual cycle of data was available for 
the dense network of MISTRAL stations, the diurnal 
and even more the annual cycle of the flow patterns 
are not well determined by these data. To obtain more 
reliable annual and diurnal cycles of the wind regimes 
data from several years are necessary. Luckily, there 
are several routinely operated stations in and around 
the MISTRAL area, whose data records of one-hour 
means cover several years. The question remains 
whether the characteristic flow patterns of the MIS­
TRAL area can be determined from the observations 
at these few routine stations. Two approaches were 
considered: 1) The distance between wind fields as 
defined in [1] was used to assign each set of wind 
observations to the closest flow pattern. 2) A linear 
discriminant analysis [4] was used to assign the wind 
observations from the few routine stations to one of 
the flow patterns.

The two methods were tested with data from the MIS­
TRAL year when both the full dataset and the wind 
observations from the routine stations were available. 
The second method, the linear discriminant analysis,

turned out to give a better identification (or hit) rate 
and proved to be more robust in case some stations 
did not report valid data.

The more stations are used in the discriminant analy­
sis the better the identification rate becomes, but the 
shorter the available data record is. A compromise 
between length of data record and high hit rate, i.e. 
large number of stations, was searched. A set of 11 
stations was chosen with a common data record of 
6 years (1990-1995).

3 CLIMATOLOGY

From the 11 routinely operated stations, the best flow 
pattern was assigned by the linear discriminant analy­
sis for all one-hour means of the full 1990-1995 period.

Class Speed Frequency 1991/92

1 4.1 m/s 13.0% 14.0 %

2 2.7 11.1 10.3

3 3.0 10.4 10.3

4 2.1 6.1 7.8

5 2.6 8.2 9.1

6 5.7 8.6 6.7

7 2.6 10.3 7.9

8 2.6 8.0 8.1

9 2.2 5.8 6.8

10 3.6 5.5 6.1

11 3.1 6.8 6.6

12 2.6 6.2 6.2

Table 1: Mean wind speed and frequency of the 12 
flow patterns as obtained from the 11 routine stations 
over the period 1990-1995. The last column gives the 
frequencies of the classes as obtained from the 50 
MISTRAL stations for the one-year period in 1991/92,
after allocation of the outliers.
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Fig. 1: Annual and diurnal cycle of the 12 characteris­
tic flow patterns of the MISTRAL area around Basel 
based on data from 11 routine stations from 1990 
through 1995.

year. The annual cycles of the classes are much more 
pronounced and smoother than for the shorter data­
set. For example, flow patterns 5 (northerly winds) and 
7 (westerly winds) occur mostly in late spring and 
summer, whereas flow patterns 2 (southerly winds), 6 
(westerly winds) and 9 (easterly winds) mainly occur 
in autumn and winter.

4 CONCLUSIONS

It was shown that the flow patterns determined from a 
dense network of 50 stations can be identified from the 
data of a few, 11, routinely operated stations. As these 
few stations are in operations since several years, a 
climatology of the flow patterns could be obtained. 
This climatology allows to perform calculations of 
transport and dispersion of air pollutants in a sys­
tematic and efficient way. Evidently, the same method 
of class identification can also be used in an emer­
gency response system, where the actual flow pattern 
would be determined from a few meteorological sta­
tions.
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Table 1 shows the frequency and the mean wind 
speeds of the 12 flow patterns over the six years. In 
the last column the frequency of the classes obtained 
from the 50 stations of the MISTRAL year is given 
(after allocation of the outliers [3]). The agreement 
between the frequencies of the 6-year period and the 
MISTRAL year is good. The mean wind speed identi­
fies classes 1 and 6, both with westerly winds, as high 
speed flow patterns as in [2, 3] for the one-year pe­
riod.

In Figure 1 the annual cycle (left column) and the diur­
nal cycle (right column) of the flow patterns is shown. 
The diurnal cycles agree very well with those of the 
one-year MISTRAL period [2, 3] when all 50 stations 
were in operation. The diurnal cycle of class 1 is more 
pronounced compared to the results of the MISTRAL

6 REFERENCES

[1] R.O. Weber, P. Kaufmann, "Automated Clas­
sification Scheme for Wind Fields", J. Appl. Me­
teor., 34, 1133-1141, (1995).

[2] P. Kaufmann, R.O. Weber, "Classification of 
Mesoscale Wind Fields in the MISTRAL Field Ex­
periment', J. Appl. Meteor., 35,1963-1979, (1996).

[3] P. Kaufmann, "Regionale Windtelder uber Kom- 
plexer Topographie", Ph.D. thesis No. 11565, 
Swiss Federal Institute of Technology (ETH), 
Zurich, (1996).

[4] P.A. Lachenbruch, "Discriminant Analysis!', Haf- 
ner Press, London, (1975).



93

TOPOLOGICAL ENTROPY OF AUTONOMOUS FLOWS
R. Badii

When studying fluid dynamics, especially in a turbulent regime, it is crucial to estimate the number of active 
degrees of freedom or of localized structures in the system. The topological entropy quantifies the exponen­
tial growth of the number of ‘‘distinct” orbits in a dynamical system as a function of their length, in the infinite 
spatial resolution limit. Here, I illustrate a novel method for its evaluation, which extends beyond maps and 
is applicable to any system, including autonomous flows: these are characterized by a lack of a definite 
absolute time scale for the orbit lengths.

1 INTRODUCTION
Recent advances in the mathematical theory of the 
Navier-Stokes equations (NSE), the primary model for 
real fluid dynamics, have produced the first connection 
between two approaches to turbulence that seemed far 
apart: namely, the conventional, stochastic approach 
by Kolmogorov, and the dynamical systems approach. 
Several approximation techniques for the NSE, among 
which Galerkin’s truncation and the inertial manifold, 
rely on the estimate of the number of “active” degrees of 
freedom in the turbulent fluid (of the order of 109 in the 
atmosphere) and of the unpredictability of the motion
[1]. When these are not too large, turbulence is called 
weak and can be studied with methods developed in 
nonlinear dynamics. The present study reports on the 
generalization of one of these from discrete-time maps 
to generic flows.

One of the primary indicators of chaos in a dynamical 
system is the topological entropy I<0 [2] which mea­
sures the exponential increase of the number of orbits 
belonging to sets with suitable separation properties, as 
a function of the orbit length. Therefore, K0 quantifies 
the “richness” of solutions of the system. Its evaluation, 
however, is mostly restricted to maps (i.e., discrete-time 
systems) or to periodically forced flows (also character­
ized by a fixed unit of time: the period T). For these 
cases, one may define Ne (n) as the number of order- 
n orbits (i.e., the temporal extension of which is n time 
units) which lie apart by at least a distance e, so that

K0 = lim lim In Ns(n)/(nT) , (1)
e-s-On-s-oo

where T — 1 for a map. Such a simple relation, 
however, is not applicable to generic flows, in some 
of which (called autonomous) the orbits may intersect 
any (Poincare) surface at irregularly spaced times tn. 
Therefore, the definition of K0 must be extended to in­
clude a suitable average over these return times.

2 THE METHOD

does not fill the euclidean space densely, some con­
catenations of symbols may never occur: i.e., points 
from some element are not mapped to points of every 
other element. The probability P{S) is also evaluated 
for each S (stationary systems are considered). Then, 
the symbols of the orbit along the time lattice play the 
role of spin variables and the quantity E = - In P(S) is 
interpreted as the energy of the configuration S. In or­
der to construct a thermodynamic formalism which ac­
counts for the variable lengths of the orbits associated 
with n-symbol sequences, one introduces the grand- 
partition function [3]

n»(z;g) = ^f9(^X^), (2)
s

where z is the fugacity, 5 is a level-?? sequence, t(S) 
the corresponding orbit’s length, and q a parameter. 
The term zf(s) provides a detailed compensation for 
the generally exponential decrease of the probability 
P(S) ~ exp [-Kf(S)] with t(S), where k > 0 is called 
the “local entropy”. The series obtained for n -» oo 
converges if z < z(q), where z(q) is the convergence 
radius. Hence, one may set z(q) = exp [(g - l)Kq], 
where Kq is a function having the properties of an aver­
age entropy. It is, indeed, immediately verified that Eq. 
(2) reduces to the original definition of the generalized 
entropy Kq [4] in case t(S) = nT for all S and a fixed T. 

Rather than determining z(q) by imposing the arbitrary 
constraint fi„(z;g) = 1 (or any other constant), one 
compares the partition functions at two consecutive lev­
els:

^f(^)z^) = [A(z;g)]-i%]f9(S'XM , (3)
S S'

where S = «?i... wn is a generic level-?? word and S' - 
Swn+1 any of its extensions. In the limit n oo, z{q) is 
determined from the relation A[z(q); q) = 1. A standard 
procedure further permits one to reformulate Eq. (3) as 
an eigenvalue problem for a generalized transfer matrix 
Tn(z, q), the entries of which read, at level ?? + 1,

In Ref. [3], a method has been proposed for the 
evaluation of K0 (and the related generalized entropy 
Kg [4]) both in models and in experiments. The first 
step requires the construction of a so-called “generat­
ing partition” [5] in the chosen Poincare section which 
enables one to associate each orbit with a sequence 
S = wito2... of symbols from a finite alphabet A = 
{0,1, 1}, where w, is the label of the partition
element visited at time U. Since, in general, the orbit

T,„
n+1

^w'1w1 • • * 5 (4)

where cr(Swn+i) = P(Swn+1)/P(S) is the conditional 
probability of wn+1 given S. As it is well-known (e.g., 
from Onsager’s solution of the Ising model), this pro­
cedure is tantamount to performing an order-?? word-to- 
word Markov approximation of the system’s scaling dy­
namics. Here, in particular, the word lengths t(S) may
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vary within any fixed level n. The generalized entropy 
finally reads

where z(q) is the value of z for which the largest eigen­
value Ai(z;q) of T equals 1, in the limit n -> oo: i.e., it 
is the solution of

det(T„(z, q) — AIn) = 0 for n —>■ oo . (6)

3 RESULTS
The method has been applied in the cases q = 0, 1, 
and 2 (topological, metric, and correlation entropies, 
respectively) to the Lorenz system [6] (deduced by a 
severe Galerkin truncation of the NSE)

x = -10 (x — y)

y = —y + 28x — xz (7)
i = —(3z + xy

at (3 = 8/3 and (3 = 1 and to the Rossler system [7] 
(which originates from electronics)

x = —y — z

y = a;+ 0.2 y (8)
i = 0.2 — 5.7z + xz .

In the former, the Poincare section has been chosen as 
£ = {(a:, z) : x = y, i-sgn(ar) < 0}; in the second, as 
the plane x = 0 with x > 0. A binary (ternary) partition 
has been chosen for the Lorenz system at (3 = 8/3 
{J3 = 1), defined by x = 0 {x = ±0.2) in the (a;, z) plane, 
and a binary partition for the Rossler system, defined 
by y = -6.74 in the (y, z) plane. The value of t{S) has 
been computed as the average return time of the flow 
trajectory to £ within the domain Bs corresponding to 
each sequence S.

The finite-n estimates Kq(n) generally approach the 
limit I<q exponentially from above, for the chosen val­
ues of q. Quicker convergence is obtained from the 
difference Kq(n) = (n + l)Kq(n + 1) - nKq(n). In 
the Lorenz system at (3 = 8/3, I<0 = 0.912 ± 0.05, 
Ki = 0.906 ± 0.002, and K2 = 0.901 ± 0.005: these 
values are reached already for n = 5. At 3 = 1, slower 
convergence is observed because of a less uniform dis­
tribution of the orbits and of slight intermittent effects: 
the values Ko = 0.640 ± 0.005, Kx = 0.5 ± 0.005, and 
K0 = 0.36 ± 0.006 are obtained for n > 6. Finally, for 
the Rossler system, the method yields K0 = 0.0890 ± 
0.0005, Ki = 0.0710 ± 0.0005 and I<2 = 0.584 ± 0.001: 
the attractor is hence also quite nonuniform and slow 
convergence is observed for q > 1.

The results are confirmed by independent estimates 
based on average local expansion rates of the flow 
(which are not applicable to time series, at variance with 
the present method) [3]. In particular, Kx coincides with 
the sum of the positive average Lyapunov exponents in

hyperbolic systems [8]: this is generally a good approxi­
mation also in nonhyperbolic cases as the ones consid­
ered here. Moreover, the theory reproduces a formula 
for the metric entropy Kx known as Abramov’s theorem 
[3,8].
These results show that the new method not only yields 
a unified approach to the definition and estimation of 
generalized entropies (and similar quantities, such as 
dimensions) for maps and flows, but also proves ap­
plicable in practice, at variance with, e.g., formulas for 
the topological entropy of flows. Applications to delay- 
differential equations which display high-dimensional 
attractors are in progress. Knowledge of the function 
Kg is equivalent to that of the free energy in a con­
ventional statistical system and carries all necessary 
information about possible phase transitions.

4 ACKNOWLEDGEMENTS
The author is indebted to M. Finardi for an early 
collaboration and to P. Talkner for useful discussions.

5 REFERENCES
[1] R. Badii and A. Politi, Complexity: hierarchical

structures and scaling in physics, Cambridge Uni­
versity Press, Cambridge (1997).

[2] R.L. Adler, A.G. Konheim, and M.H. McAndrew,
Trans. Am. Math. Soc. 114, 309 (1965).

[3] R. Badii, Phys. Rev. E 54, 4496 (1996).

[4] A. Renyi, Probability theory, North-Holland, Amster­
dam (1970).

[5] E. Ott, Chaos in dynamical systems, Cambridge Uni­
versity Press, Cambridge (1993).

[6] E.N. Lorenz, J. Atmos. Sci. 20,130 (1963).

[7] O.E. Rossler, Phys. Lett. A 57, 397 (1976).

[8] I.P. Cornfeld, S.V. Fomin, and Ya.G. Sinai, Ergodic
theory, Springer, New York (1982).



95

SADDLE POINT AVOIDANCE IN BARRIER CROSSING PROBLEMS
P. Talkner and A.N. Drozdov (present address: Universidad de Sevilla, Spain)

The long-time behavior of the stochastic dynamics of a two-dimensional system having two metastable 
states is investigated by means of the low-lying part of the corresponding two-dimensional Smoluchowski 
operator. In particular, its dependence on three parameters describing the strength of the noise, the coupling 
of the two degrees of freedom and a ratio of relaxation-times is considered. Further information characteriz­
ing the transition process between the metastable states is gained from the corresponding eigenfunctions.

1 INTRODUCTION

The coexistence of various locally stable states is a 
common feature of many different models describing 
diverse phenomena such as chemical reactions, bio­
logical evolution, first order phase transitions, switching 
between the insulating and conducting states of a tun­
nel diode, and jumps of the magnetic flux in a SQUID 
to name but a few [1], Multistability is only possible in 
systems with nonlinear equations of motion. In the sim­
plest case there are two locally stable steady states and 
an unstable one. The presence of Gaussian, or other 
unbounded noise in such a system in principle destabi­
lizes all states and allows the system to visit its whole 
state space. The residence times, however, of the dif­
ferent parts of the state space may vary by many orders 
of magnitude. In particular when the noise is weak one 
finds the system mostly in a close vicinity of one of the 
formerly stable states. Attempts to escape from there 
happen on microscopic, in general rather short time- 
scales but most of them are not successful. Since after 
each unsuccessful escape event the system falls back 
into about the same initial state the life-time is expo­
nentially distributed and can be characterized by a rate. 
This means that weak noise renders the formerly stable 
states metastable with exponential decay at a rate r.
For the sake of concreteness we consider a charge 
transfer reaction that takes place in a polar solid or liq­
uid [2]. The reaction itself is characterized by a spatial 
coordinate of the charge defining a reaction coordinate 
x with, say, x = -1 at reactants and x = 1 at products. 
At both states x = ±1 the energy of mean force U(x) 
is assumed to have the same value and larger values 
elsewhere. A simple function with these properties is

(i)

The influence of the polarization of the surrounding 
medium can properly be described by a single solva­
tion coordinate y that in general increases the energy 
of the mean force according to

y(z,y) = &"(c)-|-^(3-y)2 (2)

where 7 is a coupling constant. Units are chosen such 
that in the constrained equilibrium at a fixed position x 
of the charge the solvation coordinate takes the value 
yeq(x) = x. The remaining degrees of freedom of the 
reacting molecules and the surrounding medium make 
up the heat bath that causes both noise and dissipa­
tion in the system. As a further simplifying assumption 
the friction force giving rise to dissipation is supposed

to be large enough such that any inertial effects can 
be neglected. The coupled equations of motion of the 
reaction and solvation coordinates then read

x - —dxV(x, y) + V2D£x(t) 

y = -edyV(x,y) + V2eD^y(t) (3)

where dx and dy denote the partial derivatives with re­
spect to x and y, respectively, and (t) and 4 (t) are in­
dependent Gaussian white noises describing the small 
but frequent impacts of the heatbath on the system, i.e.

(&(<)) = (4(<)) = 0,
(CrOOM5)) = o>

(&(*)&M) = (Zy(t)Zy{s)) = S{t - S), (4)

where S(t) denotes the Dirac ^-function. Further, D 
gives the strength of the noise in convenient units, and 
e = Ty/rx denotes the ratio of relaxation times tx and ry 
of the reaction and solvation coordinate, respectively. 
Note that due to detailed balance of the considered 
process [3] the parameter e also enters the strength of 
the noise in the y direction and consequently renders 
the diffusion in the x-y plane anisotropic.

2 KRAMERS-LANGER THEORY

According to the classical theory by Kramers and 
Langer [4] a typical escape path leads over the sad­
dle point of the potential V(x, y). The resulting rate has 
the form of an Arrhenius law

r=7^-'«exp {—E}, (5)

where E = (4D)_1 is the activation energy in thermal 
units and k the transmission factor

K = \ I1 -T-7£+ [(! -7-7<02]1/2} • (6)

The Kramers-Langer theory is known to give the cor­
rect rate in the so-called weak noise limit, i.e. when 
D goes to zero [5]. Berezhkovskii and Zitserman have 
argued that the typical trajectories do not go over the 
saddle of the potential V(x,y) when the anisotropy pa­
rameter e is an additional small parameter [6]. Accord­
ingly, the rates are expected to grossly deviate from the 
Kramers-Langer result in this parameter region. In two 
recent publications [7] we presented a thorough numer­
ical analysis of this problem covering the relevant part 
of the parameter space spanned by D, c and 7. Fur­
ther, we compared the numerical results with different 
approximate analytic theories that are valid in particular



96

regions of parameter space.

3 THE SMOLUCHOWSKI EQUATION

An equivalent description of the process defined in (3) 
is given by the Smoluchowski equation that governs the 
time evolution of the probability p(x, y,t) of finding the 
system at the state (x, y) at time t. It reads

3/, <) = 7:p(r, 3/, *), (?)

where L is the Smoluchowski operator

I, = D

. (8)

The time evolution of the probability p(x,y,t) can be 
represented in terms of the eigenvalues A„ and the 
right- and left-eigenfunctions Pn(x, y) and Qn(x, y), re­
spectively, of the Smoluchowski operator being defined 
as

kPn{x,y) —

Qn(x, y) — AnC^n(x, y), (9)

where denotes the adjoint, or backward Smolu­
chowski operator [3]. The small eigenvalues govern the 
time evolution at large times and, hence, are of particu­
lar interest. If the transitions between two metastable 
states determine the slow motion of the system, the 
smallest non-vanishing eigenvalue yields the transition 
rates. It is separated by a large gap from the re­
maining eigenvalues that characterize fast relaxation 
processes. We found this type of spectrum of eigenval­
ues for all parameter values but those with very small 
coupling constants 7. The solvation coordinate then be­
comes extremely sluggish. It dominates the long-time 
behavior and the low-lying part of the spectrum consists 
of almost equidistant eigenvalues.
The rate regime covering the rest of the parameter 
space with not too small values of the coupling con­
stant 7 can still be subdivided into the Kramers-Langer 
regime in which the rate formula (5) applies with an ac­
curacy of better than 25% and the anisotropic regime. 
The former regime is characterized by the fact that the 
noise strength is the only relevant small quantity. In 
the latter regime the anisotropy parameter < is also 
small while the coupling constant has some intermedi­
ate value. Then the reaction coordinate almost instan­
taneously follows the motion of the solvation coordinate 
that moves in an effective bistable one-dimensional po­
tential [7]. This effective potential has a different bar­
rier height than the bare one. Consequently, in the 
anisotropic regime the rate deviates already in the ac­
tivation energy from the prediction of the Kramers- 
Langer theory.
In the rate regime the eigenfunctions belonging to 
the smallest non-zero eigenvalue M contain further 
relevant information about the long-time dynamics. The 
corresponding left-eigenfunction Qx(x,y) is either 1 or

-1 in most of the state space and changes within a nar­
row region between these two values. It can therefore 
be used as a site-localizing function [9]. Its node-line 
coincides with the stochastic separatrix [1] from which 
the system proceeds to either reactants or products 
with equal probability. Whereas in the Kramers-Langer 
regime the stochastic and the deterministic separa- 
trices coincide, the two considerably deviate in the 
anisotropic regime. The right-eigenfunction Pi{x,y) 
is given by the product of the left-eigenfunction and 
the equilibrium probability density being proportional 
to exp {-y(z, y)/D). The function p(x, y) that equals 
Px{x, y) where the latter is positive and zero elsewhere 
is a stationary current-carrying probability density. It 
describes a probability flux from sources distributed 
according to the equilibrium density to the stochastic 
separatrix which is absorbing. The probability flux 
through the stochastic separatrix as it varies along this 
curve indicates where most of the trajectories leave 
the initial metastable state. In the Kramers-Langer 
regime this predominantly happens near the saddle 
point. Preliminary results show that in the anisotropic 
regime the probability flux has two maxima away from, 
and a minimum at the saddle point. This indicates that 
indeed the exit from a metastable state need not lead 
over a saddle-point.
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THE NOVEL PHENOMENON OF NOISE-CATALYZED CHAOS-ORDER
TRANSITIONS

F. Gassmann

Numerical simulations of the Lorenzian water wheel have been used to investigate the influence of sto­
chastic noise on the lifetimes of chaotic transients. Whereas in one region of parameter space no noise 
dependency could be detected, a shortening of the lifetimes by more than four decades was found in an­
other region. This large effect was produced by a significant modification of the attraction basin of a qua­
sistable stationary state rather than by affecting the chaotic orbits before the chaos-order transitions oc­
curred. This novel phenomenon of noise-induced chaos-order transitions is not related to stochastic reso­
nance or other noise-induced effects.

1 INTRODUCTION

Complex systems often show ordered stationary or 
periodic states after a shorter or longer chaotic tran­
sient when initialized at random. As stochastic envi­
ronmental or internal noise is always present in natural 
systems, the combined effect of chaos and stochastic 
noise determining the time needed for the system to 
"find" an ordered state is of interest. Up to now much 
work has been devoted to investigations of noise- 
induced transitions from a given stationary state over 
a barrier to another stationary state. More recently, 
theoretical and experimental studies dealt with noise- 
induced escape from basins of different types of at­
tractors of dissipative, non-linear dynamical systems 
far from equilibrium. In contrast to these investigations, 
we are interested here in noise dependency of transi­
tions from chaos to a steady state. Franaszek [1] 
showed for the logistic map and the Henon map that 
chaotic evolution may be elongated by a maximum of 
about 20% when small amplitude noise is added and 
shortened with noise of larger amplitude. However, 
Blackburn, Gr0nbech-Jensen, and Smith [2] found no 
noise dependency for a mathematical pendulum with 
its point of suspension subjected to a harmonic verti­
cal displacement, neither in simulations nor experi­
mentally with an electronic analog. Also, recent inves­
tigations by Lai [3] with a diffusively coupled logistic 
map lattice revealed only a negligible effect for this 20- 
dimensional spatio-temporal system. Based on these 
results he concludes that "the presence of noise is not 
advantageous in attempts to reduce the transient life­
time".

<j>= to -r-Jmod 2n

1 n_1 1 
i>= —V VjSintpj----------to + o%

' *2
to

T i=li=0

Vi = , 0<vi <1
(D

8j = l 1for|<Pi-n|>7i" 

0 elsewhere

The system consists of n (here n = 12) buckets 
spaced equally around the rim of a wheel rotating 
around a horizontal axis. The top bucket fills when 
passing under the faucet (8; = 1) that delivers water at 
a steady rate. The buckets leak steadily, and a friction, 
proportional to angular velocity to dissipates energy. 
One arbitrarily chosen bucket defines the angular po­
sition <p and V| is the normalized water content in 
bucket i. Key parameters of the system are the time 
constants t0, ti and x2 signifying the time for an empty 
bucket to be filled, the time for a full one to get empty 
and the friction time constant (set to 1.8 s) respec­
tively. A last parameter r2 is the maximum angular 
acceleration exerted from a single full bucket and dis­
appears when time is normalized to t. Noise is cou­
pled to the system as additive torque noise, a stands 
for its amplitude and £ are numbers from a pseudo 
random generator with homogeneous distribution on 
the interval [-1,1]. A new random number is used for 
every time step At set to 0.2 s.

2 THE SYSTEM

We describe here results based on numerical simula­
tions of a Lorenzian water wheel with 12 buckets and 
thus 14 phase space dimensions that was inspired by 
the techno-scientific masterpiece exhibited at the 
Technorama in Winterthur. This water wheel was used 
for testing the numerical model based on the following 
equations approximately describing the real system:

3 RESULTS

Figure 1 shows an overview on the types of behavior 
found with computer simulations approximately inte­
grating Eq. (1) without noise. The results of 60 x 200 
randomly initialized transients of at most 200 000 time 
steps each are shown. Detected ordered states were 
the stationary states, all symmetrically oscillating pen­
dulum states with different amplitudes, periodic rolling



98

states with variable angular velocity but without 
changes of sign and other periodic states with periods 
shorter than 80 s. The latter were defined by maxima 
of the autocorrelation of ro exceeding 0.97. If none of 
these states were detected after 200‘000 time steps, 
the asymptotic state at the respective parameter va­
lues is either chaotic or has a period longer than 80 s 
or the chaotic transient exceeds 40 000 s. For para­
meter combinations indicated by points A and B, tran­
sition times to ordered states (mainly stationary rota­
tions) for randomly initialized transients quickly ap­
proaching the chaotic attractor were statistically ana­
lyzed and found to be exponentially distributed analo­
gous to radioactive decay statistics [1,2,4]. In point A, 
no noise effect could be observed as described in [2],

0.1 0.5 0.9
= r1/(nr0)

Fig. 1: Solution types on the & - t-j plane for = 1.8 s 
and n = 12 without noise. Detected states are station­
ary (light grey), rolling (grey), pendulum (dark grey) 
and other states with short period (white). The area 
with no detected short-periodic states (black) contains 
chaos, states with long period and very long chaotic 
transients. The vertical lines are theoretical stability 
limits for the stationary rotation [4]. A and B are the 
two points to be investigated here: at A no and at B 
very large noise dependency of the lifetimes of chaotic 
transients was found.

In contrast to previously known results, 28 series of 
10 000 chaotic transients with parameters according to 
point B revealed a very large noise dependency of 
their mean lifetimes as shown in Figure 2. To our 
knowledge, such important noise-induced shortening 
of mean transition times to an ordered state by more 
than 3 decades is reported here for the first time. At

noise amplitudes exceeding 0.5 s'2 a sharp increase 
of mean transition times arises from noise-induced 
escape from the steady state back to the chaotic at­
tractor, a well known process that can be described by 
an Arrhenius relation. Inspection of many transitions 
by a method described in detail in [4] shows that the 
novel noise effect cannot be understood as a noise- 
induced escape from the chaotic attractor but rather 
as a noise-induced trapping of the chaotic trajectories 
by a probabilistic basin of the attractor for the sta­
tionary states. In addition, we show in [4] that the 
shortening of chaos lifetime increases to over 4 deca­
des with decreasing time step so proving the physical 
reality of the novel phenomenon.

Noise Amplitude cr (sec 2)
Fig. 2: Noise dependency of mean transition times 
from chaos to a stationary state at point B. Error bars 
indicate ± twice the standard deviation.

4 CONCLUSIONS

The here reported noise-catalyzed spontaneous 
emergence of order out of chaos is clearly different 
from the well known stochastic resonance [5]. The 
general characterization of systems and locations in 
parameter space showing this novel large noise effect 
is at the moment an open question. Potential fields of 
interest might be biological evolution theory, cognition 
physiology, economy, ecology, climate dynamics or 
other research areas dealing with complex multistable 
systems subjected to high noise levels. Further, as in­
teresting technical applications of stochastic reso­
nance emerge now, 15 years after discovery of the 
phenomenon, such applications of our novel effect are 
to be expected for the future.
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SWISS TAXATION POLICIES TO CURB C02 EMISSIONS

O. Bahn, E. Fragniere (HEC-Lausanne, Switzerland), S. Kypreos

This study offers insights about the design of economically efficient policies to curb carbon dioxide (COJ 
emissions in Switzerland. The method uses MARKAL, a bottom-up engineering model of the energy sys­
tem. Based on a stochastic programming approach, this study proposes as a first option the introduction of 
a hedging carbon tax. Using then a multinational MARKAL model, this study considers as a second alter­
native an international co-operation to curb jointly C02 emissions by means of a uniform carbon tax.

1 INTRODUCTION

Sustainable development requires avoiding drastic 
climate change. To this end, the United Nations 
Framework Convention on Climate Change called in 
1992 for the “stabilisation of greenhouse gas concen­
trations in the atmosphere’’. Stabilising concentration 
at a “safe” level may require significant C02 emission 
reduction. This in turn might require major changes in 
energy markets and systems. It is therefore important 
to design economically efficient policies to curb COa 
emissions. This paper gives some insights for Swit­
zerland, using MARKAL models. It studies specifically 
Swiss taxation options to reduce C02 emissions. A 
detailed report of this study can be found in [2].

2 NATIONAL TAXATION OPTIONS

To study the curbing of Swiss C02 emissions by 
means of a carbon tax, we first follow a scenario-by- 
scenario analysis with a MARKAL model for Switzer­
land [5]. We analyse three scenarios for C02 emission 
control: baseline (no reduction), cumulative stabilisa­
tion (relative to 1990, between 2000 and 2030), and 
cumulative 10% reduction (relative to 1990, between 
2000 and 2030) to reach by 2030 a 20% reduction 
(from the 1990 level). The associated C02 emission 
levels are given in Figure 1. Swiss MARKAL computes 
also the marginal costs of C02 reduction. They corre­
spond to the carbon taxes needed to reach the speci­
fied C02 emission control targets. These taxes are 
high, especially in the reduction scenario. Indeed, it 
requires a tax that increases from 23 Swiss cents per 
litre of gasoline in 2000 to 1 SFr in 2030.

We believe that such costs may go beyond the limits 
of the Swiss willingness to pay for avoiding climate 
change, which is still perceived as an uncertain threat. 
Alternative taxation policies should therefore be found. 
This paper proposes as a first option a hedging taxa­
tion strategy. It is designed with a two-stage stochastic 
version of Swiss MARKAL [4]. We consider again 
three alternative C02 emission control policies (no 
reduction, cumulative stabilisation and 10% reduction) 
that define three states of the world (SW1, SW2 and 
SW3, respectively) to which an assumed probability 
(25%, 50% and 25%, respectively) is associated. We 
have chosen this probability distribution following a 
Bayesian approach, that reflects our level of conf-

dence in the different outcomes. We suppose further­
more that all uncertainties related to climate change 
will be resolved by the year 2010. The decisions to be 
taken before 2010 are common to the three states of 
the world. They constitute the hedging strategy. The 
corresponding C02 emission levels are also given in 
Figure 1.
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Fig. 1: C02 emission paths for deterministic (dashed 
lines) and stochastic (solid lines) cases.

For the years 2000 and 2005, the stochastic Swiss 
MARKAL model provides only one set of marginal 
costs. This defines a hedging taxation strategy, 
namely a tax to be imposed on C02 emissions to 
hedge for climate change. This tax is low (around 9 to 
11 Swiss cents per litre of gasoline) and thus more 
easily acceptable by taxpayers. Its introduction corre­
sponds to a “least regret” strategy, which balances 
present regret of imposing premature and costly emis­
sion reduction with future regret of neglected reduction 
in the past. After 2010, when uncertainties about cli­
mate change are resolved, taxes are either removed 
(when SW1 occurs), or adjusted to meet the C02 re­
duction targets (SW2 and SW3). In particular, carbon 
taxes to achieve a cumulative 10% reduction are 
again high (from 42 Swiss cents per litre of gasoline in 
2010 to 1.11 SFr in 2030). We believe thus that the 
hedging taxation strategy is a good short term strat­
egy. But in the longer term, if the necessity to reduce 
significantly C02 emissions is confirmed, another 
taxation policy should be found.
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3 INTERNATIONAL UNIFORM TAX

An efficient alternative taxation policy for Switzerland 
can be designed at the international level. For 
(industrialised) countries committed to reduce their 
emissions by a given level, a suitable strategy is to 
introduce a uniform carbon tax. It enables one to 
reach the committed overall reduction target at least 
cost, taking into account differences in national emis­
sion reduction costs. The idea is to share reduction 
efforts among the participating countries, such as to 
equalise their marginal abatement costs. This level 
gives the value of the uniform tax to be imposed in 
each country.

To illustrate the benefits to be gained from harmonisa­
tion of marginal reduction costs, we have simulated a 
co-operation among three European countries 
(Belgium, the Netherlands and Switzerland), using a 
multinational MARKAL model [3]. Two scenarios re­
lated to C02 emissions are considered: baseline (no 
reduction), and cumulative 10% reduction (relative to 
1990, between 2010 and 2030). Along with this reduc­
tion scenario, two situations are simulated. When each 
country reduces separately its C02 emissions, and 
when the same overall reduction is obtained at the 
international level. This second situation is simulated 
by the multinational MARKAL model.

The uniform carbon tax computed by the multinational 
MARKAL model is rather low: from 9 Swiss cents per 
litre of gasoline in 2010 to 24 in 2030. Moreover, when 
harmonising their emission reduction efforts, Belgium, 
the Netherlands and Switzerland can expect savings 
of about 2.6 billion SFr (1990) over 20 years. The 
model indicates also that Belgium and Switzerland 
have a direct profit from the co-operation, whereas the 
Netherlands has to bear an increase in its total abate­
ment costs. Indeed, when co-operating, Belgium and 
Switzerland are “allowed” to emit more C02, whereas 
the Netherlands, given its lower marginal cost of re­
duction, has to compensate by reducing further its 
emissions. To secure the co-operation of the Nether­
lands, it must be compensated for its total abatement 
cost rise. Belgium and Switzerland can offer the Neth­
erlands (through compensation payments) a “fair” 
sharing of their co-operation dividends, to ensure that 
every country receives a net benefit from the co­
operation [1].

4 CONCLUSIONS

Curbing C02 emissions in Switzerland turns out to be 
costly, compared with other industrialised countries. 
We believe that the high carbon tax necessary to 
achieve a cumulative 10% reduction between 2000 
and 2030, as estimated by the Swiss MARKAL model, 
may not be easily accepted by the Swiss taxpayers. 
As a first alternative taxation policy, we propose to 
introduce a low level carbon tax, as computed by the

Swiss stochastic MARKAL model, to hedge for climate 
change. This would gain time to resolve scientific and 
policy uncertainties surrounding the climate change 
issue, and to proceed with future more efficient (both 
in term of emission and energy) technologies [6]. In 
the longer term, if the necessity to significantly reduce 
C02 emissions is confirmed, an efficient taxation policy 
could be designed at the international level (uniform 
carbon tax, as estimated by the multinational MARKAL 
model), by harmonising emission reduction efforts 
among willing (industrialised) countries.

The international taxation policy approach enables one 
to take into account differences in national emission 
reduction costs. Moreover, transfer payments can be 
set up to fairly divide the co-operation dividends 
among the participants, to ensure that each receives a 
net benefit. In a modified form, this approach could be 
extended to include developing countries [2]. From this 
perspective, a “Joint Implementation” strategy allows 
to integrate issues of economic efficiency, ecological 
integrity and international equity. We believe thus that 
international co-operation to control C02 emissions is 
a valuable policy to achieve a sustainable future with­
out drastic global climate change.
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MODELLING REGIONAL TRADE OF C02 CERTIFICATES

B. Bueler (IFOR-ETHZ & PSI), O.Bahn, S. Kypreos, H.-J. Luthi (IFOR-ETHZ)

Many countries have developed energy models (such as MARKAL-MACRO—MM) to assess their energy 
policies, in particular concerning the curbing of their carbon dioxide (CO2) emissions. To integrate national 
MM models, we propose a multi-regional MARKAL-MACRO (3M) model. It enables one to study an inter­
national co-operation to curb jointly COz emissions through a market of emission permits. Furthermore, 
from a decision support perspective, the 3M model can be used to integrate aspects of ecological sustain­
ability (in relation to the global climate change issue), economic welfare, efficient resource use and tech­
nological innovation. To solve 3M, we follow two alternative mathematical methods.

1 INTRODUCTION
To assess energy policies designed to curb C02 
emissions, many countries have developed energy 
models, such as MARKAL and MARKAL-MACRO 
(MM). To evaluate the dividends to be gained from co­
operating on C02 abatement using these tools, one 
can integrate these models. The coupling of national 
MARKAL models, by introducing global environmental 
constraints and minimising the overall energy costs, 
has been reported in [1]. This paper is concerned with 
the integration of national MM models into a competi­
tive economic equilibrium framework to study an inter­
national market of emission permits [2], It is the first 
effort towards the development of a regionalised 
global trade model that considers explicitly, through 
rich technological details, the reference energy system 
of each region. The integration of national MM models 
consists first in extending them by coherent trade and 
budget relationships. As a second step, two mathe­
matical approaches are followed to obtain alternative 
formulations. Numerical applications shall be reported 
in forthcoming publications.

2 MARKAL-MACRO
MM [3] is a link of two sub-models: MARKAL, a bot­
tom-up engineering model of the energy system, and 
MACRO, a top-down macro-economic growth model. 
It enables one to study equilibrium on national energy 
markets. Its specificity is the following. First, it contains 
through rich technological details a sophisticated de­
scription of the energy sector (MARKAL), from primary 
sources to energy services. Second, it uses an aggre­
gate production function for the rest of the economy 
(MACRO).

The mathematical formulation of MM is cast as a con­
vex non-linear optimisation problem, where equilibrium 
on energy markets is determined by a single optimisa­
tion. The model maximises a utility function U, defined 
as the integral over a time horizon T of the discounted 
logarithm of consumption Ct. The production function, 
which performs the linkage between the MARKAL and 
MACRO sub-models, is a nested constant elasticity of 
substitution function. It relates economic output Yt to 
the primary inputs capital Kt, labour Lt and energy 
services Dkt (k are the categories of energy services). 
It allows substitution between the pair capital-labour

and energy services, when the relative prices change. 
Accumulation of capital Kt depends on new invest­
ments lt and on depreciation of existing capital. De­
mands for energy services Dkt are primarily deter­
mined by economic output (MACRO), prices of energy 
services (MARKAL) and exogenous parameters 
(elasticity of substitution and energy efficiency im­
provement independent of price changes). Economic 
output is distributed between consumption, investment 
and the payment of energy costs ECt (computed by 
MARKAL, include the cost of curbing pollutant emis­
sions).

3 MULTI-REGIONAL MARKAL-MACRO
Let us suppose that a group of R regions (e.g. coun­
tries) decides to co-operate to curb their C02 emis­
sions. This co-operation is implemented through a 
market of emission permits, to reach overall reduction 
targets. In addition to these permits, the regions may 
exchange other tradable goods. To study these mar­
kets, we propose a multi-regional MM (3M) model.

Before describing 3M, let us introduce some additional 
notations. We denote by xgAt the net export of good g 
by region re A in period t e T, and by pg the market 
price of g. By dropping indices for x, we mean the 
corresponding vector, like xgr = (xgr)T which contains 
all time-related components. Furthermore, vT denotes 
thereafter the transpose of vector v, and uTvthe scalar 
product of vectors u and v. Currently, our model con­
siders only two goods: good 0, an aggregate good in 
monetary unit (numeraire good) whose price p0 is a 
price index; and good 1, the C02 emission permits. 
For the latter, we denote by w0 r the initial allocation 
(endowment) of permits for region r. To take inter­
regional trade into account, regional MM models are 
modified as follows. First, the economic output of each 
region rcan also be used for export:

Yr,t — Crf + Irf + FCr,t + Xo,rf-

And second, each region r cannot emit more C02 
(EMrt) than the amount of permits it possesses (initial 
endowment minus net export of permits):

EMr>1 5 w\r,t ~ x1,r,t ■

The 3M model can then be formulated following two 
equivalent alternatives.
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3.1 Market equilibrium conditions

In this approach, a budget constraint is first added to 
each regional MM model:

Po*o,r + PiT *v 5 °.

to ensure that, for each region r, trade accounts are 
balanced over the model time horizon. Let now p* = 
(p0*, Pi*) denote market equilibrium prices. 3M can 
then be formulated as the following four conditions 
(E1)-(E4), which define the markets’ equilibrium:

(E1) Each region r maximises its utility Ur.

(E2) At the markets’ equilibrium, there is an excess 
of supply over demand:

e(p*)r = (£?=1X°,r(P*), X*1 *1/(P*)) * 0.

(E3) Equilibrium prices are feasible: p*> 0.

(E4) Prices for goods in strict excess at the markets’ 
equilibrium are zero: p*T e{p*) = 0.

Based on the excess function e(p), the equilibrium 
conditions (E1)-(E4) can be cast as the following 
variational inequality problem (VIP):

{Find p*eSR+: e(p*)T (p-p*)>0, Vpe9t+|.

Given pseudo-monotonicity of e(p), a cutting plane 
algorithm can be applied to solve this VIP formulation. 
Finally, let us notice that the computation of e(p) re­
quires only the solving at each iteration of R inde­
pendent optimisation problems, which we do in parallel 
on a network of independent workstations.

3.2 Aggregated utility function

An alternative approach consists in aggregating, with 
appropriate weights qr (r e R) called Negishi weights
[4], the regional utility functions into a global welfare 
function. 3M is then formulated as follows:

max 'Lltrirur 

s.t.

regional MM equations, Vr e R.

The first constraint of this problem corresponds to a 
global excess constraint. Let p = (p0, p?) denote the 
dual variables associated with it for a given Negishi 
weights vector tj. Then q* corresponds to an equilib­
rium if and only if the budget constraint holds for each 
region re R, namely if:

p7xo,r + p7xi,r =0, Vr e R.

To solve this problem, one has to determine appropri­
ate Negishi weights. This is done through an iterative 
approach that increases qrwhen region rdoes not use 
all the wealth it could have (pTer > 0), and decreases it 
otherwise.

The much larger optimisation problem induced by the 
Negishi-formulation can imply computational intracta­
bility, when the number R of regions to be solved in­
creases. However, by dualising the global excess 
constraint, the problem can be decomposed, so as to 
solve again at each iteration R independent optimisa­
tion problems, which we do in parallel on a network of 
independent workstations.

4 CONCLUSIONS

Multi-regional energy models can contribute to evalu­
ate the economic implications of international policy 
co-ordination for C02 emission abatement. The 3M 
model we propose enables one to study an interna­
tional market of C02 emission permits. From a deci­
sion support perspective, 3M can be used to integrate 
aspects of ecological sustainability (in relation to the 
global climate change issue), economic welfare, effi­
cient resource use and technological innovation. Fur­
thermore, the specificity of our approach is to use 
regional models that are developed by local expert 
teams, but are structurally consistent.

The mathematical methods we use for integrating 
regional MM models, namely the VIP and Negishi 
approaches, are general. They can in principle be 
used to couple other kinds of models into an economic 
equilibrium framework. The implementation of these 
methods has been done in parallel on a network of 
independent workstations. This is a clear advantage 
for solving large multi-regional models, when the num­
ber of regions is large.
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