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Vorwort

In diesem Béndchen sind einige Beitrage zum Gebiet ‘Bildgebende Verfahren
in Biologie und Medizin’ zusammengestellt. Sie stammen sdmtlich aus dem
‘Institut fiir Biomathemathematik und Biometrie’, IBB, am ‘Forschungszen-
trum fiir Umwelt und Gesundheit’, GSF, in Miinchen/Neuherberg, und sei-
nem engeren Umfeld. Mein Ziel war es, zu sichten, was in und um diesen
Themenkreis herum an Wissen und sonstiger Kompetenz in meiner niaheren
Umgebung vorhanden ist.

Einige am IBB etablierte Gebiete wie Rontgen-Mammographie oder funk-
tionelle Magnetresonanztomographie, wurden ausgeblendet. Der Grund ist
die Fokussierung auf ein nicht exakt definierbares, neues Gebiet der Bildge-
bung, das unter dem Namen ‘Molekular Imaging’ kursiert und derzeit Furore
macht. Eine gewisse Eingrenzung aus Sicht der Radiologie erlaubt folgendes
Zitat aus der Zusammenfassung des Artikels R. WEISSLEDER & U. MAH-
MOOD (2001):

The term molecular imaging can be broadly defined as the in vi-
vo characterization and measurement of biological processes at
the cellular and molecular level. In contradistinction to ‘classical’
diagnostic imaging, it sets forth to probe the molecular anoma-
lities that are the basis of disease rather than to image the end
effects of these molecular alterations. While the underlying bio-
logy represents a new arena for many radiologists, concomitant
efforts such as development of novel agents, signal amplification
strategies, and imaging technologies clearly dovetail with prior
research efforts of our speciality. Radiologists will play a leading
role in directing developments of this embryonic but burgeoning
field. '

Daraus erhellt unmittelbar einer der Griinde fiir unser Interesse an dieser
Materie: Wo Radiologie und Bildgebung sind, sollten Mathematische Model-
lierung, Statistische Inferenz und Signal- bzw. Bildanalyse nicht weit sein.
Am IBB wurde eine gewisse Kompetenz auf diesen Gebieten aufgebaut. Vor
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dem Hintergrund eines exzellenten Umfeldes in den Gebieten der Genomik,
Proteomik, Metabolomik, Cellomik und Molekularbiologie im allgemeinen
an der GSF ist damit klar, daf§ sich das IBB dieser Aufgabe einfach nicht
entziehen kann.

Unterstrichen wird dies durch eine Reihe weiterer Aktivitdten. Eine Vor-
tragsreihe mit Kollegen aus der Radiologie vom Klinikum Rechts der Isar,
unter Leitung von Prof. Schwaiger und Prof. Lasser, hat stattgefunden, er-
ste wissenschaftliche Zusammenarbeiten haben begonnen. Am IBB lauft ei-
ne Seminarreihe zum Thema, aus der einige der hier préisentierten Beitrige
hervorgegangen sind. Sondierende Gesprédche und eine Sichtung der an der
GSF vorhandenen Gerite findet zusammen mit Vertretern der Genetik ge-
genwértig statt. Schliefllich wird vom IBB im Juni 2004 ein international und
hochkarétig besetzter Workshop zum Molecular Imaging ausgerichtet.

Wir hoffen, mit dieser Sammlung einen Beitrag zu dem skizzierten Projekt
leisten zu kénnen. Ich danke allen beteiligten Kolleginnen und Kollegen fiir
ihre Zu- und Zusammenarbeit. Besonders danke ich Frau Annemarie Helmer
fiir die Hilfe bei der Edition.

Miinchen/Neuherberg, 1. Mai 2004 Gerhard Winkler
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Biomedical Imaging

Brigitte Forster*, Rupert Lassert

Abstract

This report is intended as a brief introduction to the emerging scientific field
of Biomedical Imaging. Focus is on emphasizing the breadth of the subject,
on the one hand, and to indicate future fields of research, on the other hand.
Hopefully, it serves as a guide to the identification of starting points for the
research in ‘Biomedical-and /or Molecular Imaging’ at the GSF-National Re-
search Center for Environment and Health. This may help to reveal research
chances and opportunities in this context, in order to invigorate the future
foundations of research groups, for example young researcher’s groups. The
report starts with a brief sketch of the history. Then a - necessarily incom-
plete - list of research topics is presented. It is organized in two parts: the
first one addresses medical imaging, and the second one is concerned with
biological point aspects of the matter.

*Biomedical Imaging Group EPFL LIB, Bat. BM 4.134
Swiss Federal Institute of Technology Lausanne
CH-1015 Lausanne, Switzerland
brigitte.forsterQepfl.ch , www.brigitte-forster.de
tInstitute of Biomathematics and Biometry
GSF - National Research Center for Environment and Health,
Postfach 1129, D-85758 Oberschleilheim, Germany,
lasser@gsf.de, http://ibb.gsf.de






Before we start...

...1it is evident that twenty-first-century medicine will present a
culmination of continuing evolutionary developments in multidi-
mensional image visualization and analysis.

Richard A. Robb
Head of the Biomedical Imaging Resource
at Mayo Clinic/Foundation [49]
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Chapter 1

Introduction

Biomedical imaging is an extremely active and quickly developing field. About
five to ten years ago the main topics were image enhancement such as de-
noising and coding/compression of images. Today feature detection, 3-D vi-
sualization and real time processing with classical deterministic methods but
more and more with soft computing are areas of modern research. In the
following we will describe these areas in detail.

Today, biomedical imaging can be divided into two main parts: The medical
one, where modeling and visualization of the body for diagnosis, surgery and
training is emphasized, and the biological part, where the task lies in mea-
surement, visualization, and simulation of chemical and physical reactions
on the micro- and even the nanoscale. On small scale, genomics, proteomics,
metabolomics, and cellomics, are the regions of interest; on a larger scale fea-
tures like shape and evolution of organic matter are of interest, as in order
to study the relation between the genome, and its function. At the GSF - for
example - focus is on the mouse model.

We will start with medical imaging, the various modalities and its positive
and critical sides. Then we mention the problems and tasks of classical image
processing and give information on the new advances in soft computing.
We continue with further modalities for biological imaging and the nanoscale,
and proceed as for medical imaging with the questions of modern research in
this area.






Chapter 2

On the history of biomedical
imaging

The beginning of biomedical imaging lies in 1890s, when Wilhelm Roentgen
accidentally discovered X-rays. He observed that if he aimed a cathode-ray
tube’s X-rays through a persons hand at a chemically coated screen, he could
see the bones in the hand clearly on the screen.

Over the next few decades, X-rays grew into a widely used diagnostic tool.
The great strength of X-rays are their high resolution and their ease of use.
On the other hand, X-rays do not distinguish well between tissues of similar
densities, capture only a slice of the body’s three-dimensional structure and
expose the patient to potentially harmful radiation.

For more than half a century, the science of medical imaging grew steadily
but slowly, as incremental improvements were made in the X-ray technique.
In the early 1970s that growth kicked into high gear with the appearance of a
new imaging technique: computerized tomography (CT). By taking a series
of X-rays from various angles and then combining them with a computer,
CT made it possible to build up a three-dimensional image of any part of
the body.

This development lead to a flood of new medical imaging tools working ac-
cording to various physical principles. But they have one thing in common:
The new machines all depend on computers to construct the images from a
mass of data that is collected electronically instead of on film.

In the early 1980s, CT was joined by a completely different way of taking
pictures of the body’s interior: magnetic resonance imaging, or MRI. Instead
of passing X-rays through the body, MRI relies on a strong magnetic field and
a radio signal that together trigger atoms in the body to send out signals of
their own. By collecting and analyzing these signals, it is possible to compute

11



12 B. Forster, R.Lasser: Biomedical Imaging

a three-dimensional image which, like a CT image, is normally displayed in
two-dimensional slices.

Although MRI avoids harmful radiation by using a magnetic field and radio
signals instead of X-rays, it has the disadvantage of less resolution than CT.
What made MRI nonetheless a valuable complement to CT is that it provides
very different information about the body, since it responds to the prevalence
of particular types of atoms, such as hydrogen and thus offers information
about tissue.

In the past several years, two other imaging techniques have joined CT and
MRI. In positron emission tomography, or PET, a patient ingests or is in-
jected with a slightly radioactive substance that emits positrons, which can
be monitored as the substance moves through the body. Where CT and MRI
are mainly valuable in viewing the body’s internal structures, PET is also
useful in tracking its metabolism.

Closely related to PET is single-photon emission computed tomography, or
SPECT. The major difference between the two is that instead of a positron-
emitting substance, SPECT uses a radioactive tracer that emits high-energy
photons.

Another techniques is ultrasound. Ultrasound makes an image by bouncing
sound waves that are then converted into a picture. It is known by many for
its pictures of babies in the womb, but is also widely used to measure blood
flow.

This array of tools is changing the way medicine is practiced, giving doctors
much more information than ever before diagnose disease or injury. Not only
doctors but medical researchers are putting the new tools to use. After all,
although X-rays are over 100 years old and CT scans over 25, most of the
tools are still relatively new, with much of their potential still to be tapped.

Many of the advances will come in data processing. Because most of the
images are constructed by computer from a collection of electronic data,
image quality depends on the power of the computer and the caliber of its
software and there is plenty of room for improvement of both. PET and
SPECT images could be sharper, for example. Both rely on mathematical
calculations to determine the location from which a positron or photon was
emitted. Imprecise calculations show up as fuzz in the picture. For many
applications scientists know how to get better images from the data than are
produced by current devices, but the necessary calculations take so long that
they are impractical.

Many of today’s medical images are processed digitally. This opens up many
new possibilities. Data can be manipulated to enhance image quality. The
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information for images can also be transmitted to other locations over tele-
phone lines, and various images even those from different types of machines
can be compared and fused into composites. All of this requires specialized
methods, computer software and hardware, which researchers are developing
and refining.

To improve data processing, many researchers are looking to enhance the
ways data are collected, for example to avoid contrast media in the patients
body or to reduce X-ray dose.

Recent exiting advances were reached by the ability to use MRI not just
to image static internal structures but to monitor body activities, such as
blood flow and brain activity. So-called functional MRI can be performed
with existing MRI machines, but will be much more effective with the next
generation devices.

Another approach is to combine imaging techniques. In many cases the imag-
ing techniques by itself are not completely adequate, but they provide com-
plementary information and the whole may be more than the sum of its
parts.

There are many other important and promising research topics in biomedical
imaging. A detailed description can be found in the following chapter.

(Source: Adapted from [59].)






Chapter 3

Medical Imaging

As recently as 25 years ago, a physician or a surgeon who suspected the
presence of a tumor in a patient had few options. Order x-ray studies to
define and localize the tumor as accurately as the pictures would permit.
Schedule the patient for surgery and examine the tumor directly, excise a
portion of the unhealthy tissue for biopsy, remove the tumor if possible, and
explore surrounding tissues to determine whether the cancer had spread.

Over the last quarter century, refinements in imaging technology have sub-
stantially broadened the range of medical options. Current imaging tests now
provide much clearer and more detailed pictures of organs and tissues than
were possible previously. imaging already has had a lifesaving effect in de-
tecting some early cancers. X-ray mammography, for example, has saved the
lives of many women by revealing the presence of very small cancers before
they could be detected by physical examination. Computed tomography (CT)
and ultrasound permit physicians to guide long, thin needles deep within the
body to biopsy organs, often eliminating the need for an open surgical proce-
dure. CT can reveal whether a tumor has invaded vital tissue, grown around
blood vessels, or spread to distant organs; important information that can
help guide treatment choices.

The potential of imaging to improve cancer treatment extends well beyond us-
ing imaging information to help select effective treatments or preventives. For
example, combining precise imaging techniques with radiation sources and
high performance computing is significantly improving our ability to shape
radiation treatment to the tumor’s three-dimensional contours. In principle,
imaging techniques can be interfaced with other tumor-killing approaches —
toxic chemicals, gene therapy, heat, and cold — to more precisely guide tissue
destruction at the tumor site.

Being able to distinguish between cancerous and normal tissue and deliver

15



16 B. Forster, R.Lasser: Biomedical Imaging

treatments only to diseased tissue in a minimally invasive way will potentially
minimize surgical trauma, short recovery time, and reduce health costs.

Although it sees clear that better imaging tools will improve patient care, we
need better ways of measuring that improvement. Improved methodologies
to assess the ultimate value of diagnostic tests are needed.

The goals for further research work are

e Develop and validate imaging technology and agents.

e Develop imaging techniques that identify the biological properties of
precancerous or cancerous cells.

e Develop minimally invasive imaging technologies.

e Foster interaction and collaboration among imaging scientists and basic
biologists, chemists and physicists to help to advance imaging research.

(Source: Adapted from [43]. Many more resources to this section can be found

in [17].)

3.1 Modalities

X-ray

For imaging purposes, X-rays are generated by the interaction of accelerated
electrons with a target material — usually tungsten. A heated cathode tube
is the source of the electrons which are accelerated by applying a voltage of
about 100 keV between the cathode and the tungsten anode. The X-ray tube
is placed one or more meters from the patient. As the emitted X-rays pass
through the patient, they are deflected by the bodily tissues and recorded by
a detector on the opposite side. The most common detector is silver halide
film, which is darkened by the interaction of the transmitted photons. Thus,
darker areas indicate high transmission intensities while brighter areas show
places of low exposure.

X-rays are deflected and absorbed to different degrees by the various tissues
and bones in the patients body. The amount of absorption depends on the
tissue composition. For example, dense bone matter will absorb many more
X-rays than soft tissues, such as muscle, fat and blood. The amount of de-
flection depends on the density of electrons in the tissues. Tissues with high
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electron densities cause more X-ray scattering than those of lower density.
Thus, since less photons reach the X-ray film after encountering bone or
metal rather than tissue, the X-ray will look brighter for bone or metal.

A problem arises when using X-rays to distinguish between blood vessels and
the surrounding tissues because they are very close in composition. They do
not contrast enough to distinguish on the detector film. To increase image
contrast, a dense fluid with elements of high atomic number (“heavy atoms”
such as iodine or barium) can be injected or swallowed during the X-ray
exposures. The movement through the body vasculature of a “contrast agent”
such as an iodinated compound can be visualized by acquiring a sequence of
X-rays. The iodine or barium agent absorbs photons more than blood and
tissue because the density is higher and the elements iodine and barium have
a high atomic number which gives rise to more photoelectric absorption.

As recording media the target material in a cassette was used for long. Over
the years, innovation has brought better imaging but fundamental limitations
imposed by cassettes have remained. Alignment issues, dust artifacts, light
leaks, and quality control delays comprise image quality. Direct Digital ra-
diography captures the radiographic image directly into digital format. This
process is cassette-free, saves money and time spent for handling cassettes
and gives high resolution and good imaging quality.

(Source: (8], [33].)

Computed Tomography CT

Computed tomography (CT) became generally available in the mid 1970’s
and is considered one of the major technological advances of medical science.
X-ray CT gives anatomical information on the positions of air, soft tissues,
and bone. Three dimensional imaging is achieved by rotating an X-ray emit-
ter around the patient, and measuring the intensity of transmitted rays from
different angles.

Unlike conventional X-ray transmission, X-ray CT does not use film to de-
tect the transmitted gamma rays. Instead, the photons are collected by an
electronic device which converts the X-ray photons into an electric current.
Either a solid state device or a crystal scintillator is used to make visible
light from the X-rays. Then the light photons are converted to electrons in a
photoelectron multiplier tube (PMT). The result is an electric current whose
magnitude is proportional to the initial energy of the X-ray photon.

X-ray CT techniques offer excellent spatial resolution, but have very limited
soft tissue contrast. Contrast in CT is determined primarily by the electron
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density of the materials imaged. Bone is the only tissue in the body with
dramatically different electron density; soft tissue generally have very similar
electron densities and atomic number.

(Source: [8], [29].)

Magnetic Resonance Imaging MRI

Magnetic Resonance Imaging (MRI) has evolved into one of the most pow-
erful non-invasive techniques in diagnostic clinical medicine and biomedi-
cal research. The technique is an application of nuclear magnetic resonance
(NMR), a well known analytical method of chemistry, physics and molecu-
lar structural biology. MRI is primarily used as a technique for producing
anatomical images, but as described below, MRI also gives information on
the physical-chemical state of tissues, flow diffusion and motion information.
Magnetic Resonance Spectroscopy (MRS) gives chemical/composition infor-
mation.

Most elements have at least one reasonably abundant isotope whose nucleus
is magnetic. In biological materials, the magnetic nuclei of 'H, 3C, #Na,
31p, and 3%K are all abundant. The hydrogen nucleus (a single proton) is
abundant in the body due to the high water content of non-bony tissues.
When the body is immersed in a static magnetic field, slightly more protons
become aligned with the magnetic field than against the static field. At 0.25
Tesla and 25°C the difference between these aligned populations of about
one proton in a million produces a net magnetization. A rapidly alternating
magnetic field at an appropriate resonant frequency in the radio frequency
range, applied by a coil near the subject or specimen in the static magnetic
field, changes the orientation of the nuclear spins relative to the direction of
the static magnetic field.

These changes are accompanied by the absorption of energy (from the alter-
nating magnetic field) by nuclei which undergo the transition from a lower
energy state to a higher one. When the alternating field is turned off, the
nuclei return to the equilibrium state, emitting energy at the same frequency
as was previously absorbed. The nuclei of different elements, and even of
different isotopes of the same element, have very different resonance frequen-
cies. For a field of 0.1 Tesla, the resonance frequency of protons is 4.2 MHz
and that of phosphorus is 1.7 MHz. Thus, the magnetic nuclei in the body,
when placed in a static magnetic field, can be thought of as tuned receivers
and transmitters of radio frequency energy.

The principal components of the MRI machine are the magnet, radio fre-
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quency coils and the gradient coils. Magnet types in current use are of the
superconducting, resistive and permanent magnet designs ranging in strength
from 0.08 to 4 Tesla. The majority of MR systems use superconducting mag-
nets which provide fields of high strength and stability. Most currently pro-
duced magnets are based on niobium-titanium (NbTi) alloys, which are re-
markably reliable, but require a liquid helium cryogenic system to keep the
conductors at approximately 4.2 Kelvin (—268.8°C). The radio frequency
coils used to excite the nuclei usually are quadrature coils which surround
the head or body, but small (e.g., 6-10 cm) flat coils placed on the surface of
the head or body are also used. Besides being the essential element for spa-
tial encoding, the gradient-coil sub-system of the MRI scanner is responsible
for the encoding of specialized contrast such as flow information, diffusion
information, and modulation of magnetization for spatial tagging.

MRI contrast is determined by the relaxation parameters of the water in
tissue; the intrinsic contrast between soft tissues in MRI is many times what
it is for CT. For example, the white matter of the brain has 12 % lower CT
number than the gray matter, while white matter has a 140 % higher signal
than gray matter in an MRI examination. Another important advantage of
MRI is the ability to obtain views at arbitrary positions and orientations. On
the other hand, MRI is sometimes limited by its spatial resolution properties
and long imaging times.

(Source: (8], [29].)

Spin-Echo Magnetic Resonance Imaging

In spin-echo MRI, gradients and Fourier analysis are used to perform three-
dimensional imaging. Other techniques of MRI, such as gradient-echo, are
slight variations of spin-echo imaging. The component of the imaging system
which allows the spatial localization of the protons is a set of magnetic field
gradients, set up by magnetic coils which are turned on and off at appropriate
times.

When hydrogen nuclei relax, the frequency that they transmit is positively
correlated with the strength of the magnetic field surrounding them. A mag-
netic field gradient along the z-axis, called the “slice select gradient”, is set
up when the radio frequency pulse is applied, and is shut off when the radio
frequency pulse is turned off. This gradient causes the hydrogen nuclei at the
high end of the gradient (where the magnetic field is strong) to precess at
a high frequency (e.g., 65 MHz), and those at the low end (weak field) to
precess at a lower frequency (e.g., 63 MHz). When the radio frequency pulse,
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of a single frequency, is applied, only those nuclei which precess at that fre-
quency will be tilted, to later relax and emit a radio transmission (i.e., the
nuclei “resonate” to that frequency). For example, if the magnetic gradient
caused hydrogen nuclei to precess at rates from 63 MHz at the low end of the
gradient to 65 MHz at the high end, and the gradient were set up such that
the high end was located at the patient’s head and the bottom part at the
patient’s feet, then a 63 MHz radio frequency pulse would excite the hydro-
gen nuclei in a slice near the feet, and a 65 MHz pulse would excite them in
a slice near the head. Thus a single “slice” along the z-axis is selected; only
the protons in this slice are excited to a higher energy level, to later relax to
a lower energy level and emit a radio transmission.

The second dimension of the image is extracted with the help of a phase
encoding gradient. Immediately after the radio frequency pulse ceases, all of
the nuclei in the activated slice are “in phase”, that is, their magnetic vectors
all point in the same direction. Left to their own devices, these vectors would
relax. In MRI, however, the phase encoding gradient (in the y-dimension) is
briefly applied, in order to cause the magnetic vectors of nuclei along different
portions of the gradient to point in different directions.

After the radio frequency pulse, slice select gradient, and phase encoding
gradient have been turned off, the MRI instrument sets up a third magnetic
field gradient, along the x-axis, called the “frequency gradient” or “read-out
gradient”. This gradient causes the relaxing protons to be differentially re-
excited, so that the nuclei near the low end of the gradient begin to precess
at a faster rate, and those at the high end pick up even more speed. When
these nuclei relax again, the fastest ones (those which were at the high end of
the gradient) will emit the highest frequency of radio waves. The frequency
gradient is applied only when the signal is measured.

The second and third dimensions of the image are extracted by means of
Fourier analysis. The entire procedure must be repeated multiple times in
order to form an image with a good signal-to-noise ratio.

Finally, in spin-echo imaging, there is the problem that the inhomogeneity
of the main magnetic field induces variations in the rate of precession of
nuclei. To fix this problem, a 180-degree radio frequency pulse is inserted
into the cycle, at a time point halfway between the 90-degree pulse and the
measurement of the radio transmission signal given off by the relaxing nuclei.

(Source: [60].)
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Positron Emission Tomography PET

The history of positron emission tomography (PET) can be traced to the
early 1950’s, when workers in Boston first realized the medical imaging pos-
sibilities of a particular class of radioactive isotopes. Whereas most radioac-
tive isotopes decay by release of a gamma ray and electrons, some decay by
the release of a positron. A positron can be thought of as a positive elec-
tron. Widespread interest and an acceleration in PET technology was stim-
ulated by development of reconstruction algorithms associated with X-ray
CT and improvements in nuclear detector technologies. By the mid-1980s,
PET had become a tool for medical diagnosis, for dynamic studies of human
metabolism and for studies of brain activation.

PET has a million fold sensitivity advantage over other techniques used to
study regional metabolism and neuroreceptor activity in the brain and other
body tissues. In contrast, magnetic resonance has exquisite resolution for
anatomic studies and for flow or angiographic studies. In addition, magnetic
resonance spectroscopy has the unique attribute of evaluating chemical com-
position of tissue but in the millimolar range rather than the nanomolar
range. Since the nanomolar range is the concentration range of most recep-
tor proteins in the body, positron emission tomography is ideal for this type
of imaging.

PET imaging begins with the injection of a metabolically active tracer-a bio-
logical molecule that carries with it a positron-emitting isotope (for example,
11C, BN, 150, or 8F). Within minutes, the isotope accumulates in an area
of the body for which the molecule has an affinity. As an example, glucose
labeled with ' C (half-life, 20 min), or a glucose analog labeled with '®F (half-
life, 1.8 h), accumulates in the brain, where glucose is used as the primary
source of energy. The radioactive nuclei then decay by positron emission. The
emitted positron collides with a free electron usually within less than 1 mm
from the point of emission. The interaction of the two subatomic particles
results in a conversion of matter to energy in the form of two gamma rays.
These high-energy gamma rays emerge from the collision point in opposite
directions, and are detected by an array of detectors which surround the
patient.

When the two photons are recorded simultaneously by a pair of detectors, the
collision that gave rise to them must have occurred somewhere along the line
connecting the detectors. Of course, if one of the photons is scattered then the
line of coincidence will be incorrect. After 500,000 or more annihilation events
are detected, the distribution of the positron emitting tracer is calculated
by tomographic reconstruction procedures. PET then reconstructs a two-
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dimensional image. Three dimensional reconstructions can also be done using
2-D projections from multiple angles.

The major clinical applications of PET have been in cancer detection of
the brain, breast, heart, lung and colorectal tumors. Another application
is the evaluation of coronary artery disease by imaging the metabolism of
heart muscle. Contemporary instruments can scan 15 cm segments of the
body. Thus, with the combination of eight full scans, a whole body image of
the distribution of !8F-deoxyglucose (or other common radioisotopes) can be
acquired in 40 minutes; as is commonly done for evaluation of breast cancer.

Applications to the study of epilepsy, brain tumors, stroke and Alzheimer’s
disease have occupied the interest of neurologists for nearly 20 years. A major
attribute of PET is its ability to show activity of neuroreceptors such as the
dopamine, serotonin and noradrenergic receptor systems. The concentrations
of neurochemical sites in the body are generally too low (e.g. um) for MRI
or MRS studies.

(Source: [8]. A review on the history of PET can be found in [45].)

Functional Magnetic Resonance Imaging fMRI

The term “functional MR” can include the technique of co-registering PET
and MRI scans, but it is usually used to denote techniques involving fast
MRI scans, which can allow imaging of a complete brain slice in 20 ms. The
first fMRI of the brain (a perfusion MRI) was done in 1991 by Belliveau
and co-workers, who injected a chemical that increases MRI contrast into a
patient and imaged the brain using echo-planar techniques, to show that the
perception of visual stimuli increases blood volume in primary visual cortex.
The same group later used gradient echo and spin-echo inversion recovery
fMRI to examine blood oxygenation levels and blood flow rates, respectively,
in brain.

FMRI is a technique for determining which parts of the brain are activated
by different types of physical sensation or activity, such as sight, sound or
the movement of a subject’s fingers. This “brain mapping” is achieved by
setting up an advanced MRI scanner in a special way so that the increased
blood flow to the activated areas of the brain shows up on functional MRI
scans. The whole fMRI process will now be briefly described.

The subject in a typical experiment will lie in the magnet and a particular
form of stimulation will be set up. For example, the subject may wear special
glasses so that pictures can be shown during the experiment. Then, MRI
images of the subject’s brain are taken. Firstly, a high resolution single scan
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is taken. This is used later as a background for highlighting the brain areas
which were activated by the stimulus. Next, a series of low resolution scans are
taken over time, for example, 150 scans, one every five seconds. For some of
these scans, the stimulus (in this case the moving picture) will be presented,
and for some of the scans, the stimulus will be absent. The low resolution
brain images in the two cases can be compared, to see which parts of the
brain were activated by the stimulus.

After the experiment has finished, the set of images is analyzed. Firstly, the
raw input images from the MRI scanner require mathematical transformation
(Fourier transformation, a kind of spatial “inversion”) to reconstruct the
images into “real space”, so that the images look like brains. The rest of
the analysis is done using a series of tools which correct for distortions in
the images, remove the effect of the subject moving their head during the
experiment, and compare the low resolution images taken when the stimulus
was off with those taken when it was on. The final statistical image shows up
bright in those parts of the brain which were activated by this experiment.
These activated areas are then shown as colored blobs on top of the original
high resolution scan, for interpretation of the experiment. This combined
activation image can be rendered in 3-D, and the rendering can be calculated
from any angle.

(Sources: [57],(60].)

Single-Photon Computed Tomography SPECT

Single-photon emission computed tomography (SPECT), like PET, acquires
information on the concentration of radionuclides introduced to the patient’s
body. SPECT dates from the early 1960’s, when the idea of emission traverse
section tomography was introduced by D. E. Kuhl and R. Q. Edwards prior
to either PET, X-ray CT, or MRL

As in X-ray CT, SPECT imaging involves the rotation of a photon detector
array around the body to acquire data from multiple angles. Using this tech-
nique, we seek the position and concentration of radionuclide distribution.
Because the emission sources (injected radionuclides) are inside the body cav-
ity, this task is far more difficult than for X-ray CT, where the source position
and strength (outside the body) are known at all times. That is, in x-ray CT
the attenuation is measured, not the transmission source. To compensate
for the attenuation experienced by emission photons from injected tracers in
the body, contemporary SPECT machines use mathematical reconstruction
algorithms to increase resolution.
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SPECT imaging is inferior to PET because of attainable resolution and sensi-
tivity. Different radionuclides are used for SPECT imaging that emit a single
photon (usually about 140 keV), rather than positron emission (resulting in
two high energy 511 keV photons) as in PET. Because only a single photon
is emitted from the radionuclides used for SPECT, a special lens known as
a collimator is used to acquire the image data from multiple views around
the body. The use of a collimator results in a tremendous decrease in de-
tection efficiency as compared to PET. For positron emission tomographs,
collimation is achieved naturally by the fact that a pair of detected photons
(gamma rays) can be traced back to their origin since they travel along the
same line after being produced. In PET, there might be as many as 500 de-
tectors that could “see” a PET isotope at any one time where as in SPECT,
there may be only one or three collimators. Higher resolutions require better
sensitivity and the resolution of SPECT is many times less than that of PET.
The resulting useful resolution (about 7 mm) for SPECT is inferior to PET
resolutions by a factor of 3 or 4.

Although SPECT imaging resolution is not that of PET, the availability of
new SPECT radiopharmaceuticals, particularly for the brain and head, and
the practical and economic aspects of SPECT instrumentation make this
mode of emission tomography attractive for clinical studies of the brain. The
cost of SPECT imaging is around $§ 700 while that of PET is $ 2000.

(Source: [8].)

Ultrasound

Ultrasound, as currently practiced in medicine, is a real-time tomographic
imaging modality. Not only does it produce real-time tomograms of the posi-
tion of reflecting surfaces (internal organs and structures), but it can be used
to produce real-time images of tissue and blood motion.

Ultrasound denotes the use of acoustical (sound) waves at frequencies greater
than 20 kHz. Generally, medical ultrasound is performed at frequencies in the
range of 1 MHz. The technique is used to determine the location of surfaces
within tissues by measuring the time interval between the production of an
ultrasonic pulse and the detection of its echo resulting from the pulse reflected
from those surfaces. By measuring the time interval between the transmitted
and detected pulse, one can calculate he distance between the transmitter
and the object. The ultrasound pulses are both produced and detected by
a piezoelectric crystal. The crystal has the property of changing its physical
dimensions in response to an electric field, and can produce an electric field
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if its physical shape is changed mechanically. Thus, ultrasonic compression
waves (vibrations) are produced by applying an oscillating potential across
the crystal. The reflected ultrasound imposes a distortion on the crystal,
which in turn produces an oscillating voltage in the crystal. The same crystal
is used for both transmission and reception.

If a structure is stationary, the frequency of the reflected wave will be identical
to that of the impinging wave. A moving structure will cause a back-scattered
signal frequency shifted higher or lower depending on the structure’s velocity
toward or away from the sound generator (called a transducer).

For example, when an impinging sound pulse passes through a blood vessel,
scattering and reflection occurs from the moving red cells. In this process,
small amounts of sound energy are absorbed by each red cell, then re-radiated
in all directions. If the cell is moving with respect to the source, the back
scattered energy returning to the source will be shifted in frequency, with the
magnitude and direction proportional to the velocity of the respective blood
cell. Thus, if we use ultrasound to image the cross-sectional area of the blood
vessel, the volume of blood flow can be calculated from the area of the vessel
and the average velocities of the blood cells.

The major use of Doppler ultrasound is the study of the heart and human
cartoid artery disease wherein imaging and frequency shift are combined to
produce images of artery and ventricle lumens. The frequency shift data is
used to color the image, showing direction of flow (e.g. cartoid arteries in red
and veins in blue). Obstructions to blood flow are readily evaluated by this
method using hand held scanning devices.

In addition to imaging heart valves and blood vessels, ultrasound is the most
convenient and inexpensive method for medical evaluations such as fetal gen-
der and gallbladder stones. Ultrasound imaging is also being used for moni-
toring therapy methods such as hyperthermia, cryosurgery, drug injections,
and as a guide during biopsies and catheter placements.

Ultrasound imaging is inexpensive and is done in real time. However, ultra-
sound can not be used for structures that are deep in the body or where
there is air or bone around the structure of interest. Therefore, with few
exceptions, ultrasound is mainly used in the abdomen and heart.

(Source: [8], [29].)

Electrical Impedance Tomography EIT

Electrical impedance tomography (EIT) — also called applied potential to-
mography — is a novel imaging technique with applications in medicine and
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process control. Compared with techniques like computerized X-ray tomog-
raphy and positron emission tomography, EIT is about a thousand times
cheaper, a thousand times smaller and requires no ionizing radiation. Fur-
ther, EIT can in principle produce thousands of images per second. Its major
limitations are its low spatial resolution, and — in the medical field — large
variability of images between subjects. Recordings are typically made by ap-
plying current to the body or system under test using a set of electrodes,
and measuring the voltage developed between other electrodes. To obtain
reasonable images, at least one hundred, and preferably several thousand,
such measurements must be made.

In the medical field, the most studied applications for EIT are measurement of
gastric emptying and lung function. In the industrial field typical applications
are imaging the distribution of oil and water in a pipeline and imaging the
flow of substances in a mixing vessel. In some ways industrial applications
are more favorable for EIT because it is usually possible to use a rigid, fixed
array of electrodes. The fixing of electrodes on the human body is one of the
residual problems facing medical EIT.

EIT produces images of the distribution of impedivity (or, more commonly,
resistivity), or its variation with time or frequency, within the tissue. There
is a large resistivity contrast (up to about 200:1) between a wide range of
tissue types in the body. It ought therefore to be possible to use resistivity to
form anatomical images. Furthermore, there is often a significant contrast be-
tween normal and pathological tissue. For example, at 1 kHz, cerebral gliomas
have a resistivity about half that of normal tissue. To measure resistivity or
impedivity, a current must flow in the tissue and the resulting voltages be
measured. This applied current will be referred to as the excitation current.
In practice almost all EIT systems use constant current sources, and measure
voltage differences between adjacent pairs of electrodes. To obtain an image
with good spatial resolution, a number of such measurements is required. This
can be achieved by applying different current distributions to the body, and
repeating the voltage measurements. From the set of measurements, an image
reconstruction technique generates the tomographic image. Mathematically,
the known quantities are the voltages and currents at certain points on the
body; the unknown is the impedivity or resistivity within the body. At low
frequencies, these quantities are related by Laplace’s equation. In practice,
the solution of Laplace’s equation is very sensitive to noise in the measure-
ments, and normalization techniques must be used. Most in-vivo images have
been produced using linearized, approximating techniques. These attempt to
find a solution for a small change in resistivity from a known starting value.
Until recently, the change in resistivity was measured over time, and EIT
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images were inherently of physiological function. It is now possible to pro-
duce anatomical images using the same reconstruction technique, by imaging
changes with frequency.

EIT is expected to have relatively poor resolution compared to MRI, X-ray
CT, PET, SPECT, and ultrasound imaging. Resolution is largely controlled
by the number of electrodes that can be reasonably attached simultaneously
to a patient. Schemes used to date have normally used EEG-style electrodes,
relatively few in number and large in size. It is not yet known whether spe-
cial belts or head bands having large numbers of small electrodes designed
especially for EIT applications might facilitate a major improvement.

At the present time, EIT is the only method known that images the electri-
cal conductivity, although MRI and electromagnetic methods also have some
potential to measure conductivity. One approach to EIT is called the applied
potential tomography (APT) system which uses a ring of 16 electrodes. Cur-
rent is passed through two adjacent electrodes, then voltage on all the other
electrodes is measured. Next, current is generated between another pair of
adjacent electrodes, and so on, until all adjacent pairs have served as ”driver
pairs”. This approach has the advantage of simplicity of design, but its res-
olution is intrinsically limited, and is sensitive to small errors in electrode
placement.

Electrical Impedance Tomography has some very attractive features for clin-
ical applications such as monitoring lung fluid. The technology for doing
electrical impedance imaging is safe and inexpensive. At the low current lev-
els needed for this imaging technique, the method is not known to cause any
long-term harm to the patient, and therefore could be used to do continuous
monitoring of bedridden patients. Technology for acquiring data, and algo-
rithms for inverting those data to produce images of conductivity /resistivity,
have been developed to the point that real-time imaging could become rou-
tine today. However, the physiological interpretation of the image changes
are not yet well defined, nor is the mathematical problem of multiple non-
straight line current paths.

(Source: Adapted from [7] and [8].)

Electrical Source Imaging ESI

Electrical source imaging (ESI) is an emerging technique for reconstructing
electrical activity in the brain or heart from electric potentials measured
on the scalp or torso. Standard electroencephalographic (EEG), electrocar-
diographic (ECG) and vectorcardiographic (VCG) techniques are limited in
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their ability to provide information on regional electrical activity or localize
bioelectrical events within the brain and heart. Noninvasive ESI of the brain
requires simultaneous electric potential recordings from 20 or more electrodes
for the brain and 100 to 250 torso electrode sites to map the body surface
potential from the heart.

Interest in current source localization in the brain from detection of surface
potentials (using EEG), has largely been supplanted by interest in magnetic
field measurement approaches (MSI). For the heart however, clinical needs
have encouraged research to produce practical solutions to ESI. Abnormal
electrical activity of the heart (cardiac arrhythmias) cause at least 400 000
sudden deaths each year in the United States alone, more than two-thirds of
the nation’s heart-related fatalities. Body surface potential maps reflective
of heart electrical activity (obtained using ECG) allow physicians to localize
the abnormal electrical pathways of arrhythmias. The syndrome can then be
treated by surgical resection or catheter ablation.

(Source: [8].)

Magnetic Source Imaging MSI

Ion currents arising in the neurons of the heart and the brain produce mag-
netic fields outside the body. These fields can be measured by arrays of
SQUID (Superconducting QUantum Interference Device), detectors that are
placed on or near the head or chest. The recording of magnetic fields of the
head is known as magnetoencephalography (MEG) while that of the heart is
called magnetocardiography (MCG). Magnetic Source Imaging (MSI) is the
general term for the reconstruction of current sources in the heart or brain
from the measurements of external magnetic fields.

MSI seeks to determine the location, orientation, and magnitude of electric
current flow regions within the body. A major strength of MSI is that it can
resolve events separated by milliseconds, whereas other methods such as func-
tional magnetic resonance imaging (fMRI), magnetic resonance spectroscopy
(MRS), PET, and SPECT have time resolutions of seconds to many min-
utes, depending on the information sought. The weakness of magnetic source
imaging is that any magnetic field distribution on the surface of the body can
be explained by an infinite number of current distributions inside the head
or heart. Thus, a successful source analysis is dependent on the availability
of additional information that can constrain the problem to be solved. A
current line of research is to improve the spatial resolution of MSI by using
prior knowledge of the anatomy, obtainable by MRI or X-ray CT imaging.
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An advantage of MSI over ESI (electrical source imaging) is that body tissues
are magnetically transparent. ESI methods such as the EEG and EKG give
surface electric potentials; the combination of electric potentials at the source
(e.g. heart) and the complex electrical properties between the source and the
electrodes on the body surface. Because different tissues in the body have
relatively close conductivities, the electric potential measurements in ESI
can be seriously distorted. However, body tissues have a neglible effect on
magnetic forces, and thus are negligible in MSI measurements.

Biomagnetism offers a tool to study processes where electric function is im-
portant. Promising results have been obtained in the fields of cardiology and
epilepsy. Sites of origin for heart arrhythmias (irregular beats) can be iden-
tified by electrical activity in abnormal anatomical locations. Noninvasive
localization of the problem by MSI allows treatment by guiding a catheter
directly to the correct site. MSI can also be used in the surgical treatment
of intractable epilepsy to locate an epileptic focus, or can detect functional
areas of the brain that must be conserved during surgery. A potential use in
neuroscience is the spatial and temporal (time) study of functional processing
areas in the brain in response to auditory, visual, and physical (somatosen-
sory) stimuli.

(Source: [8].)

Laser Optical Imaging

Scientists have speculated about shining light through the human body for
100 years or more. For example, quantitative light absorption at specific
wavelengths has been used since the 1930’s for determining the oxygen con-
tent of blood, and now this work has been extended to imaging. In the late
1980’s, a concentrated effort was directed toward imaging the transmission
of light through tissue. Light in the near infrared range (wavelengths from
700 to 1200 nm) penetrates tissue and interacts with it in complicated ways,
with the predominant effects being absorption and scattering. Laser optical
tomography involves reconstruction of the amount of transmitted laser light
through an object along multiple paths.

Laser optical tomography has a spatial resolution of about 10 mm, thus it
cannot give pictures of the resolution quality of X-ray CT scans. However,
the method does have a number of practical applications even at low reso-
lution. These include the measurement of tissue oxygenation for the study
of muscular dystrophy, tissue perfusion in the extremities for diabetic dis-
ease, the detection of brain hemorrhaging, monitoring stroke patients, the
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study of brain activity during specific tasks and possibly the study of glucose
concentration changes. The clinical potentials of determining the oxygena-
tion level in the brain of young children has been demonstrated. Substances
which play a crucial role in the bodies metabolic (energy making) processes,
such as NAD/NADH (nicotinamide adenosine diphosphate), exhibit fluo-
rescent properties which allow detection after being excited by light. Their
assessment by indirect measurements has important potentials for medical
applications.

(Source: [8].)

Thermography

Thermography is a technique for sensing and recording on film hot and cold
areas of the body by means of an infrared detector that reacts to blood flow.
Disease states that manifest increased or decreased blood flow present ther-
mographic patterns that may possibly be distinguished from normal areas.

Thermography measures the slightest variations in temperature of soft tissue
in the body using infrared heat sensors. Thermography for use in cancer
screening is a recent invention based on the concept that cancer gives off
more heat than normal tissue. It was originally a much-heralded technique,
since it does not involve radiation, or putting anything else in the body.
Unfortunately, this technique has not proved accurate, there are too many
false positives and false negatives. Not all cancers give off heat, and of those
that do, some are too deep, or located under wedges of fat, and the heat does
not register on the device. Though thermography does not detect cancer,
some physicians believe that it can define the aggressiveness of a cancer
known to exist. The more aggressive a cancer is, the more heat it gives off.
This has not been substantiated and is currently under research.

There may be uses for thermography in other fields, including dentistry and
the diagnosis of headaches. In dentistry, facial skin temperature can be mea-
sured in a clinical setting, without direct skin contact, by monitoring the
emitted infrared radiation. This is the basis of static area telethermography
(SAT) and dynamic area telethermography (DAT). SAT has recently been
shown to be of help to the dentist in the diagnosis of chronic orofacial pain,
as a unique tool in assessment of TMJ (temporomandibular joint) disorders,
as an aid in assessment of inferior alveolar nerve deficit, and as a promising
research tool.

(Source: [40].)



Medical Imaging 31

Moiré topographic imaging

Moiré fringes are formed when one line or grid pattern is superimposed upon
a similar line or grid pattern. The use of moiré fringes to acquire 3-D surface
shape information is well established. Their application to the measurement
of areas of the human body began with the work of Hiroshi Takasaki as early
as 1973 when he successfully applied moiré topography to the measurement
of the human body for medical purposes. Early work in this field, however,
employed a wholly manual fringe analysis method to evaluate contours from
photographs produced by the shadow moiré method. This form of analysis
is slow and heavily reliant on prior knowledge of the object to resolve the
ambiguities present in complex moiré patterns. More recent work made use
of commercially available semi-automatic moiré fringe analysis equipment to
produce cross-sections of parts of the face. This analysis method requires
some operator intervention and the analysis time is lengthy at around two
minutes per cross-section. It is really only since the early 1980s that advances
in video and computing technology have facilitated the development of a fully
automated, moiré-based imaging system.

A grating is projected onto the object and an image of the object formed
in the plane of a reference grating. The image is detected by a CCD array
camera, linked via a video frame digitizer to a desktop computer. The inter-
action of the superimposed projection grating lines with the reference grating
causes moiré fringes to be produced which appear superimposed on the sur-
face of the object being measured. As the projected grating is distorted by
the irregularities in the shape of the object’s surface, the resulting fringe
pattern describes surface contours. In moiré contouring systems, computer
software detects and analyses the fringe pattern, and from this produces 3-D
coordinates for a number of points on the surface of the object.

For example, spinal deformity is a serious problem mainly for teenagers and
medical doctors inspect moiré topographic images of their backs visually for
the screening. If a subject is normal, the moiré image is almost symmetric
with respect to the middle line of the subject’s back, otherwise it shows
asymmetric shape.

(Source: [1], [35].)

Digital Radiography

Digital Radiography refers to the application of digital image processing tech-
niques to projection radiography. A wide range of digital image acquisition
techniques are possible in digital radiography. These include:
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¢ Film Digitization involves using a video camera or LASER scanner to
digitize previously-generated radiographs.

e Digital Fluoroscopy involves digitization of the output of the video cam-
era of a fluoroscopy system, operated using low, continuous radiation
exposures.

e Digital Fluorography is exactly the same as Digital Fluoroscopy, but
with the imaging system operated using intense, pulsed radiation ex-
posures.

e Computed Radiography involves the digitization of images acquired
using photostimulable phosphor technology.

In addition, a large number of radiological applications have been developed
for the Digital Fluoroscopy/Fluorography image acquisition modes, such as:

¢ Digital Subtraction Angiography involves subtraction of images of opaci-
fied and non-opacified blood vessels.

e Digital Cardiac Imaging relates to the digitization of images produced
in cardiac angiography.

e Digital Spot Imaging relates to the digitization of images produced in,
for example, studies of the alimentary system.

It should be noted that the term Digital Radiography could also be used to
encompass X-Ray Computed Tomography in that CT also uses an imaging
system which is interfaced to a digital computer. From the same viewpoint,
Digital Radiography could also encompass techniques which are used for
bone densitometry and which rely on acquiring images at two different x-ray
energies, e.g. Dual-Energy X-Ray Absorptiometry (DEXA).

Digital radiography is a major subject of image processing research, since
it offers high quality pictures with different noise models than for classical
radiography. In the last years digital radiography was evaluated in many
clinical studies and found its way to hospitals and practices. It is expected
that the performance of such systems will highly increase in the next decade.
Therefore image processing methods for high resolution images is needed.

(Source: Adapted from [37].)
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3.2 Classical Image Manipulation

Computerized Imaging

The objective of computerized imaging is to obtain high quality images from
data which may be noisy or incomplete. Denoising and interpolation are the
main operations. For denoising today statistical and wavelet methods play
the main role, for interpolation also wavelets and in addition splines are
important tools.

Noise Models: In spite of the continuing sophistication of medical image
acquisition hardware, postprocessing to reduce noise can still be very useful.
The noise influence for some different medical imaging techniques can be
summarized as follows.

Noise in X-ray CT is due to the Poisson statistics of the X-ray photons, to
beam hardening, and to photon scatter, in addition to blur by motion and
partial volume effects. The raw measurements are transformed into tomo-
graphic images via one of the possible reconstruction methods. The partic-
ular method evidently influences how the noise of the measurement results
in noise in the images. The various phenomena are often studied by recon-
struction from simulated projection data, in particular from projections of
mathematically described objects called phantoms.

The noise in emission tomography measurements such as PET or SPECT
has Poisson distribution. Reconstruction from these measurements involves
filtering and other convolutions, and for PET, also corrections, followed by
back-projection, which can be iterative. These steps again determine the re-
sulting noise in the images. Simulation is therefore also for PET and SPECT
an appropriate way to study noise influences.

Noise in MR images is uncorrelated. i.e., white. Its distribution depends on
the signal-to-noise ratio (SNR) of the image. For SNRs larger than 10 to 15
dB, the distribution is Gaussian. A Rayleigh distribution is an appropriate
model for lower SNRs.

Images produced with ultrasound techniques suffer from speckle noise. It is
caused by interference of reflected ultrasonepulses at the transductor surface.
Noise suppression through image postprocessing seems, at this point, not ef-
fective. Current research efforts concern mainly the improvement of ultrasone
transducers and models for the reflections in tissue.

Similar noise influences are also involved in the acquisition of biological im-
ages. For instance, noise in electron micrographs as well as in gel electro-
pherograms is often modeled as additive Gaussian white noise.

Denoising: Today wavelet based methods outperform the best comparable
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earlier methods, such as the adaptive Wiener filter. This can be demonstrated
by quantitative results, such as SNR gain and by the qualitative appearance
of the images. Especially probabilistic wavelet methods are fast and easy to
use.

It is not straightforward to remove all noise in biomedical images at the
time of image acquisition. Evidently, all depends on the requirements of the
application. In biomedical imaging it seems commendable to spend some
more effort on the method in return for the best denoising quality.

(Source: [38].)

Image Coding and Compression

Compression in general is intended to provide efficient representations of data
while preserving the essential information contained in the data. The main
idea is to find efficient digital representations and compressions of digital
information into the fewest possible bits. Such digital information can be
contained in speech, audio, image and video signals.

Both operations — image coding and compression — should yield the highest
possible reconstruction fidelity subject to constraints on the bit rate and im-
plementation complexity. The conversion of signals into such efficient digital
representations has several goals:

e to minimize the communication capacity required for transmission of
high quality signals such as speech and images or, equivalently, to get
the best possible fidelity over an available digital communication chan-
nel,

e to minimize the storage capacity required for saving such information
in fast storage media and in archival data bases or, equivalently, to get
the best possible quality for the largest amount of information stored
in a given medium.

e to provide the simplest possible accurate descriptions of a signal so as
to minimize the subsequent complexity of signal processing algorithms
such as classification, transformation, and encryption.

In addition to these common goals of communication, storage, and signal
processing systems, efficient coding of both analog and digital information is
intimately connected to a variety of other fields including pattern recogni-
tion, image classification, speech recognition, cluster analysis, regression, and
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decision tree design. Thus techniques from each field can often be extended
to another and combined signal processing operations can take advantage of
the similar algorithm structures and designs.

(Source: Adapted from [25].)

Image Coding: In the 1940s and the 1950s Claude Shannon developed a
theory of source coding in order to quantify the optimal achievable perfor-
mance trade-offs in analog-to-digital conversion (A/D) and data compression
systems. Two of his fundamental ideas lead to a variety of coder design tech-
niques over time: The first idea was that purely digital signals could be com-
pressed by assigning shorter codewords to more probable signals and that
the maximum achievable compression could be determined from a statistical
description of the signal. This led to the idea of noiseless coding, which is
often called entropy coding. The second idea was that coding systems can
perform better if they operate on vectors or on groups of symbols (such as
speech samples or pixels in images) rather than on individual symbols or
samples. Although the first idea led rapidly to a variety of specialized coder
design techniques, the second idea took many years before yielding useful
coding schemes.

In the 1980s vector coding or vector quantization has come of age and made
an impact on the technology of signal compression. Several commercial prod-
ucts for speech and video coding have emerged which are based on vector
coding ideas.

During the past ten years, vector quantization has proved a valuable coding
technique in a variety of applications, especially in voice and image cod-
ing. In recent articles new developments like fast fractal image coding and
hierarchical representations play the most important role.

(Source: Adapted from [25].)

Image Compression: Approaches are ranging from wavelets and fractals,
to ideas from pattern recognition and computer vision. Today there are high
standards for lossless as well as lossy coding and compression, as for example
the well known JPEG 2000 standard, which is a lossy wavelet compression.

Therefore research concentrates on coding and compression for special classes
of pictures, e.g. the compression of radiographies or ultrasound-images and
films. For applications as teleimaging a lossy compression would be favored
because of its high performance, but for medical images a lossless compression
to ensure high quality diagnosis is needed.
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A transform coder decomposes a signal in orthogonal basis and quantizes the
decomposition coefficients. The distortion of the restored signal is minimized
by optimizing the quantization, the basis and the bit allocation. For signals
that are realizations of a Gaussian random vector, a high resolution quantiza-
tion yields a mean-square distortion that minimizes in the Karhunen-Loéve
basis.

For non-Gaussian signals such as images, whose coeflicients are coarsely quan-
tized, the distortion depends on the precision of non-linear approximations in
the basis. The image compression with wavelet bases or cosine block bases for
JPEG can be improved by embedding strategies that use a partial ordering
of the coeflicients’ amplitude. Embedded code can transmit a coarse image
approximation quickly, and then progressively refine the quality by adding
more bits.

In a grey-level image each pixel is typically coded with 8 bits. Images include
many types of structures that are difficult to model. Currently, the best image
compression algorithms are transform codes, with cosine or wavelet bases.
The efficiency of these bases comes from their ability to construct precise
non-linear image approximations with few non-zero vectors. With fewer than
1 bit/pixel, visually perfect images are reconstructed. At 0.25 bit/pixel, the
image remains of good quality.

Applications of digital video range from low quality videophones and tele-
conferencing to high resolution television. The most performant compression
algorithms remove the redundancy with a motion compensation. Local im-
age displacements are measured from one frame to the next, and are coarsely
approximated with a few motion vectors. Each frame is predicted from pre-
vious ones by compensation the motion that is encoded. An error image is
calculated and compressed with a transform code. The MPEG standards
implement such motion-compensated video compression.

The High Definition Television (HDTV) format has color images of 1280 by
720 pixels, and 60 images per second. The resulting bit rate is of the order of
10® Mb/s. To transmit the HDTV through channels used by current television
technology, the challenge is to reduce the bit rate to 20 Mb/s, without any
loss of quality.

(Source: {39].)

Interpolation and Approximation

The development of orthonormal wavelet bases has opened a new bridge be-
tween approximation theory and signal and image processing. This exchange



Medical Imaging 37

is not quite new since the fundamental sampling theorem comes from an in-
terpolation theory result proved in 1935 by Whittaker. However, the state of
the art of approximation theory has changed since 1935. In particular, the
properties of non-linear approximation schemes are much better understood,
and give a firm foundation for analyzing the performance of many non-linear
signal-processing algorithms.

A further degree of freedom can be introduced by choosing the basis adap-
tively, depending on the signal properties. From families of wavelet packet
and local cosine bases, a fast dynamical programming algorithm is used to
select a “best” basis that minimizes a Schur concave cost function. The ap-
proximation vectors chosen among this “best” basis outline the important
signal structures, and characterize their time-frequency properties. Pursuit
algorithms generalize these adaptive approximations by selecting the approx-
imation vectors among redundant dictionaries of time-frequence atoms, with
no orthogonality constraint. These procedures are sufficiently flexible to build
compact representations of complex signals.

(Source: [39].)

Pattern classification, feature detection, and scene analysis

Pattern classification is the assignment of a physical object or event to one of
several prespecified categories. Extensive study of classification problems has
led to an abstract mathematical model that provides the theoretical basis for
classifier design. Of course, in any specific application one ultimately must
come to grips with the special characteristics of the problem at hand. Of the
various problem area, the domain of pictorial problems has received by far
the most attention.

The classification model contains tree parts: a transductor, a feature detector
and a classifier. The transductor senses the input and converts it into a form
suitable for machine processing. The feature detector extracts presumably
relevant information from the input data. The classifier uses this informa-
tion to assign the input data to one of a finite number of categories. The
problem of feature detection is much more a problem dependent than the
problem of classification, which is basically one of partitioning the feature
space into regions, one region for each category. Ideally, one would like to
arrange this partitioning so that none of the decisions is ever wrong. Since
this is not possible in general, the aim is to minimize the probability of error
or the average cost of error. The problem of classification becomes a problem
in statistical decision theory, a subject that has many applications to pat-
tern classification. Methods like Fisher’s linear discriminant, perception and
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relaxation procedures, minimum-squared-error methods, stochastic approx-
imation, potential functions and linear programming techniques are widely
used. New techniques include unsupervised learning and clustering.

Scene analysis uses simplification techniques for pictures for suppressing ir-
relevant detail characterizing shapes and sizes of objects in a picture, inte-
grating parts of a picture into meaningful entities and in general reducing
the complexity of the data. Spacial differentiation and smoothing, template
matching, region analysis and contour following are used for initial simplifi-
cations.

(Source: Adapted from [14].)

Feature detection in mammograms: One of the most important fea-
ture detection research areas is mass detection in mammograms. Recent
approaches where done by a sector-form model in the template matching
process and by analyzing oriented flow-like textural information along with
features in adaptive ribbons of pixels along the margins.

Especially applications of feature detection in cancer prevention and treat-
ment show that there is huge need on optimization of existing methods for
fast, sensitive and specific feature detection.

Motion Estimation: Ultrasound is an effective imaging modality that en-
ables the clinician to study shape, size, and dynamics of organs. To estimate
the motion extended optical flow algorithms based on wavelets or B-splines
are adapted to the respective medical application.

Motion estimation over a block of pixels is a standard approach for esti-
mating motion in a moving image sequence. In block motion estimation, a
rectangular block of pixels is sequentialy compared to rectangular blocks of
pixels within a search range in a neighboring frame. A distortion measure
is applied to each different possible displacement in order to find the best
match, which is then chosen as the motion vector.

(Source: [56] and [46].)

Cortical imaging: Intrinsic signals within the brain are often observed using
cameras capable of measuring small signal changes. Cortical imaging involves
measuring scattered infrared light from the surface of the cerebral cortex due
to enhanced electrical activity. Illuminating light levels are set to approach
the saturation level of the camera so that the greatest signal-to-noise ratio
can be obtained. A controlled stimulus (such as a change in a visual cue
presented to the animal or the movement of a whisker) triggers a sequence of
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images. Changes in the intensity of the scattered light indicates processing
within certain regions of the brain. This leads to segmentation and classifying
problem.

(Source: Adapted from [50].)

Neonatal seizures: Neonatal seizures are paroxysmal alterations in neona-
tal behavior and/or motor or autonomic function, initiated by hypersyn-
chronous activity of neurons in the brain. Recently there are many pub-
lications on feature detection algorithms to detected neonatal seizures for
avoiding child death.

3.3 Soft computing

Soft computing differs from conventional (hard) computing in that, unlike
hard computing, it is tolerant of imprecision, uncertainty and partial truth.
In effect, the role model for soft computing is the human mind. The guiding
principle of soft computing is: Exploit the tolerance for imprecision, uncer-
tainty and partial truth to achieve tractability, robustness and low solution
Ccost.

The basic ideas underlying soft computing in its current incarnation have
links to many earlier influences, among them fuzzy sets in the 1960s. The
inclusion of neural network theory in soft computing came at a later point.
At this juncture, the principal constituents of soft computing are fuzzy logic,
neural network theory and probabilistic reasoning, with the latter subsum-
ing belief networks, genetic algorithms, chaos theory and parts of learning
theory. What is important to note is that soft computing is not a melange of
fuzzy logic, neural network theory and probabilistic reasoning. Rather, it is a
partnership in which each of the partners contributes a distinct methodology
for addressing problems in its domain. In this perspective, the principal con-
tributions of fuzzy logic, neural network theory and probabilistic reasoning
are complementary rather than competitive.

The complementarity of fuzzy logic, neural network theory and probabilis-
tic reasoning has an important consequence: in many cases a problem can
be solved most effectively by using fuzzy logic, neural network theory and
probabilistic reasoning in combination rather than exclusively. A striking ex-
ample of a particularly effective combination is what has come to be known
as neurofuzzy systems. Such systems are becoming increasingly visible as
consumer products ranging from air conditioners and washing machines to
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photocopiers and camcorders. Less visible but perhaps even more impor-
tant are neurofuzzy systems in industrial applications. What is particularly
significant is that in both consumer products and industrial systems, the
employment of soft computing techniques leads to systems which have high
Machine Intelligence Quotient. In large measure, it is the high Machine In-
telligence Quotient of soft computing-based systems that accounts for the
rapid growth in the number and variety of applications of soft computing -
and especially fuzzy logic.

In the last years soft computing got more and more important in biomedical
imaging. In the context of medical imaging, soft computing technique appears
as a power framework since it provides tools adapted to this task. Its main
properties are:

1. It provides a way to represent and manipulate imprecise and uncertain
information.

2. It will be able to demonstrate knowledge of Medical doctors.

3. It is well adapted to image processing since the natural spatial interpre-
tation of soft computing leads to efficient representations of imprecise
or implicit structures or classes in pictures.

Especially, a mixture of pattern recognition and soft computing-aided ex-
pert system techniques lead to successful tasks to segmentation of regions
of interests and to give enhanced anatomical and functional resolution. This
explosion of new techniques also emphasizes the need to integrate and focus
the efforts of scientists and clinicians to facilitate communication, establish
standards, and develop training programs.

The conceptual structure of soft computing suggests to apply not just in
neural network theory or fuzzy logic or probabilistic reasoning but all of the
associated methodologies, though not necessarily to the same degree. In the
last years there began to appear journals and books with soft computing in
their title. A similar trend is visible in the titles of conferences. Soft comput-
ing seems to be a promising research field.

(Sources: Adapted from [65] and [6].)

3.4 Real time processing

Real-time imaging is concerned with various imaging techniques, technologies
and systems where timing constraints are as critical as being logically correct.
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Today there are many good and effective algorithms for denoising, interpo-
lation, compression, feature detection, etc. for medical images, but many of
them need too much processing time. Therefore they are not usable for real
time applications, as it is needed for clinical studies. Many researchers are
working on speeding up existing methods. It is major work field in mathe-
matics, informatics and electrical engineering.

Recent advances have for example been made for angiographic operations
using catheters. A new real time technique in NMR tomography gives infor-
mation on the location of the catheter as well as a 3D image of the arteries.

(Source: Adapted from [55].)

3.5 Modelling and Visualization

Recent developments in the computerized analysis of medical images are
expected to aid radiologists and other healthcare professionals in various
diagnostic tasks of medical image interpretation. In medical imaging, the
accurate diagnosis and/or assessment of disease depends on both image ac-
quisition and image interpretation. The role and contribution of radiology
to medical diagnosis has expanded tremendously due to advances in image
quality compliance regulations, image detector systems, and computer tech-
nology.

The image interpretation process has only recently begun to benefit from
computer technology. Most interpretations of medical images are performed
by radiologists; however, image interpretation by humans is limited due to
the nonsystematic search patterns of humans, the presence of structure noise
(camouflaging normal anatomical background) in the image, and the presen-
tation of complex disease states requiring the integration of vast amounts of
image data and clinical information.

(Source: Adapted from [26].)

Computer Aided Diagnosis

CAD, defined as a diagnosis made my a radiologist who uses the output from
a computerized analysis of medical images as a second opinion in detecting
lesions, assessing extent of disease, and making diagnostic decisions, is ex-
pected to improve the interpretation component of medical imaging. With
CAD, the final diagnosis is made by the radiologist.
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With the advances of CAD also the training of health care professionals be-
comes possible. Data bases and computer simulations of diseases and injuries
help to improve the surgeons expertise, avoid mistakes in real operations and
thus lead to high quality in health care at relatively low cost.

Screening: The screening a of asymptotic people involves radiologists visu-
ally scanning the images of mostly healthy subjects for a specific abnormality.
The interpretation of screening images lends itself to CAD since it is a repeti-
tive, burdensome task involving mostly normal images—a situation prime for
oversight errors. Many computerized analysis methods have been developed
for screening mammography, which are nowadays approved for clinical use.
The role of CT in screening programs is also rapidly growing especially in
the thorax for lung cancer screening and in the colon (colonography) for the
detection of suspect polyps for colon cancer.

Many CAD papers during the last two decades have involved either mammo-
grams or chest radiographs. This early research was performed on digitized
radiographs. While the computerized analysis of mammographs is mainly
focused on one disease, breast cancer, the computerized analysis of chest ra-
diographs ultimately requires the diagnosis of a multitude of diseases (e.g.,
lung cancer, pneumothorax, interstitial diseases).

It is expected that the development and implementation of computer tech-
niques for projection radiography of the chest will advance rapidly with the
advent and acceptance of digital chest imaging units.

For the screening of lung cancer, single-projection chest radiographs and
thoracic CT scans have been considered. The existence of 3-D image data
from CT removes much structure noise. These 3-D data sets greatly increase
the number of images that must be reviewed by a radiologist in a screening
program—leading to an overwhelming task for the human search process.
Accordingly, image interpretation may greatly benefit from a computer search
aid.

Malign/Benign decisions: Once a lesion is detected, characterization is
necessary to determine the status of the lesion, e.g., the likelihood that the
lesion is cancerous. Complex anatomy, variation in the presentation of ma-
lignant and benign states, and varying abilities of the radiologist can lead
to interpretation errors. Methods for the computerizes analysis of a med-
ical image contain many stages. Improvement at one stage may influence
performance at later stages and, subsequently, the overall performance. It is
interesting to note that many changes in an image that lead to improvements
in human interpretation performance also lead to improvements in computer
image interpretation performance.

Computerized image analysis has been applied mainly to medical imaging
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techniques such as X-ray, sonography, and MRI. A role for computer-aided
diagnosis is emerging for applications involving less well-known modalities
such as thermography and Moiré imaging.

Evaluation: With the new development in computerized medical image
analysis, investigators, journal readers, and end-users are anxious to ask
the question, “How good is the new technique compared with other tech-
niques?” It is difficult to compare the various computerized methods under
development due to the use of different databases and the varying criteria
for reporting and evaluating computer results. While an independent test
site with an independent database for the evaluation of each new develop-
ment would be quite beneficial, it is not yet always practical. However, some
guidelines may assist the communication of the merits of a new technique
through publication in the scientific literature. It is a future challenge to all
investigators who aim to publish to incorporate these suggestions.

Performance gain: The ultimate acceptance of CAD will depend not only
on the performance of the computerized method alone, but also on how well
the human performs the task when the computer output is used as an aid
and on the ability to integrate the computerized analysis method into routine
clinical practice. Observer studies have shown that radiologists’ performance
increased when using a computer output as an aid. It is important to note,
that observer experience may influence the reported effect of CAD. Thus, it is
important to determine and report the amount of experience of the observers
and their current reading load in the relevant diagnostic gain. It should be
noticed that a computerized method will be useful even at a less-than-perfect
sensitivity, especially if the lesions detected by the computer do not overlap
completely with those detected by a radiologist.

Clinical Practice: Integration of CAD into clinical practice has been shown
for screening mammography, and the introduction of other CAD methods to
the clinical area is awaited. In the clinical setting, CAD methods might be
used routinely as part of a screening protocol or used only when requested by
a radiologist interpreting a particular case. Ultimately, a CAD workstation
would be configured for each radiologist to allow individual control over the
sensitivity and specificity of the computer output with adjustment depending
on the nature of the case material and personal preference.

The practice of interpreting medical images is being modified by the informa-
tion technology revolution and it appears that both the medical profession
and the public (patients) welcome enthusiastically such advances. In the fu-
ture, it is quite likely that all medical images will undergo some form of
computer analysis in order to benefit the diagnosis.
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(Source: Adapted from [26].)

Computer Aided Surgery

Computer Aided Surgery or Computer Assisted Surgery is concerned with
supporting the physician with complementing visualizations of the human
body. This gives new information to the physician and helps him to make
the right medical decisions while treating the patient.

The research fields in this area can be categorized into

e Visualization of medical images

for organ detection and movement, visualization of FNMR data, en-
hancement of important features in ultrasound images,. . .

e Simulation and virtual reality

Surgical planning using simulation techniques

e Surgical navigation

e.g., in endoscopic surgery

Automation and control for patients under surveillance

helping to detect newborn’s seizures, loss of blood pressure, and others

e Education and training for new surgery techniques

Computer Aided Surgery is the final step at the long image processing ladder.
It gives the practical application of image denoising, interpolation, compres-
sion, analysis etc. in real time systems and needs to be evaluated hand in
hand with physicians. High quality and particularity are a must owing respect
to the patients.

(Source: See also [34].)



Chapter 4
Biological Imaging

The power of imaging technology allows to do more than simply view struc-
tures anatomically, such as s visualizing bones, organs, and tumors in the
body. Functional imaging — the visualization of physiological, cellular, or
molecular processes in living tissue — allows to see such things as blood
flow, oxygen consumption, or glucose metabolism in real time, as they take
place in living cells of the body. In gaining a better understanding or the fun-
damental nature of cancer and other diseases, cellular and molecular imaging
will be a key tool in translating this knowledge into better ways of diagnosis,
treating, and preventing these diseases.

Imaging can identify the kinds of molecular structures/receptors that cover
the surface of a tumor, information that potentially can predict how it may
behave and respond to certain treatments. And seeing how the processes and
pathways inside a cell change as the cell transforms from normal to cancerous
will allow to detect this change in people earlier in the cancer process, perhaps
before a tumor has even had the chance to become fully malignant.

Parallel developments in image enhancement agents are improving the abil-
ity to capture changes in the biochemical makeup of cells and other living
structures. These

This section introduces common small scale modalities for biological imaging,
gives fields of application and shows new approaches in recent research. They
allow anatomic and receptor localization as well as activate certain imageable
biophysical processes.

(Source: Adapted from [43].)

45
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4.1 Modalities

As in medical imaging modalities as X-ray, ultrasound, magnetic resonance,
emission tomography, electrical source imaging, impedance tomography are
common modalities in biological imaging. In addition for imaging the very
small scales electron microscopy, atomic force microscopy, bioluminescence
and biofluorescence and others are used.

Light Microscopy

In the light microscope or optical microscope light from the microscope lamp
passes through the condenser and then through the specimen. Some of the
light passes both around and through the specimen undisturbed in its path
(undeviated light). Some of the light passing through the specimen is devi-
ated when it encounters parts of the specimen. Such deviated light is rendered
one-half wavelength out of phase with the direct light. This leads to causes
destructive interferences with the direct light when both arrive at the inter-
mediate image plane located at the fixed diaphragm of the eyepiece. The eye
lens of the eyepiece further magnifies this image which finally is projected
onto the retina, the film plane of a camera, or the surface of a light sensitive
computer chip.

The undeviated light is projected by the objective and spread evenly across
the entire image plane at the diaphragm of the eyepiece. The light diffracted
by the specimen is brought to focus at various localized places on the same
image plane, where the diffracted light causes destructive interference, and
reduces intensity resulting in more or less dark areas. These patterns of light
and dark are what one recognizes as an image of the specimen. Because our
eyes are sensitive to variations in brightness, the image becomes a more or
less faithful reconstruction of the original specimen.

Reflected light microscopy is often referred as to incident light, epi-illumination,
or metallurgical microscopy, and is the method of choice for fluorescence and
for imaging specimens that remain opaque even when ground to a thickness
of 30 microns. The range of specimens falling into this category is enormous
and includes most metals, ores, ceramics, many polymers, semiconductors,
slag, coal, plastics, paint, paper, wood, leather, glass inclusions, and a wide
variety of specialized materials. Because light is unable to pass through these
specimens, it must be directed onto the surface and eventually returned to
the microscope objective by either specular or diffused reflection.

There are many specialized methods such as darkfield and phase contrast
microscopy, as well as illumination and contrast techniques. Although a lot
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of achievements where gained in hard ware techniques the development of
digital imaging devices needs good software algorithms for image enhance-
ment.

(Source: Adapted from [13].)

Fluorescence microscopy

Fluorescence microscopy is an excellent tool for studying material which can
be made to fluoresce, either in its natural form (primary or autofluorescence)
or when treated with chemicals capable of fluorescing (secondary fluores-
cence). This form of optical microscopy is rapidly reaching maturity and is
now one of the fastest growing areas of investigation using the microscope.

The basic task of the fluorescence microscope is to permit excitation light
to irridiate the specimen and then to separate the much weaker re-radiating
fluorescent light from the brighter excitation light.

Fluorescence microscopy has advantages based upon attributes not as readily
available in other optical microscopy techniques. The use of fluorochromes
has made it possible to identify cells and sub-microscopic cellular compo-
nents and entities with a high degree of specificity amidst non-fluorescing
material. What is more, the fluorescence microscope can reveal the presence
of fluorescing material with exquisite sensitivity. An extremas small number
of fluorescing molecules (as few as 50 molecules per cubic micron) can be
detected. Although the fluorescence microscope cannot provide spatial reso-
lution below the diffraction limit of the respective objectives, the presence of
fluorescing molecules below such limits is made visible.

Techniques of fluorescence microscopy can be applied to organic material,
formerly living material or to living material with the use of in vivo or in vitro
fluorochromes, but also to inorganic material, e.g. for the investigation of
contaminants on semiconductor wavers. There are also a burgeoning number
of studies using fluorescent probes to monitor rapidly changing physiological
ion concentrations and pH values in living cells.

(Source: Adapted from [13].)

Bioluminescence optical imaging

Bioluminescence is light produced by a chemical reaction which originates in
an organism. Bioluminescence is not the same as fluorescence. In fluorescence,
energy from a source of light is absorbed and reemitted as another photon.
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In bioluminescence or chemiluminescence the excitation energy is supplied
by a chemical reaction rather than from a source of light.

Bioluminescence is primarily a marine phenomenon. It is the predominant
source of light in the largest fraction of the habitable volume of the earth,
the deep ocean. In contrast, bioluminescence is essentially absent (with a few
exceptions) in fresh water, even in Lake Baikal. On land it is most commonly
seen as glowing fungus on wood, or in the few families of luminous insects.
Bioluminescence has evolved many times in the sea as evidenced by the sev-
eral distinct chemical mechanisms by which light is emitted and the large
number of only distantly related taxonomic groups that have many biolu-
minescent members. Bioluminescent bacteria occur nearly everywhere, and
probably most spectacularly as the rare “milky sea” phenomenon, particu-
larly in the Indian Ocean where mariners report steaming for hours through
a sea glowing with a soft white light as far as the eye can see.

In the sea, bioluminescent light is concentrated in the blue window of great-
est optical transparency of seawater. Most organisms emit between 440 nm
and 479 nm. Some have green fluorescent proteins that absorb an initially
blue emission and emit it shifted towards the green (approx. 505 nm). One
remarkable fish has a similar mechanism to shift the initial emission into the
red for use in viewing prey in the near infrared with its red-sensitive eyes.
Measurements in situ at various depths confirm emission clustering in the
blue to green region of the spectrum.

The luminescence of a single dinoflagellate is readily visible to the dark
adapted human eye, as the demonstration will show. Most dinoflagellates
emit about 6 - 108 photons in a flash lasting only about 0.1 second. Much
larger organisms such as jellyfish emit about 2 - 10!! photons per second for
sometimes tens of seconds. The intensity of luminescence by photosynthetic
dinoflagellates is strongly influenced by the intensity of sunlight the previous
day. The brighter the sunlight the brighter the flash.

Some organisms emit light continuously, but most emit flashes of durations
ranging from about 0.1 s to 10 s. Some dinoflagellates can respond repetitively
to excitation over a short period. In most multicellular species luminescence
is neurally controlled. Thus in some fish the sympathetic nervous system con-
trols luminescence by way of the neurotransmitter nor-adrenaline. In fireflies
the transmitter is glutamate. In most marine invertebrates the transmitters
are unknown. In such forms the “trigger” to luminescence is some detected
behaviorally significant event.

In single cell organisms like dinoflagellates or radiolarians luminescence is

triggered by deformation of the cell surface by minute forces (1 dyne per
square cm). Mechanical deformation causes an action potential sweeping over
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the vacuole membrane and this is thought to induce light emission by admit-
ting protons from the acidic vacuole into contact with the cellular elements
that contain the light emission chemistry.

In a some instances in marine invertebrates with eyes or other light receptors,
light emission can be induced by photic excitation, even by another luminesc-
ing organism. Called “empathetic” luminescence, this phenomenon has as yet
undemonstrated potential to enhance the luminescence generated by a mov-
ing source by photic transfer from the luminescent organisms mechanically
triggered by the moving source.

Because so many marine organisms are bioluminescent, measurements of
stimulated bioluminescence in the oceans are valuable for determining the
distribution patterns of different populations. Such measurements are useful
over a wide range of scales, from kilometers down to centimeters. Coarse-scale
measurements have been made using airborne image intensifying TV cameras
to detect schools of fish that are made visible at night by the bioluminescent
plankton, which they stimulate as they swim. Fine-scale measurements of
stimulated bioluminescence in the ocean are made with bathyphotometers.
These instruments pull sea water, containing organisms, through a pipe into
a light-tight chamber. There, a light detector measures the bioluminescence,
stimulated by some turbulence-generating device like a paddle wheel. The
light is measured in photons per second, or watts or sometimes in numbers
of flashes stimulated.

For micro-scale studies an intensified video transect technique is used to
identify and map bioluminescent organisms based on the spatial and temporal
properties of their stimulated bioluminescent displays. Video data is collected
with an intensified camera.

Combining micro-scale and fine-scale measurements of bioluminescence gives
a rapid means of assessing plankton distribution patterns relative to the
physical and chemical variables in the environment.

Image recognition algorithms identify organisms based on their biolumines-
cent displays and map their locations in three-dimensional space. Then spa-~
tial point analyses of these data can be performed.

(Source: Adapted from [27] and [28].)

Confocal microscopy

Confocal laser scanning microscopy (CLSM) is a relatively new light micro-
scopical imaging technique. It was introduced around 1980 by M. Petran and
A. Boyde and has found wide applications in the biological sciences. The
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primary value of the CLSM to the biologist is its ability to produce optical
sections through a 3-dimensional specimen — e.g., an entire cell or a piece of
tissue — that, to a good approximation, contain information from only one
focal plane. Therefore, by moving the focal plane of the instrument step by
step through the depth of the specimen, a series.of optical sections can be
recorded. This property of the CLSM is fundamental for solving 3-D biologi-
cal problems where information from regions distant from the plane of focus
can obscure the image, for example in thick objects. With biological speci-
mens, either the epi-fluorescence or the epi-reflection mode is generally em-
ployed. As a valuable by-product, the computer-controlled CLSM produces
digital images which are amenable to image analysis and processing, and can
also be used to compute surface- or volume-rendered 3-D reconstructions of
the specimen.

To image the specimen point by point with a confocal microscope, a colli-
mated, polarized laser beam is deflected stepwise in the x- and y-direction by
a scanning unit before it is reflected by a dichroic mirror (beam splitter) so
as to pass through the objective lens of the microscope, and focused onto the
specimen. The emitted, longer-wavelength fluorescent light collected by the
objective lens passes through the dichroic mirror (transparent for the longer
wavelength) and is focused into a small pinhole (i.e., the confocal aperture)
to eliminate all the out-of-focus light, i.e., all light coming from regions of
the specimen above or below the plane of focus.

Therefore, the confocal microscope does not only provide excellent resolution
within the plane of section (0.25 mm in x- and y-direction), but also yields
similarly good resolution between section planes (0.3 mm in z-direction). The
in-focus information of each specimen point is recorded by a light-sensitive
detector positioned behind the confocal aperture, and the analog output
signal is digitized and fed into a computer. At the same time, the analog
photo-multiplier signal can be used to generate a TV-like image on a video
monitor. The obvious advantage of having a stack of serial optical sections
through the specimen pixel by pixel in digital form is that either a composite
projection image can be computed, or a volume-rendered 3-D representation
of the specimen can be generated on a graphics computer.

The confocal part of a CLSM consists of an elaborate, highly folded optical
bench on which the laser, all the filters, an oscillating-mirror or acousto-optic
scanning device, and the detector are mounted. When working in the epi-
fluorescence mode, the laser beam is filtered to select the 488 nm, 568 nm or
647 nm wavelength line from an Argon/Krypton laser, and a triple dichroic
mirror is used to transmit — rather than reflect — the longer-wavelength
fluorescence signal to the detector. For the epi-reflection mode no wavelength
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filters are needed. Instead, a semi-transparent mirror reflects 50% of the
incident laser beam through the objective lens and to reach the specimen,
and it transmits 50% of the light reflected by the specimen and collected by
the objective lens to the detector. To suppress light reflected by the various
optical elements of the microscope, a 1/4-wavelength plate and a polarizing
filter are put into the beam path.

Usually, objective lenses with a high numerical aperture are used to provide
good resolution in x-, y- and z-direction. Often, good specimen areas are
sparse, so to find them the specimen is screened in the conventional trans-
mission or epi-fluorescence mode. Once a good region has been located, the
CLSM mode is activated, and serial optical sections are recorded at user-
selectable depth increments which can be as small as 0.02 mm. In digital
form, each image element yields an 8-bit intensity value in the range 0-255.
Typically, the image frame size is 512 x 512 pixels, and in the best case
images are recorded at video rate, i.e., at 25 frames per second in PAL or
30 frames per second in NTSC norm. To improve the signal-to-noise ratio
of individual image frames, several of them may be recorded in series and
averaged. In the case of epi-fluorescence imaging, the total number of scans
is generally adjusted to limit specimen bleaching to an acceptable level.

In general, thick and opaque specimens that can barely be observed in a con-
ventional light microscope are excellent specimens when it comes to demon-
strate the power of a CLSM. For example, 20-25 mm thick sections of bone,
cartilage or muscle are ideally suited for 3-D imaging in the CLSM. Indepen-
dent of the thickness and surface quality of such tissue sections, individual
confocal planes readily reveal a lateral resolution of 0.3 mm. By recording its
auto-fluorescence, even a piece of wood can be optically sectioned to a depth
of about 100 mm.

Cultured fibroblasts grown as monolayers can be multiple-labeled with flu-
orochrome-tagged antibodies against different cytoskeletal components: e.g.,
actin labeled w