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Formation of free radicals during drying 
and oxidation of a lignite and a bituminous 
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The changes in radical concentrations and species brought about by vacuum and gas flow drying of New 
Vale lignite and Stockton bituminous coal samples were studied. Vacuum drying produces a sudden increase 
in concentration, flow drying a more gradual but ultimately greater one. For both coals the changes depend 
on a balance between decarboxylation, which produces new radical sites, and removal of moisture from 
heteroatomic sites within the coal macrostructure. This balance is influenced by the drying method used. 
Exposure of dried samples to dry air produces changes in radical concentration consistent with the findings 
of previous oxidation studies of these coals.

(Keywords: coal; drying; free radicals)

Since the first reports of the use of electron paramagnetic 
resonance (e.p.r.) to detect free radicals in coals1-2, the 
technique has been applied to a wide variety of coals and 
become a well-established coal research tool. The main 
interest has been in the organic free radical signal (g-value 
~ 2.00) and there have been many reports of changes in 
y-value, linewidth and intensity of this signal in relation 
to coal characteristics such as chemical composition and 
rank3"6. There have also been many attempts to establish 
links between e.p.r. parameters and coal liquefaction4-7, 
carbonization4-8 and oxidation9'16.

E.p.r. studies of the coal drying process are comparatively 
few, even though drying is often a prerequisite to 
subsequent utilization and may significantly alter coal 
properties, the increased susceptibility of dried low-rank 
coals to spontaneous combustion being a notable 
example. Dack et cil.9 have reported that the spin 
concentration of an Australian brown coal is increased
on vacuum drying, and similar results have been reported 
for both vacuum and nitrogen-flow drying of a Wyoming 
subbituminous coal1'. More recent studies have used 
selective spin probe techniques to observe the effect of 
vacuum drying, weathering and oxidation on the spin 
concentrations in coals of widely differing rank18'21. It 
was found that even in higher-rank coals, the removal of 
water is accompanied by an increase in active sites.

These studies show that the removal of water has a 
profound effect on the concentration and nature of the 
radicals present in coals. They also imply that the method 
used to remove the moisture influences the outcome. To 
establish whether or not this is so, the present e.p.r. study 
of the involvement of free radicals in vacuum and nitrogen 
flow drying of a lignite and a bituminous coal was 
undertaken. Changes in spin concentration, g-values, 
linewidths and microwave power saturation responses22

were monitored during the drying process. Through 
parallel studies, differences produced by the two drying 
methods were highlighted, as was the different drying 
behaviour of the two samples. The effect of oxidation on 
the radical concentrations in the predried coals was also 
examined.

EXPERIMENTAL

Two New Zealand coals were used: New Vale lignite and 
Stockton No. 2 bituminous coal, some properties of which 
are shown in Table 1. The samples were obtained fresh 
from the mine and stored as lumps under nitrogen. Before 
use, the lumps were reduced in size and ground to 
150-300 /mn under water using a mortar and pestle. About 
40 mg of ground wet coal was placed in the bottom of a 
2.5 mm i.d. cylindrical quartz e.p.r. sample tube and glass 
wool was packed tightly on top of the coal to minimize 
sample loss, particularly during vacuum operations, and 
to maintain an approximately constant sample volume 
and shape. The quartz tube was fitted to a tap assembly

Table 1 Analyses of fresh coals (wt%)

Newvale Stockton

Moisture 27.4 1.1
Ash" 5.4 0.5
Carbon6 68.6 85.4
Hydrogen6 5.7 5.7
Nitrogen6 0.7 1.5
Sulfur6 0.4 1.2
Oxygen (difl-.)6 24.6 6.2

*db
‘dmmf
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which allowed for easy connection to a vacuum or gas 
line as well as isolating the sample from the atmosphere 
during cooling and any subsequent e.p.r. measurements. 
The sample was purged with nitrogen, then cooled to 
— 100 0 so that the e.p.r. spectrum could be measured 
without the difficulties associated with mobile water17.

Flow drying was carried out using a stream (~20ml 
min-1) of oxygen-free (< 10ppm) nitrogen in a tube 
furnace preset to 105 or 150°C for preselected periods 
up to 72 h. Vacuum drying was performed at room 
temperature (- 18:C)and at 105 and 150°C by evacuating 
the e.p.r. tube containing the wet coal to a final pressure 
of <0.1 Pa. Samples were heated to drying temperature 
for the desired time interval then cooled to — 100°C for 
e.p.r. measurement. This procedure was repeated at 
regular intervals throughout 72 h. Equilibration for 
heating or cooling took ~ 5 min.

Samples selected for oxidation were predried at 105°C 
by a nitrogen flow for 15 h. The e.p.r. spectrum of the 
dried sample was measured and the sample returned to 
the tube furnace set to the temperature required for 
oxidation (30,105,150‘C). The gas flow was then switched 
to dry air (20 ml min ~ *). At selected times, the gas flow 
was switched back to nitrogen and the sample was 
withdrawn from the tube furnace, cooled to — 100°C for 
e.p.r. measurement and then returned to the furnace for 
further oxidation. Oxidation was continued for 10 days.

E.p.r. spectra were recorded using a Varian E-104 
X-band spectrometer with 100 kHz modulation and a 
TE,o2 cavity. Low sample temperatures were obtained 
using the Varian E-254 variable-temperature unit and a 
thermocouple for temperature monitoring. The microwave 
power was determined directly from the microwave 
bridge console dial and was varied over the range 
0.2-200 mW. The microwave frequency was determined 
with a microwave counter. Magnetic field values, 
measured with a proton gaussometer when the first- 
derivative e.p.r. signal changed sign, were used in the 
calculation of g-values. Varian strong pitch sample (no. 
904550-01) with a g-value of 2.0028 was used as a g-value 
standard. Typical e.p.r. spectrometer settings were: 
scan 324.0 + 0.2 mT in 4 min; time constant 0.128 s; 
modulation amplitude 0.05 mT; receiver gain 2.5 x 102; 
microwave power 1 mW.

The relative spin concentration (S) was calculated using 
the simplified formula

where /pp and Bpp represent the intensity and peak-to- 
peak linewidth respectively of a given line. The relative 
spin concentration calculated for each sample was 
normalized with respect to sample weight. Selected e.p.r. 
spectra were resolved into several isotropic components 
using a VAX version of the ESRSIM program23. 
Each component was assumed to have a Lorentzian 
lineshape24

RESULTS AND DISCUSSION 
Drying of New Vote lignite

The e.p.r. spectrum observed at — 100°C for fresh New 
Vale lignite was a single broad signal with a linewidth 
of ~0.8mT (Figure la). Drying under all conditions 
increased the intensity of this peak; the resulting changes

in relative spin concentration with time of drying are 
shown in Figure 2a. For vacuum drying at 105 and 150°C 
there was a rapid increase in spin concentration, reaching 
a maximum after ~ 12 h and then levelling off or even 
decreasing slightly. The increase in spin concentration 
was less rapid for room temperature vacuum drying but 
eventually reached levels similar to those at the higher 
temperatures.

For nitrogen flow drying (105, 150°C) the increase was 
more gradual, but the levels eventually reached, especially 
at 150°C, were somewhat higher than those for vacuum 
drying. The extremely variable percentage increase in spin 
concentration (11-218%) previously reported for vacuum 
drying of Victorian brown coal9 was not observed in the 
present study.

Similar trends were observed for linewidths and 
g-values in that increases occurred predominantly during 
the initial drying stages and were more rapid for vacuum 
drying (Figures 2b and c).

Computer simulation of the e.p.r. spectrum of New 
Vale lignite indicated the presence of at least two 
component signals (Figure la). The changes in their peak 
intensities, linewidths and g-values on both nitrogen-flow 
and vacuum drying at 150°C are listed in Table 2. Vacuum 
drying led to doubling of the intensity of both signals, 
whereas nitrogen flow drying gave more than threefold 
increases in both. The data show that flow drying 
generates radicals with the same g-values as those 
obtained by vacuum drying, but eventually produces 
more of them.

Microwave power saturation measurements for drying 
New Vale lignite at 150°C (Figure J) showed that the 
saturation curves for vacuum drying became quite similar 
after 4 h, consistent with a system undergoing little 
change after this short time. However, those obtained 
for flow drying continued to increase in intensity

corr.pcsite

8 = 2.0030

8 - 2.0036

10 gauss

cor-oosite

scenes 3

g = 2 0026

10 gauss

Figure 1 Observed and simulated component e.p.r. spectra at - 100 C 
for fresh samples of (a) New Vale lignite, (b) Stockton No. 2 bituminous 
coal. 10 gauss = I mT
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throughout the 72 h experiment. In both cases the curves 
appeared to reach saturation at ~50mW, but it 
was not possible to determine whether the intensity 
subsequently decreased with increasing power (indicative 
of a homogeneously broadened signal25) or levelled off 
(due to non-homogeneous broadening25).

These results suggest that free radicals are present in

■n—
..........O'

5 8.5

5 8.0

w 7.5

70 80

Drying time ( hours )

Figure 2 Variation in (A) spin concentration relative to initial wet 
sample, (B) (/-value, (C) linewidth for New Vale lignite under different 
drying conditions: Q. vacuum at room temperature; A, vacuum at 
1053C; □, vacuum at I50°C; #, nitrogen flow at 105°C; A, nitrogen 
flow at I50"C. 10 gauss = 1 mT

the initial wet New Vale lignite and that drying under 
vacuum or nitrogen flow at temperatures from ambient to 
150°C leads to increased free radical concentrations. This 
increased radical concentration is probably responsible, 
at least in part, for the increased susceptibility of dried 
coals to attack by oxygen9.

Similar results were obtained in previous drying studies 
on Victorian brown coal9 and a range of North American 
coals141719-26. The increase in radical concentration can 
be attributed to several factors, including the desorption 
of oxygen — which may lead to previously broadened 
signals becoming narrower and more readily observed 
— and to low temperature decarboxylation reactions, of 
which many have been reported for a variety of coals27"30. 
In situ FT-i.r. monitoring31 did not indicate any 
decarboxylation when samples of this particular New 
Vale lignite were dried by nitrogen flow at 105°C, and 
subsequent heating of the dried coals to 180°C under 
argon gave only small amounts of C02 in the off-gas32. 
However, the extent of decarboxylation required to 
produce doubling of the free radical concentration is very 
low9, and the possibility remains that such reactions are 
responsible.

Decarboxylation does not account for the accompanying 
revalue increases. It is known that heat-treating low-rank 
coals at tern peart u res at which C02 evolution occurs 
leads to lower 0-values33 as heteroatomic centres are

10 12 1410 12 14

( microwave power / mW) 2

Figure 3 Microwave power saturation curves for New Vale lignite on 
drying at 150°C under (A) nitrogen flow, (B) vacuum: +, wet sample; 
O, dried 4 h; A, dried 12 h; Q,dried 24 h; #,dried 48 h; A,dried 72 h

Table 2 Simulation of e.p.r. spectra of Stockton and Newvale samples on drying at 150 0

Species A Species B Species C

Sample
Drying
method

Time
lh) Intensity

Linewidth
(mT) //-value Intensity

Linewidth
(mT) (/-value Intensity

Linewidth
(mT) (/-value

Stockton Vacuum 0 0.65 0.650 2.0029 0.69 0.780 2.0027 0.I7 0.050 2.0026
72 0.78 0.650 2.0030 0.81 0.780 2.0028 0.16 0.050 2.0026

Flow 0 0.64 0.650 2.0029 0.64 0.780 2.0027 0.15 0.050 2.0026
72 0.65 0.680 2.0031 l.5l 0.800 2.0029 0.15 0.050 2.0026

Newvale Vacuum 0 0.09 0.800 2.0030 0.08 0.600 2.0041 - - -
12 0.24 0.780 2.0033 0.23 0.590 2.0044 - - -
72 0.I8 0.740 2.0033 0.I9 0.560 2.0044 - - -

Flow 0 0. to 0.800 2.0030 0.09 0.600 2.0041 - - -
I2 0.21 0.800 2.0033 0.21 0.615 2.0044 - - -
72 0.32 0.800 2.0033 0.31 0.630 2.0044 - - -
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--- (S--

Drying time ( hours )

Figure 4 Variation in (A) spin concentration relative to initial wet 
sample. (B) g-value and (C) linewidth for the broad Stockton signal 
under different drying conditions. Symbols as in Figure 2

removed with the off-gases. Neither is it likely that oxygen 
desorption alone would account for the higher (/-values 
observed upon drying. The (/-value recorded for wet New 
Vale lignite (2.0036) indicates considerable interaction 
between unpaired electrons and heteroatomic (nitrogen 
or oxygen) centres34'35, in keeping with the high
concentration of oxygen in this sample (Table I). The 
increase in (/-value (to 2.0040) shows that this interaction 
is considerably enhanced in the radicals formed on drying. 
The most likely cause of this enhancement under drying 
conditions is the removal of water molecules associated 
with oxygen sites in the coal macrostructure, allowing 
greater interaction between unpaired electrons and the 
heteroatom.

Drying of Slockton No. 2 bituminous coal 
The e.p.r. spectrum of wet Stockton No. 2 bituminous 

coal (Figure lb) contained a broad signal (linewidth 
— 0.8 mT) together with a superimposed narrow signal 
(linewidth -0.05 mT, g = 2.0026). The narrow signal 
showed no significant changes under any drying conditions. 
Changes in relative spin concentration, linewidth and 
(/-value for the broad signal are shown in Figures 4a-c.

The trends are similar to those for the New Vale lignite, 
in that drying increased the spin concentration and 
g-value, most of the change occurring in the initial stages 
and flow drying, especially at 150°C, leading eventually 
to significantly larger increases than those associated with 
vacuum drying. The overall increases were much smaller 
than those accompanying drying of New Vale lignite, and 
the (/-values were all significantly lower (wet 2.0027. dry 
2.0028). This can be attributed to aromatic and/or 
aliphatic hydrocarbon free radicals and is consistent with 
the low nitrogen and oxygen contents of this coal 
(Table I). On drying, relatively little decarboxylation 
occurs and relatively few heteroatomic centres arc 
available to interact with unpaired electrons and become 
incorporated into new radicals.

Computer simulation of the Stockton e.p.r. spectrum 
indicated the presence of two components (A and B) in 
the broad signal, with a third narrow signal (C) 
superimposed as shown in Figure lb. The changes in peak 
intensities, linewidths and (/-values with time under both 
drying regimes at 150°C are listed in Table 2. For this 
coal, vacuum drying led to an increase by a factor of 1.2 
in the intensities of both signals A and B forming the 
broad peak, whereas nitrogen flow drying did not change 
the intensity of signal A but resulted in an increase by a 
factor of 2.4 in the intensity of signal B. The radicals 
responsible for the narrow peak (C) were not affected by 
either drying process. As observed in experiments with 
New Vale lignite, flow drying generates radicals with the 
same (/-values as those obtained by vacuum drying, but 
in this case it introduces a definite bias in favour of 
the radical species with the (slightly) lower (/-value 
(species B in Table 2).

Microwave power saturation curves for drying Stockton 
coal at 150°C are shown in Figure 5. As in the 
corresponding experiment with New Vale lignite, the 
vacuum drying curves converged quickly and remained 
superimposable, whereas those for flow drying continued 
to increase in intensity as drying proceeded. In addition, 
the curves were indicative of homogeneous broadening, 
and for nitrogen flow drying the power at maximum 
intensity (Pmax) increased steadily from 1.0 mW for wet 
coal to — 8 mW after drying for 72 h. The narrow 
Stockton signal was not saturated at 200 mW, and no 
assignment of line broadening could be made for it. A 
similar narrow line in the 35 GHz spectrum of a high-rank 
Pittsburgh coal which showed no saturation up to 
100 mW was attributed to an exchange narrowed species 
due to a high localized radical concentration^.

°°0 I 2 3 4 0 1 2 3

( microwave power / mW ) 2

Figure 5 Microwave power saturation curves for Stockton No. 2 
bituminous coal on drying at 150°C under (A) nitrogen flow.(B) vacuum. 
Symbols as in Figure J
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I50°C

Oxidation time (hr)

Figure 6 Changes in spin concentration on exposure of nitrogen-flow- 
dried New Vale lignite to dry air at various temperatures

Drying: general remarks
The above results show for both the lignite and the 

bituminous coal that different drying methods may lead 
to different outcomes in terms of increase in radical 
concentration. They also suggest that a major factor in 
determining the outcome is the balance between the rate 
at which new radical centres are formed, possibly by 
decarboxylation, and the availability of heteroatomic 
sites to interact with the newly generated unpaired 
electron density. The distribution of radical sites, which 
previous workers14-22 have concluded are clustered 
rather than evenly spread throughout the coal, is also 
likely to influence the outcome of a drying process. With 
these factors in mind, it may be expected that the initial 
rapid increase in radical concentrations and subsequent 
levelling-off during vacuum drying are due to initial rapid 
removal of water leading to high concentrations of 
‘non-hydrated’ radical clusters, followed by coupling 
reactions to form non-radical diamagnetic species. In 
contrast, during flow drying, when water loss is more 
gradual37, rapid increases in the concentrations of 
'non-hydrated’ radical clusters and associated coupling 
reactions become less likely. Newly generated radical sites 
remain in the system and lead eventually to a greater 
increase in radical concentration. If water removal is slow 
and heteroatomic sites are not freed up, unpaired 
electrons may instead be delocalized into polycondensed 
aromatic ring systems if these are available. The
preference shown fora radical species with a lower g- value 
on drying of the bituminous coal under nitrogen flow 
conditions illustrates this point.

Oxidation effects
Oxidation of dried New Vale lignite at all temperatures 

caused an initial slight increase in radical concentration 
followed by a steady decrease over the ensuing 10 days. 
After this time the radical concentration for oxidation at 
30°C had returned to approximately the same level as 
before exposure, but it had fallen significantly below this 
level for oxidation at the higher temperatures (Figure 6).

When dried Stockton coal was exposed to dry air, the 
narrow signal disappeared within minutes, regardless of 
oxidation temperature. Oxidation at 30 and 105°C caused 
a steady increase in radical concentration throughout the

10 days experiment, whereas at 150°C there was a quite 
rapid increase during the first 24 h followed by a fairly 
pronounced decrease until the end of the experiment 
(Figure 7). ■

The changes in radical concentration observed on 
exposure of dried New Vale lignite to dry air at 30°C 
are similar to those reported by Dack et al.9,3S for room 
temperature oxidation of predried Victorian brown coal. 
They are also consistent with the oxidation mechanism 
proposed31 on the basis of the chemical and thermal 
responses of this New Vale sample on exposure to dry 
oxygen. This involves the generation of new radical 
species through the formation and breakdown of 
hydroperoxy radical species and subsequent conversion 
of the radicals into non-radical products. At 30°C the 
reaction is sufficiently slow to allow the increase 
in radical concentration accompanying hydroperoxy 
formation and breakdown to be observed, whereas at 
higher temperatures the reaction quickly reaches the 
stage at which the formation of non-radical products 
predominates.

The rapid disappearance of the narrow Stockton signal 
probably results from formation of a complex between 
oxygen and the highly aromatized Stockton coal 
macrostructure. Similar results have been reported by 
others and assigned to complex formation between 
oxygen and structures containing delocalized unpaired 
electrons35-39.

As may be expected for this unresponsive coal31, 
the broad component of the Stockton signal is not 
significantly altered after the coal has been exposed to 
air for 10 days at 30°C. Even after 10 days at 105°C it 
appears that reaction has not advanced to the stage at 
which formation of non-radical products is predominant. 
This stage is not reached until 150°C.

CONCLUSIONS
Drying of New Vale lignite and Stockton No. 2 
bituminous coal increases the radical concentrations in 
both, the increase being greater for the lignite. For 
both samples the increase in radical concentration is 
accompanied by increases in {/-values. Vacuum drying 
produces rapid change, whereas the increase in radical

Oxidation time ( hr)

Figure 7 Changes in spin concentration on exposure of nitrogen-flow- 
dried Stockton No. 2 bituminous coal to dry air at various temperatures

-25-
Fuel 1995 Volume 74 Number 3 393



Formation of free radicals: R. M. Carr et al.

concentration during flow drying is more gradual but 
greater overall. The changes depend on the balance 
between two processes. One is a small amount of 
decarboxylation to generate new radicals; the other is the 
removal of water from heteroatomic sites within the 
coal macrostructure to allow increased interaction 
between the unpaired electrons of these radicals and the 
heteroatoms. The balance is influenced by many factors, 
including the rate at which water is removed (and hence 
the drying method) and the distribution of radicals within 
the coal.

Exposure of dried New Vale lignite to dry air leads to 
an initial increase and subsequent decrease in radical 
concentrations. This trend is observed for oxidation at 
30, 105 and 150'C, the onset of the decrease becoming 
more rapid at higher temperatures. The initial increase 
in radicals arises from the formation and breakdown of 
hydroperoxy species, and the decrease is the result of 
their subsequent conversion to non-radical products. 
Stockton bituminous coal behaves similarly but is far less 
reactive.
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Table 1 Properties of Taiheiyo coal and DAO used

Ultimate analysis[wt%. d.a.f. base]
C H 0 S N

Taiheiyo 72.55 6.57 18.05 0.32 1.58
DAO 91.22 5.95 1.41 N.D. 0.61

Proximate analysis[wt%. wet base]
Moisture Ash Volatile Matter Fixed Carbon

Taiheiyo 5.90 12.55 44.64 36.91

Table 2 Elements of red mud catalyst used
[wt%, dry base]

A1 Si S Cl P Ca Ti Fe
14.05 7.71 0.32 2.81 0.32 2.20 7.67 64.92

Percentage distilled

Fig. 1 Distillation curve for decrystallized 
anthracene oil
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■.—•— batch P = 10.1 MPa

preheater P = 30MPa

Ei = 109KJ-mol'

1/TX10

Fig.4 Arrhenius plots of rate constants for Taiheiyo 
coal with DAO and red mud/sulfur catalyst
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Table 3 Experimental conditions for measurements of the kinetics of Taiheiyo coal 
hydrogenation using the preheater

RUN number RUN-1 RUN-2 RUN-3
Experimental conditions
Temperature* [K] 655 655 655
Pressure [MPa] 30 30 30
Recycle gas rate [Ncm3/s] 6555 8361 11667
Slurry feed rate [g/s] 2.26 2.26 2.28
Cgl [-] 0.43 0.45 0.50
9 R1 [s] 353 341 308

Yield [wt %.
Gas

d.a.f. base]
1.78 1.80 1.95

Water 1.45 1.82 2.33
TI** ( = CA) 76.40 77.00 78.60
TS* * * 24.60 23.00 21.40
Total 104.20 103.60 104.30

H2 consumption 3.66 3.59 3.42
[wt%, d.a.f. base]

averaged values of temperature in the longitudinal direction at the preheater 
* * Toluene insolubles 
*** Toluene solubles
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(0#mTst#L/:?94#f<0Em$m% Conv.iT)'

Conv,2 = 1(1 - Conv.i) - (1 - Conv.T)l /
(1 - Conv. i) (11)
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Table 4 Experimental conditions for the experiments of coal liquefaction

RUN number RUN-4 RUN-5 RUN-6
Experimental conditions
Temperature* [K] 720 729 724
Pressure [MPa] 30 30 30
Recycle gas rate [Ncm3/s] 5639 8611 11250
Slurry feed rate [g/s] 2.36 2.28 2.36
£gl [-] 0.38 0.46 0.52
Eg2 [-] 0.11 0.16 0.20
9 R1 [s] 368 332 284
^ R2 [s] 1835 1799 1656

Yield [wt%, d.a.f. base]
Gas 6.69 6.48 6.09
Water 12.09 9.38 10.86
Oil** 35.31 44.97 38.08
Residue* * * 47.46 40.14 42.14
Total 101.50 101.00 108.60

Hz consumption 4.96 5.99 6.08
[wt%, d.a.f. base]

* averaged values of temperature in the longitudinal direction at the reactor
* * IBP—811K
* * * Unreacted coal + Toluene solubles (811K -)

Table 5 Axial distribution of temperature at the preheater

RUN No. 1RUN-1 RUN-2 RUN-3 RUN-4 RUN- 5 RUN-6
X* Temperature
[-] [K]
0 463 488 503 473 478 482

0.1 560 570 590 600 605 610
0.2 642 647 652 643 649 650
0.3 651 654 657 646 653 653
0.4 658 661 662 649 656 655
0.5 665 666 666 652 658 657
0.6 670 669 669 654 660 658
0.7 674 672 671 656 661 659
0.8 676 674 672 656 661 659
0.9 676 674 673 656 661 659
1.0 676 674 673 656 661 659

* dimensionless length from bottom of the preheater

Table 6 Observed frequency factors and activation energies 
of Taiheiyo coal with DAO and red mud/sulphur

Frequency factor [s'1] Activation energy [KJ/mol]
kio’ kzo Ei E2

2.33 X 10s 7.04 X1010 109.0 181.0
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Fig.5 Longitudinal distribution of temperature and 
dimensionless concentration of unconverted 
coal at the preheater
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Fig.6 Effect of residence time of slurry on coal 
conversion for Taiheiyo coal at the reactor
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#-c&, 

mmz^]
ao = ash fraction of coal [“]
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ar = ash fraction of toluene insolubles [-]

Cm = unreacted coal fraction of less active coal
component [-]

Ca2 = unreacted coal fraction of active coal compo-
nent [-]

Ch2 = dimensionless concentration of hydrogen in
the bulk slurry [-]

Conv. - coal conversion [-]

Ei = activation energy of ki D • mol"1]

e2 = activation energy of k2 D * mol"1]

Io = inactive fraction of coal [-]

ki = reaction rate constant for less active coal
component [s"1]

kiT = true reaction rate constant for less active
coal component [s'1]

k,' = reaction rate constant for less active coal

obtained using a continuous reactor [s'1]

k2 = reaction rate constant for active coal compo-
nent [s"1]

k 10 = frequency factor of kj [s'1]

k 1 o’ = frequency factor of ki' [s'1]

k2o = frequency factor of k2 [s'1]

m = reaction order [-]
N = number of mixed reactors in series [-]
R = gas constant D • mol*1 • K"1]

T = temperature [K]
T, = temperature at the height of the preheater

[K]
V = volume of reactor [m3]

WAsh = weight of ash [g]
Wcal:. - weight of catalyst

ws, = mass flow rate of slurry [kg • s"1]
WQ = weight of coal load [g]

wti = weight of toluene insolubles fraction [g]

X = dimensionless axial distance from nozzle [~]

yps = yields of pyridine-soluble fraction [-]

fg = gas holdup [-]

8 = time [s]

9 R = residence time of slurry [s]

P SI = density of slurry [kg • m"3]
3=>

0 = initial conditions 1 = preheater 2 - reactor
£ &
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Analysis of Coal Liquefaction Reaction in a Bench-Scale 
Direct Coal Liquefaction Reactor

Kiyoshi IDOGAWA, Masahide SASAKI, Hiroshi NAGAISHI,Hideo NARITA, 

Akiyoshi SASAKI. Takeshi KOTANIGAWA, Takashi FUKUDA,

Mituyoshi YAMAMOTO, Tadashi YOSHIDA and Yosuke MAEKAWA

(Resources and Energy Division, Hokkaido National Industrial Research Institute)
Mashiki IKEGAMI

(Materials Division, Hokkaido National Industrial Research Institute)
Tadatoshi CHIBA

(Dept, of Metallurgical Eng., Hokkaido University)

SYNOPSIS I—Coal liquefaction experiments for Taiheiyo coal with decrystallized 
anthracene oil as the solvent and red-mud/sulfur as the catalyst were conducted by a 
batch reactor with rapid heating operation and, a bench-scale continuous preheater. 
Rate constants were obtained from analysis of the experimental results by two reactants 
model. Moreover, the coal conversion in a continuous liquefier was estimated with these 
rate constants by the perfect mixed reactor model.

The coal liquefaction rates of the less active component for Taiheiyo coal were diffe
rent between the batch reactor and the continuous reactor, with decrystallized 
anthracene oil as the solvent. It was considered that the reason was due to the differ
ences in the doner hydrogen concentration of the two reactors.

The observed values of the coal conversion were approximately coincided with the 
calculated values. Therefore, it was found that the frequency factor of the reaction rate 
of the less active coal components varied with both the pressure and the reactor types, 
but the activation energy did not change. Effect of vaporization of the solvent on the 
values of the residence time of slurry could be neglected in these experimental conditions 
(30 MPa, 723 K), and they were represented by the values calculated using only the gas 
holdup.

Key Words

Coal liquefaction, Liquefier, Preheater, Reaction rate constant, Coal conversion,
Gas holdup
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A model structure of Zao Zhuang bituminous coal (Shan Tong province in China, 86.9 wt % C) 
based on the structural analyses and the computer simulation was constructed. The coal was 
extracted with pyridine or carbon disulfide —N-methyl-2-pyrrolidinone (CSg—NMP) mixed solvent, 
and the extracts obtained were further fractionated. The extract fractions were hydrogenated 
using Adkins catalyst under mild condition at 430 °C for 1 h. The structure of the oil (n-hexane 
solubles) obtained from each extract fraction was analyzed by mass spectrometry after column 
separation and the molecular models of the fractions including the extraction residue were 
constructed assuming associated structure of coal molecules. Finally, a model structure of Zao 
Zhuang coal which consists of a huge associate of coal molecules was constructed three- 
dimensionally using computer-aided molecular design (CAMD) by assuming an anisotropic model 
structure formed from a periodic boundary cell. Good agreement of the physical density (1.22 
g/cm* 1 2 3) of the constructed model with that (1.29 g/cm3) observed experimentally suggests that 
Zao Zhuang coal has a possibility to have associated structure of coal molecules having a 
continuous distribution of molecular weight from the lighter fraction to the solvent-insoluble 
residue.

Introduction

The nature of macromolecular structure of coals has 
not been fully understood. Shinn1 has constructed a 
model structure of Illinois No. 6 bituminous coed based 
on analytical data on the coal and its liquefaction 
products and showed various structural components. 
Shinn described that considerations of the secondary 
structure such as hydrogen bonding interaction and the 
three-dimensional nature of the coal would be necessary. 
Spiro2'3 has constructed three-dimensional coal models 
proposed by Given,4 Wiser,5 Solomon,6 and Heredy,7 
using space-filling models. The three models of them 
were found to include spatially or sterically inaccessible 
moieties. Carlson8 has determined three-dimensional 
minimum-energy conformations of coal models sug
gested by Given,4 Wiser,3 Solomon,6 and Shinn1 and

* To whom correspondence should be addressed.
® Abstract published in Advance ACS Abstracts, October 1, 1995.
(1) Shinn, J. H. Fuel 1984, 63, 1187.
(2) Spiro, C. L.; Kosky, P. G. Fuel 1981, 60, 1121.
(3) Spiro, C. L. Fuel 1982, 61, 1080.
(4) Given, P. H. Fuel I960, 39, 147.
(5) Wiser, W. H. NATO ASI Ser. C 1984, 124, 325.
(6) Solomon, P. R. New Approaches in Coal Chemistry, ACS Symp. 

Ser. 169; American Chemical Society: Washington, DC, 1981; p 61.
(7) Heredy, L. A.; Wender, I. Prepr. Pap—Am. Chem. Soc., Div. Fuel 

Chem. 1980, 28, 38.
(8) Carlson, G. A. Energy Fuels 1992, 6, 111.

0887-0624/95/2509-1003$09.00/0

found that secondary bondings, in particular, van der 
Waals interactions and hydrogen bonding, are strong 
driving forces to form and to maintain the three- 
dimensional structure of coals. Nomura et al. has 
constructed a bituminous coal structural model based 
on the data of pyrolysis GC/MS and CP/MAS 13C NMR.9 
Faulon and co-workers10'11 developed a new simulation 
technique including CASE (computer-aided structure 
elucidation) and CAMD and calculated statistically 
structural, energetic, and physical characteristics for 
five coal models with different cross-linking densities. 
Takanohashi and co-workers12,13 determined the mini
mum-energy structure of solvent-soluble molecules by 
the computer-aided molecular design (CAMD) and 
reported that the most stable conformation was an 
associated structure of several coal molecules through 
noncovalent interactions and these molecules seemed 
to form a three-dimensional cross-link structure which 
mainly consists of physical cross-links. The solvent-

(9) Nomura, M.; Matsubayashi, K.; Ida, T.; Murata, S. Fuel Process. 
Technol. 1992, 31, 169.

(10) Faulon, J.-L.; Carlson, G. A.; Hatcher, P. G. Energy Fuels 1993.
7, 1062.

(11) Faulon, J.-L.; Mathews, J. P.; Carlson, G. A.; Hatcher, P. G 
Energy Fuels 1994, 8, 408.

(12) Takanohashi, T.; lino, M.; Nakamura, K. Energy Fuels 1994,
8, 395.

(13) Takanohashi, T.; lino, M.; Nakamura, K_ Kagaku Kogc’r.u 
Ronbunshu 1994, 20, 959.

© 1995 American Chemical Society
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soluble molecules after extraction seem to have the 
minimum-energy conformation, since the strained struc
ture of coal has been relaxed and stabilized during 
extraction and fractionation. The structure of raw coal 
is considered to be anisotropic with increasing rank of 
coal. The understanding of the macromolecular struc
ture of coals seems to be a key factor in coal handling 
and reactivities of coal conversion processes, such as 
liquefaction and pyrolysis.

A concept of “two-phase (component) structure” of 
coal, i.e., a main three-dimensional covalently cross- 
linked network and a small amount of low-molecular 
weight components trapped in the network, has been 
widely accepted.14,15 Significant contributions of non- 
covalent interactions among coal molecules to coal 
structure, such as hydrogen bondings,14 15 16 17 18 19 20 21 tz—tz interac
tions,17,18 and charge transfer interactions,19-21 have 
been recently reported. It has been found that carbon 
disulfide—Ar-methyl-2-pyrrolidinone (CSg—NMP) mixed 
solvent gave very high extraction yields more than 50% 
(daf) for some bituminous coals even at room temper
ature22,23 and that the addition of a small amount of 
tetracyanoethylene or p-phenylenediamine greatly in
creased the extraction yield, suggesting that a large part 
of coals is composed of associates of solvent-soluble 
molecules which are dissociated by the reagents 
above.20,24 Physical cross-links by locally cooperative 
noncovalent interactions for the formation of three- 
dimensional cross-linked structure have been indicated 
in synthetic and biological polymers. Cody et al.25,26 
have reported that a pyridine-swollen coal shows vis
coelastic properties and that it behaves like an en
tangled network unlike a covalently cross-linked mac
romolecular network.

In the present paper, Zao Zhuang coal (Chinese 
bituminous coal) was extracted with pyridine in a 
Soxhlet extractor, or with CS?—NMP mixed solvent at 
room temperature. For the fractions obtained by sol
vent fractionation after the extraction, structural analy
ses were carried out. A molecular model of the raw coal 
which consists of a huge associate of coal molecules was 
constructed three-dimensionally using the CAMD 
method.

Experimental Section

Extraction and Fractionation. Zao Zhuang coal (Shan 
Tong province in China, 86.9 wt % C, <250 nm,) was extracted

(14) Derbyshire, F.; Marzec, A.; Schulten, H.-R.; Wilson, M. A.;
Davis, A.; Tekely, P.; Delpuech, J.-J.; Jurkiewicz, A.; Bronnimann, C. 
E.; Wind, R. A.; Maciel, G. E.; Narayan, R.; Battle, K_; Snape, C. Fuel 
1989, 68, 1091.

(15) Given, P. H.; Marzec, A.; Barton, W. A.; Lynch, L. J.; Gerstein, 
B. C. Fuel 1986, 65. 155.

(16) Larsen, J. W.; Green, T. K.; Kovac, J. J. Org. Chem. 1985, 50. 
4729.

(17) Quinga, E. M.; Larsen, J. W.; Stock, L. M. Energy Fuels 1987, 
1. 300.

(18) Miyake, M.; Stock, L. M. Energy Fuels 1988, 2, 815.
(19) Sanokawa, Y.; Takanohashi, T.; lino, M. Fuel 1990, 69, 1577.
(20) Liu, H.-T.; lshizuka, T.; Takanohashi, T; lino, M. Energy Fuels 

1993, 7, 1108.
(21) Flowers, II, R. A.; Gebhard, L.; Larsen, J. W.; Sanada, Y.; 

Sasaki, M.; Silbemagel, B. Energy Fuels 1994, 6, 1524.
(22) lino, M.; Takanohashi, T.; Ohsuga, H.; Toda, K. Fuel 1988, 67, 

1639.
(23) Takanohashi, T; lino, M. Energy Fuels 1990, 4, 452.
(24) lshizuka, T.; Takanohashi, T.; I to, O.; lino, M. Fuel 1993, 72, 

579.
(25) Cody, G. D . Davis, A.; Hatcher, P. G. Energy Fuels 1993, 7, 

455.
(26) Cody, G. D ; Davis, A.; Hatcher, P. G. Energy Fuels 1993, 7,

463.
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Figure 1. Solvent extraction and fractionation procedures of 
Zao Zhuang coal.

Table 1. Fraction Distribution of Zao Zhuang Coal

extraction yield," extract fraction, wt % (daf)
wt % (daf)HS BS PS MS MI

63.0 1.7 4.5 24.6 28.7 37.0

0 The yield with CSg-NMP mixed solvent at room temperature.

with pyridine in a Soxhlet extractor and then fractionated with 
benzene and n-hexane into n-hexane-soluble (HS), hexane- 
insoluble, and benzene-soluble (BS), benzene-insoluble, pyri
dine-soluble (PS), and pyridine insoluble (PI) fraction as shown 
in Figure 1. The raw coal was also extracted with the CSn- 
NMP mixed solvent (1:1 by volume) which gives a heavier 
extract fraction than the PS, i.e., pyridine-insoluble and the 
mixed solvent-soluble (MS) fraction, and the mixed solvent- 
insoluble (MI) fraction. A detailed description of the mixed 
solvent extraction is shown elsewhere.22 23 24 25 26 *

Hydrogenation. The BS, PS, and PI fractions were 
hydrogenated under mild condition using Adkins catalyst 
under 10 MPa of hydrogen at 430 °C for 1 h.27,28 The products 
were Soxhlet-extracted with n-hexane and the oils (n-hexane 
solubles) from each fraction, i.e., BS-oil, PS-oil, and Pi-oil, were 
obtained as shown in Figure 1.

Structural Analysis of Oil. The oils were separated into 
alkanes (Fr-P), monoaromatics (Fr-M), diaromatics (Fr-D), tri- 
and tetraaromatics (Fr-T), and polyaromatic and polar com
pounds (Fr-PP) by HPLC with a Zorbax BP-NH2 column (Du 
Pont), respectively, using n-hexane as an eluent.29 The 
structure of the fractions obtained above was analyzed by mass 
spectrometry. A JEOL JMS-01 SG-2 Series mass spectrometry 
with field desorption was used for obtaining mass spectra for
each fraction. The density of raw coal was measured in water 
with a gravity bottle and corrected for the content of ash.

Construction of Molecular Model for Each 
Fraction

A molecular model with molecular weight of around 
10 000 for the raw coal is constructed. The extraction 
yield and the fraction distribution are shown in Table 
1. The ultimate analysis for each fraction is shown in 
Table 2, together with the molecular formulas of each 
fraction. The oil yield after hydrogenation for each 
fraction is shown in Table 3. The oil yield for HS-oil, 
BS-oil, and PS-oil was 1-3%. Katoh and Ouchi have

(27) Katoh, T.; Ouchi, K. Fuel 1985, 64, 1260.
(28) Katoh, T.; Ouchi, K. Fuel 1987, 66, 58.
(29) Satou, M.; Tanimoto, M.; Yokoyama, S.; Sanada, Y. J. Chem. 

Soc. Jpn. 1987, 1, 67.
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Table 2. Molecular Formulas of Each Fraction

ultimate analysis (wt %, daf) molecular
fraction C H N S O formula Mn H/C o/c N/C S/C n

HS observed 86.5 7.7 1.1 4.7= 380* 1.07 0.011 0.62'
model 87.6 7.9 0.0 0.0 4.5 CzgHzgO; 356

(1 molecule)
1.08 0.038 0.000 0.000 0.62

BS'd observed 89.1 6.8 1.2 1.1 1.8 705* 0.92 0.015 0.012 0.005 0.68'
model 88.1 6.8 2.3 0.0 2.7 C44H41O1N1 599

(1 molecule)
0.93 0.023 0.023 0.000 0.68

PS observed 85.9 5.3 1.7 1.8 5.3 1990* 0.74 0.046 0.017 0.008 0.74'
model 86.0 5.3 1.8 1.4 5.5 C167H123O8N3S1 776

(3 molecules)
0.75 0.048 0.018 0.006 0.83

MS observed 85.5 5.1 1.8 1.7 5.9 3080* 0.71 0.052 0.019 0.007 0.82=
model 85.3 5.0 1.8 2.1 5.8 C216H152O11N4S2 1013

(3 molecules)
0.70 0.051 0.019 0.009 0.85

MI observed 85.3 4.7 1.6 2.1 6.3 0.66 0.055 0.016 0.009
model 85.4 4.7 1.6 2.3 6.0 C303H196O16N5S3 1419

(3 molecules)
0.65 0.053 0.017 0.010 0.87

raw coal observed 86.9 5.1 1.5 1.6 4.9 0.70 0.042 0.015 0.007
model 85.8 5.1 1.7 1.8 5.6 C756H542O37N13S6 10580' 0.72 0.049 0.017 0.008 0.85

(11 molecules)

° By difference (S + 0). * SEC.12 ' XH NMR.30 d Acetone-soluble fraction. ' Total molecular weight.

Table 3. Yield of Oil Obtained from Each Fraction

HS-oiI° BS-oil* PS-oil* Pi-oil* 
oil yield, wt % raw coal basis 1.7 0.97 2.9 13

° Obtained from extraction and fractionation. * Obtained from 
the hydrogenation of each fraction.

■ HS-oil
■ BS-oil

H PS-oil 
Pl-oii5 30

Fr-P Fr-M Fr-D Fr-T Fr-PP
Figure 2. Fraction distribution of each oil separated by 
HPLC.

(a) Fr-P

2 0-2-4 -6 -8 -10
Z number

(c) Fr-D

-12 -14 -16 -18 -20
Z number

’b) Fr-M.

-6 -8 -10 -12 -14

Z number

(d) Fr-T

■L 20

-18 -20 -22 -24 -26 -28 -30
Z number

conducted27-28 the same mild hydrogenation for Taiheiyo 
coal (77.0 wt % C) using Adkins catalysis at 360—430 
°C, and extracted n-hexane solubles (oil), and then the 
residue (n-hexane insolubles) obtained was again hy
drogenated and extracted, and this hydrogenation pro
cedure was repeated six times. Total oil yield was up 
to 68.8%. The aromatic structure of each oil fraction 
from the Taiheiyo coal was very similar and mono- and 
diaromatics were main components, regardless of the 
number of hydrogenation. lino et al. have reported30 
that three extract fractions obtained from the CS2- 
NMP extraction showed a similar degree of aromatic 
condensation independent of the heaviness of fractions, 
although the aromaticity (/a) increased with the frac
tions heavier. These results indicate that the structures 
of aromatic moieties in coal are similar throughout the 
entire fractions from the lighter fraction to the heavy 
one including the residue. Therefore, the structure of 
aromatic ring for the oils from each fraction is assumed 
to be that for the each fraction itself.

The fraction distribution of each oil (HS-oil, BS-oil, 
PS-oil, Pi-oil) by HPLC separation is shown in Figure 
2. Fr-T and Fr-PP were abundant in all oils. The 
distribution of aromatic rings of models for HS-PI was 
determined from the fraction distribution in Figure 2. 
The distribution of MI was assumed to be similar to that

(30) lino, M.; Takanohashi, T.; Obara, S ; Tsueta, H.; Sanokawa, Y. 
Fuel 1989, 68, 1588.

Figure 3. Distribution of compound type of each fraction 
classified with Z number: (a) Fr-P, (b) Fr-M, (c) Fr-D, (d) Fr- 
T.

of PI. The structural parameters for extract fractions 
of Zao Zhuang coal have been reported,30 and the 
average number of aromatic rings for all fractions was 
3—4 independent of the heaviness of fractions. Ultimate 
analysis of all fractions shown in Table 2 also indicates 
that H/C decreased and O/C increased continuously 
from the lighter fraction to the heavier one including 
the residue. The aromaticity of MI was estimated (/a =
0.87) from the extrapolation of the line connecting HS
(/, = 0.62), BS (/, = 0.68), PS (/, = 0.83), and MS (/, =
0.85).

Figure 3a—d shows distributions of compound type 
which was classified with the Z number (C„H2„4-z), for 
Fr-P, Fr-M, Fr-D, and Fr-T, respectively. Typical 
compound types classified with the Z number are shown 
in Table 4. Fr-PP is polyaromatic and polar compo
nents and it was impossible to analyze the Fr-PP. The 
aromatic structure of Fr-PP is considered to be similar 
to that of Fr-P—Fr-T, since all oils from each fraction 
contained Fr-PP to a similar extent. Therefore, the 
amount of Fr-P—Fr-PP in HS—MI was determined from 
the distribution of fractions (in Figure 2), and then 
compound types with larger content in Figure 3 were 
selected for HS—MI, respectively. The structural ele
ments for all fractions (HS, BS, PS, MS, and MI) are 
shown in Figure 4. The tri- and tetraaromatics were
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Table 4. Typical Compound Type Classified with Z 
Number

Comp type Comp, type

the main components independent of the heaviness of 
fractions. Functional types of oxygen were assumed to 
be hydroxyl and ether groups. The content of hydroxyl 
groups was determined previously.30 It was assumed 
that the bonding types of nitrogen and sulfur are 
pyridinic and pyrrolic groups31'32 and thiophenic and 
thioether groups,33 respectively.

The aromatic rings for HS and BS in Figure 4 were 
connected with a methylene bridge. The aliphatic 
carbons which are side chains or naphthenic types were 
attached to fit the H/C atomic ratio of each fraction. The 
molecular models for HS and BS are shown in Figure 
5.

It has been reported12 that the structures in the
energy-minimum state for PS or PI fraction were 
associates among several coed molecules. Molecular 
weight distributions of PS and PI have been found12 to 
change by using the eluent solvent containing a small 
amount of lithium bromide or anthracene, i.e., the 
region in high molecular weight (105-106) was shifted 
to that in lower molecular weight (102—103), suggesting 
that these additives could dissociate the associates of 
coal molecules and make their apparent molecular 
weight lower. Acetone-soluble fraction (AS) from the 
CSj-NMP extraction of Zao Zhuang coal showed the 
distribution of molecular weight with one peak in the

(31) Kelemen, S. R.; Gorbaty. M. L.; Kwiatek, P. J. Energy Fuels 
1994, 8. 896.

(32) George, G. N.; Gorbaty, M. L.; Kelemen, S. R.; Sansone, M. 
Energy Fuels 1991, 5, 93.

(33) Huffman, G. P.; Mitra, S.; Huggins, F. E.; Shah, N.; Vaidya, 
S.; Lu, F. Energy Fuels 1991, 5, 574.
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Figure 4. Aromatic structural elements for each fraction (HS, 
BS, PS, MS, MI).

low molecular weight region (around 102—103), and no 
change in molecular weight distribution by the additives 
was observed, indicating AS does not so much associate 
in the mixed solvent. If all associates in PS and PI are 
dissociated, their fractions may show a similar distribu
tion of molecular weight to AS fraction. The average 
molecular weight of one molecule for PS and PI should 
be lower than the data obtained from size exclusion 
chromatography (SEC), although it is difficult to deter
mine the true molecular weight. In this study the 
average molecular weight for HS and BS was deter
mined from the SEC measurement since their fractions 
do not so much associate in the mixed solvent, while 
the average number weight for PS, MS, and MI was 
assumed in the range of 776—1419, as described below.

The addition of a small amount of tetracyanoethylene
(TONE) to the carbon disulfide-./V-methyl-2-pyrrolidi- 
none mixed solvent greatly increased the extraction 
yield of coals at room temperature,20'24 suggesting that 
the MI (residue) still includes associates of a consider
able amount of solvent-soluble components and TCNE 
dissociates them. The increased solvent-solubles from 
the MI was almost MS fraction. Thus, the structure of 
MI is also considered to be association of coal molecules, 
not a covalently bound three-dimensionally developed 
cross-linked network as generally accepted. Molecular 
models for PS, MS, and MI were constructed in the same 
way as HS and BS, and are shown in Figure 5. The 
model for PS, MS, and MI consists of three molecules, 
respectively. The average molecular weight for the 
model structures is 356, 599, 776, 1013, 1419, for HS, 
BS, PS, MS, and MI, respectively. So, the raw coal is 
composed of the 11 molecules from HS (oil) to MI
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Figure 5. Model structure for each fraction (HS, BS, PS, MS, 
MI).

(residue), and the total molecular weight is 10 580. It 
is noted that the model structure of the raw coal is a 
huge associate of coal molecules which have a continu
ous distribution of molecular weight, from HS to MI. 
The distinctions of heaviness among fractions separated 
by solvent fractionation are explained by the average 
molecular weight and the content of polar functional 
groups which are related to a tendency to form associ
ates. In the previous paper, molecular models for PS 
and PI were constructed12 using structural parameters 
calculated from NMR data. The present model 
structures were similar to previous ones.

Simulation Methods

Computer and Software. TITAN 750V graphic work 
station (Kubota Computer Inc.) and Polygraf (version 
3.21, Molecular Simulation Inc.) were used as the 
hardware on computer and the software program for the 
CAMD, respectively. The DREIDING method34 was 
used for the force field calculation. Polygraf also allows 
the use of periodic boundary conditions, in which model 
molecules are placed in a basic cell surrounded by the 
same cells in all directions. If a molecular segment exits 
on the one surface of the cell, the same segment enters 
from the opposite surface. Molecular segments in the 
cell can interact with others in the neighboring cells as 
well as in the same cell. Using these periodic boundary

(34) Mayo, S. L.; Olafson, B. D.; Goddard III, W. A. J. Phys. Chem. 
1990. 94, 8897.

conditions, the estimation of the physical density of 
model molecules was carried out.35-37 The densities 
estimated for styrene oligomer and coal models have 
been found to agree with the observed ones.

Potential Functions. The energy for model mol
ecules was evaluated from forces of bonded interactions 
(bond (£b), angle (Es), torsion (E0), inversion (£;)), and 
forces of nonbonded interactions (van der Waals CEvdw), 
electrostatic CEei)> hydrogen bond CEhb)), as shown in eq
1.

E = Eh+ Ee + + Ei + Evdw + Ee] + Ehb (1)

Construction of Molecular Model for Raw Coal

All coal molecules of HS, BS, PS, MS, and MI were 
randomly placed in a rectangular cell. It is not required 
to connect between coal molecules by covalent bonds, 
because their fractions were obtained from the mild 
extraction and fractionation and no bond scission has 
been indicated.22 Thus, the associated structure of coal 
molecules having a continuous molecular weight dis
tribution from HS to MI was considered for the model 
structure of Zao Zhuang bituminous coal, which is 
different from the two-phase model structure which 
consists of a covalently bound cross-linked network 
(immobile phase) and a small amount of low-molecular 
weight component (mobile phase) trapped in the net
work, which was widely accepted.14’15 The model after 
enclosing into the cell is shown in Figure 6. The size of 
cell is 72.9 A x 79.9 A x 12.9 A. Cody et al.38 have 
reported anisotropic swelling behaviors of raw coals. The 
swelling was greater perpendicular to the bedding plane 
than parallel to it. This result suggests that raw coals 
possess originally anisotropic structures, i.e., orientation 
of aromatic rings parallel to the bedding plane. Aro
matic rings can interact with other aromatic ring 
systems through ti—ji and van der Waals interactions 
and hydrogen bonding. Coal underground would have 
been pressurized to a great extent and would have a 
strained structure. Then, the coal mined would have 
been relaxed to some extent; however, significant strains 
still remain because of less mobility of coal molecules. 
Such strained structure for raw coal can be fully relaxed 
in good solvents or by thermal treatments. It was 
found39 that treatment with pyridine decreased the 
extraction yield of bituminous coals, indicating that the 
structure relaxed in the solvent has formed more stable 
conformation through noncovalent interactions. Yun 
and Suuberg40 also have found that the thermal struc
tural relaxation of coal macromolecules occurred at 
350-430 °C. Therefore, the rectangular cell (72.9 A x 
79.9 A x 12.9 A) as shown in Figure 6 was used to make 
the raw coal have such anisotropic macromolecular 
structure.

Figure 7 shows the flow chart of the calculation 
procedure. The molecular mechanics (MM) and molec
ular dynamics (MD) calculations were carried out for 
model molecules in a basic cell. The size of cell was

(35) Nakamura, K.; Murata, S., Nomura, M. Energy Fuels 1993, 7, 
347.

(36) Murata, S.; Nomura, M.; Nakamura, K_; Kumagai, H.; Sanada, 
Y. Energy Fuels 1993, 7, 469.

(37) Dong, T.; Murata, S.; Miura, M.; Nomura, M.; Nakamura, K_ 
Energy Fuels 1993, 7, 1123.

(38) Cody, G. D. Jr.; Larsen, J. W.; Siskin, M. Energy Fuels 1988, 
2, 340.

(39) Takanohashi, T; lino, M. Energy Fuels 1991, 5, 708.
(40) Yun, Y.; Suuberg, E. M. Fuel 1993, 72, 1245.
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for the extract fractions from Zao Zhuang coal also have 
agreed with the observed one.12 So, the associated 
model structure suggested here seems to be appropriate 
for the Zao Zhuang coal.

Conclusions

Zao Zhuang coal was extracted and fractionated, and 
the extract fractions obtained were hydrogenated under 
mild conditions. Structural analyses for the oils ob
tained showed that the main components of oils were 
aromatics with 3-4 rings independent of the heaviness 
of fraction. Associated structure of coal molecules 
having a continuous molecular weight distribution from 
the lighter fraction to the extraction residue was as
sumed for the model structure of the coal. The periodic 
boundary condition was used for modeling of structure

of the raw coal, to make the coal have the anisotropic 
structure. The estimated density for the model struc
ture was in agreement with the observed one. Finally, 
the associatedLmodel structure suggested here seems 
to be appropriate for the Zao Zhuang coal.
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Abstract—The novel bonding of an additional carbon layer over a C/C composite substrate surface was 
studied. Furan resin was selected for the additional carbon layer precursor. Molding was performed using 
a hot press apparatus. Polyvinyl chloride resin (PVC) was used as the bonding agent. The bonding mech
anisms were studied with thermal gravity analysis, thermal gravity-mass spectroscopy, and high-temperature 
electron paramagnetic resonance spectroscopy. No peel-off was observed at the boundary between the car
bon layer derived from furan resin/graphite powder and the C/C composite after loading by an external 
stress. The spins in thin carbon derived from PVC are recombined and are erased by the particular sites 
of graphite surface as one of roles of enhancement of adhesion.

Key Words—C/C composite, polyvinyl chloride resin, chemical bonding.

1. INTRODUCTION

Carbon fiber-reinforced carbon (C/C) composites have 
potential for use as high-temperature structural ma
terials, despite drawbacks such as high cost and low 
oxidation resistivity! 1-2], A protection system against 
high-temperature oxidation is required to use C/C 
composites on aerospace vehicles. A silicone carbide 
(SiC) surface coating is one of the most promising sys- 
tems[3-4]; however, a decrease in strength of the 
underlying C/C composite occurs during the high- 
temperature surface modification process. Addition
ally, uniform coating by an SiC film is difficult to 
achieve because of the non-uniform structure of a C/C 
composite surface. These difficulties have been over
come by the use of an additional carbon layer bonded 
with the aid of PVC over the surface of the C/C com- 
posite[5-6]. After processing, the carbon layer has an
SiC concentration gradient, and the interlayer is
strongly bonded to the C/C composite]?].

In this paper we describe the results of the inter- 
facial bonding mechanisms between the carbon layer 
and the C/C composite.

2. EXPERIMENTAL

A C/C composite of 2D type was used as a sub
strate. Commercially available furan resin (Hitachi 
Kasei Inc., Hitafuran 302) was selected for the carbon 
layer precursor. This furan resin gives low carboniza
tion yields; therefore, fine graphite powder (Wako Pure 
Chemical Industries, Ltd., grain size under 45 pm) was 
added. Polyvinyl chloride resin (Sunarrow Chemical 
Corporation, Sunar SA 400L) was used for the inter

layer between the carbon layer precursor and the sur
face of the C/C composite. Epoxy resin (Refinetec 
Ltd., Epomount) and phenol formaldehyde resin (Dai- 
nippon Inc. & Chemicals Inc., Phenolite) were also 
tested as references to polyvinyl chloride resin.

The materials were hot pressed, as shown in Fig. 1. 
The interlayer resin, including graphite powder, was 
placed between the carbon layer precursor resin and 
the C/C composite. The molding pressure was 200 kgf/ 
cm2 at 200°C. After molding, the test materials were 
baked at 1000°C for 5 h in an argon gas atmosphere.

The carbon layer microstructure was observed by 
a scanning electron microscope (SEM) to evaluate and 
monitor the bonding processes. The apparent density 
of the carbon layer was measured by a liquid replace
ment method. Ethanol was selected as the substitution 
medium.

The bond strength between the carbon layer and 

the C/C composite was determined by the short-beam, 
three-point bending method described in the A STM 
D2344. The short beam specimens contained a mid
dle carbon layer, derived from furan/graphite and 
bonded with carbon interlayer derived from PVC/ 
graphite films to top and bottom C/C composite 
plates. Specimens without PVC interlayer films were 
also tested for comparison.

Thermal gravity analysis (TGA), thermal gravity- 
mass spectroscopy (TG-MS), and high-temperature 
electron paramagnetic resonance spectroscopy (EPR) 
were performed to clarify the bonding mechanisms. 
TGA data were obtained under a nitrogen gas atmo
sphere up to 600°C with a heating rate of 10°C/min. 
The differential TGA curve (DTGA) was measured 
under the same condition as TGA and evolved gases
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Y/////A C/C composite 

Fig. 1. Hot-press apparatus.

were sampled and analysed by MS at a temperature 
interval of 50°C. The detail of EPR measurement is 
described elsewhere[8]. The maximum EPR analysis 
temperature was 600°C.

The instruments used for each analysis were as fol
lows: Rigaku Corporation TG-810 (TGA), Shimazu 
Corporation TG-QP 1000 EX (TG-MS), and Varian 
Instruments Ltd. E-109 (EPR).

3. RESULTS AND DISCUSSION

Figure 2 shows the change of apparent density of 
the furan/graphite derived carbon layer vs carboniza
tion temperature. The apparent density of the carbon 
layer was approximately 2 g/cc after a 1000°C carbon-

Table I. Mechanical test data of furan-derived carbon layer 
over the surface of C/C composite

Furan/graphite6
C/C composite

Furan/graphiteb-C/C composite 
PVC film as an interlayer

peel-off 6.7 MPa3

aSheer stress.
bFuran/graphite weight ratio: 1/4.

ization treatment; this value then increased gradually 
to 2.2 g/cc after a 2000°C carbonization treatment. 
The carbon layer after the 1000°C carbonization treat
ment is adequate to protect the C/C composite.

The carbon layer derived from furan/graphite is 
not able to bond to the C/C composite without inter
layer films. The carbon layer also easily peeled off 
from the surface of C/C composite in the presence of 
the carbon layer derived from epoxy resin/graphite and 
phenol-formaldehyde resin/graphite films. No bond
ing on the surface of the C/C composite is evidenced 
by SEM, as shown in Fig. 3a and b. These results in
dicate that the association was slight between the car
bon layer and the surface of the C/C composite in 
these cases. Figure 3c shows an SEM photograph of 
the bonding site of a specimen that used a PVC/graph- 
ite interlayer. The interlayer film of PVC/graphite 
powder (weight ratio 1/4) is sandwiched in between 
the carbon layer derived from furan/graphite powder 
(weight ratio 1 /4) and the surface of C/C composite. 
The carbon layer adheres well to the surface of C/C 
composite. Table 1 shows the results of a mechanical 
test of the specimens. The specimen with PVC inter
layer film peeled off under a 6.7 MPa shear stress. The 
adhesion is high enough for practical use.

c

Q.
CL
<

800 1000 1 200 1 400 1600 1 800 2000 2200
Temperature (°C)

Fig. 2. Change of apparent density of the carbon derived from furan/graphite vs carbonization temperature.
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Fig. 5. TG-MS curve for PCV samples.

crease of spin concentration for co-carbonized prod
ucts! 14], They suggest that the increase of the spin 
concentration in the presence of carbon black is prob
ably due to (a) increase of delocalized unpaired elec
trons due to the development of aromatic lamellae, (b) 
reducing the rate of recombination reaction of free 
radicals, and (c) lack of transferable hydrogen in the 
pitch. The hydrogens have a role stabilizing the free 
radicals created by pyrolysis of pitch. This is because 
the transferable hydrogens consume functional groups 
on the carbon black surface. Therefore, oxygen con

taining functional groups on the surface of carbon will 
play an important role in the carbonization reaction.

Our special attention is focused on a difference of 
the temperature dependency of PVC thermal decom
position. That is, weight decreases of PVC with and 
without graphite powder at 300°C, at which HCI starts 
to evolve, were tabulated in Table 2. From the results, 
it is presumed that evolution of HCI gas become re
stricted and/or is retarded chemically or catalytically 
with the existence of functional groups over the sur
face of graphite powder.
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1 000

Figure 8 shows a model describing the phenomena 
during heating. In the absence of graphite, PVC de
composes to generate pitch-like material with spins ac
companied by evolution of HCl. As the spins in the 
pitch recombine partially, the ampoule amount of 
spins will survive during heating. On the other hand, 
in the presence of graphite, evolved HCl from PVC

reacts with oxygen-containing functional groups on 
the surfaces of graphite particles to generate active 
spins. Thus, the total amount of spins will increase 
compared to the case of PVC alone at the tempera
ture 250-500°C. At higher temperatures (~500°C), the 
spins in the pitch recombine and are erased by the par
ticular sites of graphite surface. This is a probable rea-
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Table 2. Weight changes of PVC with graphite powder 
at 300°C

PVC with graphite 
(wt ratio)

PVC alone 2:1 1:1 1:2

Weight decrease3 0.48 0.65 0.66 0.65

3 Weight of residue after heat treatment (on basis of PVC).

son why the carbon layer derived from PVC/graphite 
precursor associates strongly with the C/C composite 
substrate.

Currently we are studying the interaction of PVC

with oxygen-containing functional groups bonded to 
the edge carbon of graphite crystals.

4. CONCLUSIVE REMARKS

We have demonstrated the feasibility of chemical 
bonding between carbon blocks (C/C composite and 
carbon layer) using polyvinyl chloride resin (PVC) as 
an interlayer material. It was found that thermal de
composition of PVC and the subsequent interaction 
between evolved gas components and the surface of 
carbon were effective in producing a strong chemical 
bond.

Acknowledgements—The authors thank Toray Research 
Center, Inc. for help in TG-MS analysis.
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CARBONIZATION OF PITCHES IN AIR BLOWING 
BATCH REACTOR
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Abstract—Carbonization of petroleum and coal tar pitches to toluene insoluble fraction (TI) was inves
tigated under air and nitrogen gas blowing systems. The TV yield was evaluated on the basis of the weight 
of pitch loaded. Changes of the yield with the reaction time were analyzed by a kinetic model of carbon
ization. The model assumes that pitch as a reactant contains a reactive component, P,, which converts 
to active thermal fragment, P*. and gas and tar, G, more quickly than the residual component, P2, ex
hibiting a nonlinear decrease of pitch in semi-logarithmic plot against the reaction time in an early stage 
of the reaction. The activation energies for P, and P2 conversions depended on pitch and gas atmosphere. 
In particular, activation energies for P, conversion in the air blowing system was found to be apprecia
bly smaller than those in the nitrogen blowing system. This less temperature-sensitive carbonization in the 
former system may be attributed to pitch reactivity improved by oxygen in air.

Key Words—Air blowing, kinetics, toluene insoluble, coal tar pitch, petroleum pitch.

1. INTRODUCTION

Air blowing is known to be one of the methods to raise 
the softening point of pitches and to produce precursors 
preferable to general-purpose carbon fiber (GPCF)[1). 
A great feature of the air blowing is oxidative poly
merization reaction, which participates to complicated 
reactions such as dehydrogenation, condensation' and 
aromatization, usually accompanied with heat treat
ment of carbonaceous materials under inert gas at
mosphere. Many researchers have studied chemical 
properties and carbonization behavior of pitches pro
duced with air blowing[2-8j. Mochida et o/. [1-3] re
ported that the carbonization mechanism of pitches 
under air blowing was different from the types of the 
pitches, and the softening point of a pitch was effec
tively increased by air blowing and the product pitch 
was easily converted to carbon fiber with fully devel
oped anisotropic texture by conventional heat treat
ment under inert gas atmosphere.

In spite of numerous investigations on the kinet
ics of mesophase formation in an inert gas blowing 
system[9-1 1], few have been reported for those in an 
air blowing system. Recently, Hiittinger et o/. [12-14] 
investigated the kinetics of mesophase formation un
der several kinds of atmospheric gases such as hydro
gen, argon, and carbon dioxide. They found that the 
activation energy depends on gas atmosphere as well 
as raw materials, reflecting different reactivities among 
them.

In a gas blowing carbonization system, formation 
of pyridine or toluene insoluble fraction and meso
phase from pitch would be affected not only by chem
ical properties of raw materials and gas atmosphere, 
but also more or less inevitably by physical factors 
such as the heat treatment temperature, the gas flow 
rate, and the initial load of pitch through a change in

production and/or removal rates of light hydrocarbon 
components in the pitch.

In the present study, kinetics of TI formation from 
a coal tar and a petroleum pitch was investigated un
der various conditions of air blowing. Before analyz
ing rates and deducing a kinetic model, influence of 
the air flow rate and the initial load of pitch on TI for
mation was examined as a function of the reaction 
temperature and time to clarity the effect above men
tioned. The results are compared to some extent with 
those obtained in a nitrogen gas blowing system.

2. EXPERIMENTAL

2.1 Raw materials
Raw pitches used in the present experiments were 

coal tar pitch (KCTP) and petroleum pitch (PP). Re
sults of solvent fractionation and C/H atomic ratio of 
the pitches are shown in Table 1. TI contents of KCTP 
and PP are 19.5 and 17.9 wtVo, respectively.

2.2 Carbonization
The pitches were carbonized by blowing air or ni

trogen gas through a gas inlet into a pyrex glass tube 
having an inner diameter of 30 mm and a length of 
300 mm. A thermocouple was directly immersed into the 
liquid pitch for exact measurement of the pitch tem
perature. The blowing gases were introduced through 
a 3 mm i.d. tube into the bed of pitch particles at room 
temperature at a calibrated flow rate. For air blowing, 
the reactor was heated immediately after initiation of 
the blowing; for nitrogen blowing, the heating was 
commenced about 20 min after purging air in the re
actor without any loss of the pitch particles by entrain
ment. In all the present experimental runs, the heating 
rate was steady and about 80 K/min.
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Table I. Characteristics of raw pitches

SP“
(°C)

Solubility (wt°7o) Elemental analysis

Sample HSb HI-TSc 77 d C H N Oc C/Hr

KCTP*
PPh

80
116

28.1 52.4
29.6 52.5

19.5
17.9

93.3 4.4 1.1 1.2 1.78 
92.0 5.3 0.6 2.1 1.44

“softening point,
bn-hexane-soluble,
cn-hexane-insoluble/toluene-soluble,
^toluene-insoluble.
cIOO-(C + H + N),
'atomic ratio,
“coal tar pitch, 
hpetroleum pitch.

In experiments for examination of effects of phys
ical factors on the yield of 77 fraction, the tempera
ture of the reactor contents was held at 633 K for the 
air blowing system and at 713 K for the nitrogen blow
ing system for a fixed time of 60 minutes, while the 
gas flow rate and the initial load of pitch were varied 
in a range, respectively, of 5 to 15 g and 20 to 200 
cm3 min"' g-'. Kinetic data were obtained at a fixed 
condition of the gas flow rate of 50 cm3 min""' g"' and 
in a temperature range of 613 to 693 K in the air
blowing system and 653 to 733 K in the nitrogen
blowing system for various holding times.

2.3 Extraction of heat-treated pitch 
by toluene

The heat-treated pitches were ground to a size less 
than 0.150 mm before subjecting them to extraction 
by toluene. About 1 g of the ground pitch was mixed 
with about 50 cm3 of toluene and dissolved in an ul
trasonic bath for 10 min and then stirred for 1 hour at 
333 K. The suspension was filtered with filter paper 
(pore size 1 /xm) under reduced pressure, and solid res
idue was washed with additional tolueneand n-hexane. 
Then, 77 fraction, thus obtained, was dried overnight 
in a vacuum oven at 333 K. The 77 fraction was quan
tified as the 77 yield, YTI, which indicates the weight 
percentage of 77 fraction in the pitch initially loaded.

3. RESULTS AND DISCUSSION

3.1 Effects of gas flow rate 
and initial pitch load

Preliminary experiments were carried out on effects 
of the volumetric gas flow rate, F, and the initial pitch 
load, H'o, on the yield of 77 fraction, YT/. As a re
sult, no appreciable dependency of YT, on F was ob
served for a range of F from 100 to 1000 cnVmin""'. 
On the other hand, a slight dependency of YT! on WQ 
was detected, with YT, decreasing with increasing fT0 
from 5 to 15 g. From visual observation through the 
transparent reactor wall, the dependency was attrib
uted to loss of light fractions of pitch due to entrain
ment by gas blowing out from carbonizing pitch in the

liquid phase. In the present experiments, gas supplied 
into the reactor passes as a number of tiny bubbles, 
which erupt at the upper surface of the liquid-phase 
pitch. The bubbles hardly grew along the reactor height 
within the present experimental conditions, which might 
result in entrainment invariable with W0. In addition, 
no essential change of the bubble size with W0 was 
observed, and the decrease of the height of liquid- 
phase pitch was almost independent of W0.

Thus, in Fig. 1, YT,s for KCTP blown by air at 
633 K and by nitrogen at 713 K with different W0s are 
plotted against F/W0, which is considered a measure 
of effective gas flow rate. As expected, variations of 
the yields with the gas flow rate are correlated as sin
gle curves for both nitrogen- and air-blowing systems. 
It is also seen that Yr/s for the air system are about 
20% higher than those for the nitrogen system, in spite 
of the lower reaction temperature for the former. In 
addition, the yields for the latter are almost indepen
dent of F/W0, whereas a slight maximum in the yield 
appears for the former at F/W0 = 50 cm3min"'g"'.

These variations of YT/ with F/WQ seem to corre
spond to a change of the oxygen content in the resid
ual pitch with F/W0, as shown in Fig. 2 for W0 = 5 g. 
Here, the oxygen content was calculated as a percen
tage difference: 100 - (C + H + N), assuming a neg
ligible sulfur content within the pitch. As can be seen 
in the figure, a maximum oxygen content appears at 
nearly the same effective gas flow rate as above. Also, 
a difference amounting up 1.5% can be seen between 
the oxygen content in air and nitrogen systems. This

raw KCTP

Fig. I. Dependency of 77 yields from KCTP on effective gas 
flow rate in air- (633 K, 60 min) and N2- (713 K, 60 min) 

blowing systems with different initial pitch load:

gas initial pitch load
5.0g 7.5g 10.0g 15.0g

air O A □ +
N, • A ■ X
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raw KCTP

Fig. 2. Dependency of oxygen contents in raw (O) and 
blown KCTP pitches (O, #) on effective gas flow rate with 
initial pitch load of 5.0 g. O: air blowing system at 633 K for 

60 min; •: N, blowing system at 713 K for 60 min.

implies that for the air system the oxygen content in 
the pitch changes in a balance of volatilization of 
oxygen-containing gas and tar into the gas phase and 
polymerization through substitution of hydrocarbon 
side-chains by oxygen[2,15], whereas for the nitrogen 
system only the volatilization proceeds without any ox
ygen supply into the liquid-phase pitch.

3.2 Rates of TI formation
For kinetic analysis of the present air- or nitrogen- 

blowing carbonization, a systematic series of experi
ments were carried out on change of YTI with time, t, 
at different temperatures under conditions where WQ = 
5 g and F = 250 cm3min~l. Figure 3 shows changes 
of YTi with time, t, for KCTP blown by air and nitro
gen at different temperatures. In the air-blowing sys
tem, Yti increases sharply with t less than 15 min, 
followed by a comparatively slow increase for t > 30 
min. The rates of increase of Yr/ for the N2 systems 
are much lower even at higher temperatures (i.e., 713 
and 733 K) than those in the air systems at tempera
tures below 693 K.

These characteristic change of Yr, with t were an
alyzed on the basis of simple reaction models. First, 
an /7 th order irreversible reaction kinetics of the pitch 
remaining in the liquid phase was applied to the 
changes by plotting In (-dYr,/dl) against In YT/ at a 
given temperature for each gas. However, no straight 
line was obtained for all cases, implying that 77 frac
tion consists of multi-component reactants. Figure 4 
shows a typical result of analysis where logarithms of 
Yt/ are plotted against t assuming a first-order ir
reversible reaction.

Along with the progress of TI formation was ob
served an appreciable decrease in the weight of liquid-

120 150 180

t, min

Fig. 3. Variation of TI yields with reaction time for KCTP 
at different temperatures with gas flow rate of 250 cmVmin 

and initial pitch load of 5.0 g:

gas temperature
air 633K 653K 673K 693K

O A O +
N2 673K 693K 713K 733K

• A ■ x

phase pitch due to release of gas and tar into gas 
phase. In Figure 5 changes of the gas and tar yield with 
time, t, for (a) KCTP and (b) PP are evaluated in 
terms of 1 - YP where YP denotes the weight fraction

120 150 180

Fig. 4. Semi-logarithmic plots of TI yield against reaction 
time for (a) KCTP and (b) PP at different temperatures with
gas flow rate of 250 cmVmin and initial pitch load

gas temperature
air 633K 653K 673K 693K

O A □ +
N2 673K 693K 713K 733K

• A ■ X
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t , min

Fig. 5. Variation of gas and tar yields with reaction time for (a) KCTP and (b) PP at different tempera
tures with gas flow rate of 250 cm3/min and initial pitch load of 5.0 g:

gas temperature
air 633K 653K 673K 693K

O A □ +
N2 673K 693K 713K 733K

# A ■ x

of the residual pitch based on the weight of initially 
loaded pitch. For both pitches, the gas and tar yields 
in the air-blowing system are clearly shown to be less 
temperature dependent compared to those in the N2 
blowing system. Also, the former yield is shown to in
crease very rapidly within 10 min. The rate of increase 
then reduces very quickly, giving l - YP less than 0.2. 
On the other hand, the latter yield increases over t up 
to 60 min. As a result, the yields in the former system 
are lower than in the latter for t shorter than ca. 10 
to 25 min while being higher for longer t.

3.3 Kinetic reaction model of gas-blowing
carbonization

The kinetic nonlinearity in the above semi-logarith
mic plot of l — Yrf vs z in Fig. 4 is a feature not only 
for pitch carbonization, but also for direct coal lique
faction and mesophase formation during pitch carbon
ization. In our previous papers[!6-l8] we developed 
a kinetic model for coal liquefaction that assumes two 
competitive first-order irreversible reactions of reactive 
and less reactive portions of coal. Hiittinger et al.[ 14] 
also modeled mesophase formation during carboniza
tion by including evolution of volatile fractions as in
active components. Hence, a new reaction model is 
developed here to explain the above-described features 
of gas-blowing carbonization on the basis of the fol
lowing assumptions for simplification.

I. Considering the appreciable and rapid release of 
gas and tar, C, as shown in Fig. 5, in the early stage 
of the reaction, raw pitch, P, is assumed to consists 
of P, and P2 where P, is a portion of P to produce

thermal fragment, P‘, and gas and tar, C,, at a rate 
faster than the residual portion of P, P2, to produce 
P" and gas and tar, C2:

P, P* + C, (A)

k{ > k2

P2-^-> P* + C2, (B)

where and k2 are the first-order reaction rate con
stants for reaction (A) and (B), respectively.

2. Toluene-insoluble fraction, 77, is produced by 
recombination of P*s with the second-order reaction 
rate constant k2, which is accompanied by evolution 
of gas and tar, G}:

P* + P‘ 77+ C3. (C)

3. Weight gain of the liquid-phase pitch due to ox
ygen uptake is ignored because of its negligible con
tribution, as shown in Fig. 2.

Applying the steady-state approximation to P* in 
reactions (A) and (B), the rate of decrease in the yield 
of the 77 fraction is expressed as

------ - = ki (I — Yt, i ) + k2 (l — YTI2), (1)
at

where Yrn and Yrn, respectively, represent the yields 
of 77 fraction from P, and P2. According to the above
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1/T x 103, K1/T x 103, K ’

Fig. 6. Arrhenius plots of 7/ formation rate constants for (a) KCTP and (b) PP with gas flow rate of 250
cmVmin and initial pitch load of 5.0 g:

gas k1 k2
air O A
N2 • ▲

assumptions and eqn (l), both reactions (A) and (B) 
occur in the early stage of carbonization, which would 
result in the nonlinear decrease of in( 1 - YTI) with (, 
as shown in Fig. 4. As the reactions proceed, P, dis
appears much faster than P2, and only a decrease of 
P: with ! is observed in the latter carbonization stage, 
which is described as a straight line in In(I - yr/2) vs 
the / plot.

Hence, by the same method as adopted in our pre
vious paper[17], A, and A2 were obtained analyzing 
data of YTl at different times and temperatures for 
pitches KCTP and PP, blown by N2 or air. The Arrhe
nius plots of these reaction rate constants for (a) KCTP 
and for (b) PP are shown in Fig. 6. It is seen for both 
pitches that A, for conversion of P, is higher than k2 
for P: within the present range of the reaction tem
perature, and that A, and k2 are considerably higher 
in the air-blowing system than in the N2-blowing sys
tem, reflecting the promotion of carbonization reac
tions by oxygen. The activation energies, P, and E2,

Table 2. Activation energies for P, and P2 carbonization

Sample Gas
A3

(kcal/mol) (kcal/mol)

KCTP' Air 13 10
N, 30 12

ppd Air 19 8
N: 40 11

‘‘activation energies for P,, 
^activation energies for P2, 
vcoal tar pitch, 
d petroleum pitch.

respectively, for A, and A2, obtained from the plots 
are listed in Table 2. As can be seen, P,s are larger 
than E2s for all cases of pitch and gas atmosphere, 
and P,s for KCTP are smaller than those for PP. 
Moreover, it is clearly shown that oxygen results in a 
drastic decrease of P, for both pitches.

4. CONCLUSION

Carbonization of petroleum and coal tar pitches to 
toluene insoluble fraction (77) was investigated un
der air and nitrogen gas-blowing systems. The follow
ing are concluded within the present experimental 
conditions:

1. Changes of the 77 yield with the reaction time 
are not described by simple first-order kinetics, but 
fairly well by a model that assumes that pitch, P, as 
a reactant contains a reactive component, P,, to con
vert to active thermal fragment, P*. and gas and tar, 
G, more quickly than the residual component, P2.

2. The activation energies for P, and P2 conver
sions depend on pitch and gas atmosphere. In partic
ular, activation energies for P, conversion in an 
air-blowing system are appreciably smaller than those 
in the nitrogen-blowing system. This less temperature- 
sensitive carbonization in the former system may be 
attributed to pitch reactivity improved by oxygen in 
air.
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NOMENCLATURE

F: volumetric gas flow rate, crn'min"1 
apparent reaction rate constant, sec-1 

t: reaction time, min 
WQ\ weight of pitch loaded, g 

Yp. yield based on weight of pitch loaded, -

Subscripts 
G: gas and tar 
P: raw pitch

P\: reactive portion of P 
P2: less reactive portion of P 
P': active thermal fragment produced from P 
77: toluene-insoluble fraction
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Abstract —In order to deepen our understanding of the air-blowing reaction of pitch as a precursor of car
bon fiber, aromatic hydrocarbons having 2 to 3 rings were selected as pitch models, and structural analy
ses of their air-blown products were conducted using FD-MS, GC-MS, NMR, and FT-IR spectroscopies.

Alkyl-substituted aromatic compounds polymerized with methylene, biphenyl-type, and ether bond
ing, leading the methylene to partially change into carbonyl during the air-blowing reaction. Therefore, 
the pitches containing alkyl-substituted compounds are the most effective source materials for raising the 
softening point, increasing molecular weight, and suppressing anisotropic texture. The properties of 
the air-blown products were characterized by, and dependent mainly upon, the crosslinked carbon and 
the condensed aromatic carbon formed by the air-blowing reaction.

Key Words—Air-blowing reaction, aromatic hydrocarbon, structural analysis, isotropic pitch.

1. INTRODUCTION

Raising the softening point of petroleum- and coal- 
based pitches has been achieved by air-blowing, an 
extremely important reaction in industry. Paving as- 
phalts[ 1 ], precursors for isotropic carbon materials[2], 
as well as pitch precursors used for general-purpose 
carbon fibers[3,4] are prepared on an industrial scale 
because the air-blowing reaction more effectively in
creases coke yield than heat treatment, distillation, or 
other methods.'-6 The air-blowing reaction shows 
every indication of raising the softening point, and 
increasing the insolubles for solvent and the C/H ratio 
[6-1 1]. Also, the air-blowing reaction suppresses the 
growth of mesophase spheres in the isotropic matrix[4].

Structural changes in pitch during the air-blowing 
reaction have been reported, based on NMR, 1R and 
other measurements, where carbon in the a-position of 
alkyl aromatic compounds in source-material pitch is 
attacked by oxygen. This results in crosslinkings, such 
as ether bonding, as well as condensation reactions 
mainly involving dehydrogenation by oxygen[5-15]. 
Air-blowing reactions at high temperatures involving 
dehydrogenation reactions in the source pitch by oxy
gen have also been reported[16-19]. Polymerization is 
accelerated by the biphenyl-type condensation reaction. 
It is believed that the air-blowing reaction proceeds via 
the radical reaction mechanism [12-15,20-22], The 
autooxidation of alkylbenzene and other compounds 
are typical examples[17-19]. Unfortunately, the details 
of the mechanisms in the air-blowing reaction of pitch 
accompanying the rise of softening point, molecular 
weight, and suppression of anisotropic texture are still 
unclear.

The present study aims to clarify the paths of air

blowing reactions for various model compounds in or
der to improve the preparation pitch for carbon fiber 
precursor. Model compounds with 2-3 rings of aro
matic hydrocarbons were selected as starting mate
rials. FD-MS, GC-MS, NMR, and FT-IR analytic 
methods were employed for the structural analysis of 
the reaction products.

2. EXPERIMENTAL

2.1 Materials
As representatives of the major compounds in 

pitch, the following 2-3 ring aromatic hydrocarbons 
were selected and tested: Naphthalene (N) and bi
phenyl (B) as unsubstituted compounds, quinoline (Q) 
as a heterocyclic compound, l-methylnaphthalene 
(1-MN) and 2-methylnaphthalene (2-MN) as aromat
ics with alkyl side chains, diphenylmethane (DPM) 
and diphenylethane (DPE) as models of crosslinking 
between aromatic rings, 9, 10-dihydroanthracene (DA) 
and tetralin (T) as naphthene compounds. Reagent 
grade compounds were used without further purifica
tion. The physical properties of the aromatic com
pounds selected are shown in Table 1 [23].

2.2 Air-blowing
For the air-blowing reactions, a 100-ml autoclave 

was used. An initial 40 g of the material was heated 
at 330°C under a pressure of 2.1 MPa at a dried air 
flow rate of 0.27 Nl/min. In the course of air-blowing, 
samplings were carried out at intervals of 90, 180, and 
280 minutes for 1-MN, DPE, and T, but at 280 min
utes for the other materials. The residual products in 
the reaction vessel were also analysed.
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Table I. General properties of the raw materials and the air-blown residual products3

Raw
materials Air-blown residual products

Mw
(-)

m.p.
(°C) Run no.

Yield
(wt%)

SP
(°C)

AP
(%)

BI
(%)

H/C
(-)

Odiff.
(%)

SC
(x !019 spins/g)

N 128 81 N-280 56.8 m.p. 0 0 0.66 5.3 0.64
(69.0)

B 154 70 B-280 79.2 70.8 0 0.1 0.76 1.3 - b
Q 129 -23 Q-280 62.8 _ b 0 13.9 0.69 6.0 _ b
l-MN 142 -22 l-MN-280 64.3 87.8 0 1.3 0.62 6.6 0.31
2-MN 142 35 2-MN-280 71.5 113.0 0 15.3 0.6 7.6 0.26
DPM 168 26 DPM-280 73.8 __ b 0 3.1 0.63 10.1 _ b

DPE 182 52 DPE-280 56.5 49.3 0 9.6 0.65 9.3 0.15
DA 180 109 DA-280 93.5 197.5 35 22.6 0.56 7.2 0.89
T 132 -36 T-280 51.2 104.2 1 26.9 0.56 11.0 3.0

m.p.: melting point; Run no.: raw material-air-blowing time (min); Yield: residual product yield; SP: softening point 
by Mettler FP800; AP: Percent of anisotropy; BI: Benzene insoluble; Odiff.: 100—(C+H + N); SC: Spin concentration. 

3Reaction time is 280 mins. 
bNot measured.

2.3 Structural characterization of the 
air-blown residual products

Softening point analysis (Mettler EP800 apparatus), 
polarized-light microscopic observation (Leitz Ortho
plan), solvent fractionation analysis, elemental anal
ysis (Perkin-Elmer’s 2400CHN coder) were conducted 
by routine methods. Brucker’s ESP300E spectrometer 
was used to measure ESR. For radical concentrations, 
DPPH was used as a standard material and the g-value 
was determined by a frequency counter and a Gauss- 
meter. For FD-MS, GC-MS spectroscopies, JEOL, 
JMS-DX300 and JMA-DA6000 data processing sys
tems were employed. Also, JEOL, GX-270 spectrom
eter was used to measure NMR[24,25]. The respective 
spectra signals were assigned to the references of the 
various organic compounds[26-28]. FT-IR was mea
sured with a Nicolet 740 spectrophotometer. Differ
ences in the spectrum between the raw material and 
the air-blown residual product were calculated and 
evaluated for the reaction mechanism. 3 * * * * * * * * * * * * * *

3. RESULTS

3.1 General properties of the air-blown
residual products

The general properties of the air-blown residual
products are shown in Table 1.

The air-blowing of the aromatic hydrocarbons for
280 minutes yielded a range of 51.2 to 93.5%, depend
ing on the materials used. The softening points of the
residual products derived from 1-MN, 2-MN, T, and
DA were higher than the melting points of the origi
nal materials, that is, l-MN-280: 87.8°C; 2-MN-280:
113°C; T-280: 104.2°C; DA-280:197.5°C, respectively.
However, hardly any rise in the softening point was
realized with the other products. The formation of an
anisotropic texture was observed only with DA-280

and T-280. The development of anisotropic texture in 
DA-280 was remarkable. The increase of the fraction 
of benzene-insoluble (BI) was also as much as 22.6% 
and 26.9% for DA-280 and T-280, respectively. Ox
ygen taken up in the residual products through air
blowing occurs clearly for DPM-280, DPE-280, and 
T-280, as much as 9 to 11%. The generation of or
ganic free radicals from the air-blowing reaction was 
observed. ESR recorded at room temperature were 
0.15 x 1019 to 3.0 x 1019 spins/g of the radical con
centration and 2.0027 to 2.0031 of the g-value. These 
results suggest that polymerization is occurring dur
ing the air-blowing.

3.2 Structural characterization of the 
air-blown residual products

3.2.1 Analysis of FD-MS and GC-MS. Fig
ure 1 illustrates the results of FD-MS for the fraction 
of benzene-soluble (BS) of the air-blown residual 
products. Little reaction was promoted on unsubsti
tuted compounds (N,B) and the heterocyclic com
pound (Q). The main peak was related to dimer in 
these cases. From the results of GC-MS, M/Z = 254 
in N-280, M/Z = 306 in B-280 and M/Z = 256 in 
Q-280, confirmed as the respective dimers with direct 
bonding of two aromatic rings.

Aromatics with alkyl side chains were more reac
tive than unsubstituted ones. The BS fractions in 
l-MN-280 and 2-MN-280 display peaks correspond
ing from monomer to heptamer. High resolution anal
ysis of FD-MS indicated that crosslinking has occurred 
by means of a combination of carbonyl (+154), meth
ylene (+140), and biphenyl-type bonding (+126). 
Ether bonding was also confirmed to some extent. 
Furthermore, M/Z = 172 for l-MN-280 was found 
and assigned as 1-naphthalenecarboxylic acid.

FD-MS results for DPM-280 and DPE-280 were 
less regular than l-MN-280 and 2-MN-280, as shown
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in Fig. I. This could be explained by the occurrence 
of decomposition reaction at the site of bridge and 
polymerizing reaction together with the crosslinked 
bonding mentioned above. However, there was a clear 
increase in molecular weight. It is conceivable from the 
result of GC-MS that M/Z = 180 for DPE-280 is sti I - 
bene and/or 9, 10-dihydrophenanthrene.

From FD-MS measurements of DA-280, the main 
air-blowing reaction of DA is aromatization due to de
hydrogenation. The termination of the reaction might 
be generation of the anthracene monomer (M/Z = 
178). Concerning T-280, it is clear that a number of 
reactions are simultaneously promoted, although the 
material has the same naphthene group as DA. This
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Fig. 2. '"'C-NMR spectra of the air-blown residual products DPE-280.

is thought to be caused by a decomposition reaction, 
together with the resultant aromatization due to de
hydrogenation, with respect to the results of GC-MS 
and i3C-NMR. It was also found out from GC-MS 
that the values of M/Z = 128 and M/Z = 254 for 
T-280 were the monomer and dimer of naphthalene, 
respectively. In summary, it was learned that a vari
ety of reaction mechanisms contribute to the increase 
of molecular weight by air-blowing.

3.2.2 ,JC-NMR analysis. ,3C-NMR spectrum 
of DPE-280 is shown in Fig. 2. The measurement was 
done under melting conditions at I70°C. In addition

to the parent peaks marked by the arrows, various new 
peaks were observed. Assignment of the chemical shift 
ranges in the l3C-NMR spectra are summarized in 
Table 2[26-28]. Table 3 summarizes the results of the 
various materials and air-blown residual products.

In the reaction process, it was clear that the effec
tive polymerization occurred according to desubsti
tution and/or dehydrogenation of the methyl group 
(Cal 1) for 1-MN and 2-MN, crosslinked methylene 
group (Cal 2.1) for DPM and DPE, and naphthene 
group (Cal 2.2) for DA and T. Aliphatic carbons, 
namely, Cal 2.1 and Co 1 for 1-MN and 2-MN, Co I

Table 2. Ranges of chemical shift assigned to various bonding type carbon on 13C-N.V1R spectra

Notation Co 1 Car 4-1 Car 4-2 Car 3 Co 2 Cal 2-1 Cal 2 2 Cal 1

Shift range 
(ppm) 200-160 160-136 136-130 130-100 70-45 45-33 33-22 22-8.5

:C=0 <°>° outer quaternary 
carbon

C~H
aromatic
carbon

-CH2OH -CH2-
(bridged)

-CH2-
(naphthenic) -CHa

-CHO (o)-CH2 (o^CHa -0CH3

Possible 
carbon type -COOK (5>co CH=CH-

<°H

(on
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Table 3. Carbon distribution of the raw materials and the air-blown residual products by l3C-NMR

Air-blowing reactions of pitch - I 197

Carbon (%)

Run no. Col Car4.1 Car4.2 Car3 n Cal2.1 Cal2.2 Call

N-0" 0 0 20 80 0 0 0 0
N-280" 0.4 2.7 19.5 77.8 0 0 0 0

B-0 0 16.7 0 83.3 0 0 0 0
B-280 0 15.9 0 84.1 0 0 0 0

Q-0 0 22.2 11.1 66.7 0 0 0 0
Q-280 0 24.0 12.2 63.8 0 0 0 0

l-MN-0 0 0 27.3 (18.2)* 63.6 0 0 0 9.1
l-MN-280 0.8 7.7 24.0 (21.7)* 64.9 0 0.3 0 2.3

2-MN-O 0 0 27.3 (18.2)* 63.6 0 0 0 9.1
2-MN-280 0.9 12.1 21.3 (19.4)* 63.9 0 0.4 0 1.9

DPM-0 0 15.4 (0)' 0 76.9 0 7.7 0 0
DPM-280 2.9 21.8 (21.8)' 14.4 59.2 1.6 0 0 0

DPE-0 0 14.3 (0)' 0 71.4 0 14.3 0 0
DPE-280 1.8 13.1 (12.5)' 15.4 68.5 0.5 0.6 0 0

DA-0 0 28.6 (0)' 0 57.1 0 0 14.3 0
DA-280 4.1 5.4 (5.4)' 36.1 54.4 0 0 0 0

T-0 0 20.0 (0)' 40.0 0 0 40.1 0
T-280 0.9 13.6 (13.0)' 20.3 (19.8)* 63.2 0 0.6 1.1 0.5

J Raw material. 
hAir-blown residual product.
"Cross-linked aromatic carbon produced by air-blowing reaction. 
"'Condensed aromatic carbon.

and Co 2 for DPM and DPE, Co 1 for DA, Co 1 and 
Cal 2.1 and Cal 1 for T, were newly produced. From 
the results, it is plausible that in the air-blowing reac
tion of substituted material, new bonds with cross- 
linking and oxygen-containing functional groups were 
generated along with the desubstitution reaction.

Figure 3 shows the changes in the ''C-NMR spec
tra of DPE caused by the air-blowing reaction. It is 
clear that, as the reaction proceeds, the aromatic car
bon (142 ppm) bonded with a crosslinked methylene 
group (the parent peak marked by the arrow) de
creases. On the other hand, an increase is seen in aro
matic carbon bonded with carbonyl groups (138 ppm), 
ether group (145 to 160 ppm), and outer quaternary 
aromatic or binyl group-bonded aromatic carbons 
(130 to 136 ppm).

Car4.1 in Table 3 indicates the intensity ratio of 
the crosslinked aromatic carbon. However, Car4.1 of 
DPM, DPE, DA, and T include the crosslinked aro
matic carbon produced by the air-blowing reaction, as 
well as that derived from the material itself. To obtain 
the intensity ratio of the crosslinked carbon produced 
by the air-blowing reaction, the intensity ratio of the 
crosslinked aromatic carbon derived from the mate
rial, which is calculated from the signal intensity of al
iphatic group, must be deducted from the intensity 
ratio of Car4.1. The results of the calculations are 
shown in brackets in Table 3.

Car4.2 in Table 3 shows the intensity ratio related 
to the condensed aromatic carbon. By comparing the 
intensity ratios of the material and air-blown residual 
product, the intensity ratio of the condensed aromatic

carbon produced by the air-blowing reaction can be 
obtained. However, Car4.2 of 1-MN, 2-MN, and T 
include not only the condensed aromatic carbon, but 
also the aromatic carbon bonded with the methyl 
group. In order to obtain the intensity ratio of the con
densed aromatic carbon only, the intensity ratio of the 
aromatic carbon bonded with the methyl group, which 
is calculated from the signal intensity of the aliphatic 
group, must be deducted from the intensity ratio of 
Car4.2. The results of the calculations are shown in 
brackets in Table 3.

In N-280, B-280, and Q-280 very little crosslinked 
and condensed carbon appeared. The formation of 
crosslinked carbon was observed, but that of con
densed carbon was found to be very little for 1-MN- 
280 and 2-MN-280. However, remarkable increases 
both in crosslinked and condensed carbons occurred 
for DPM-280, DPE-280, and T-280. The generation 
of condensed carbon was seen in DA-280 but there 
was little crosslinked carbon. The increases of con
densed carbon in DA-280 and T-280 are thought to be 
mainly due to the aromatization caused by the de
hydrogenation of the naphthene rings. This confirms 
that the pattern of bonding made by the air-blowing 
reaction is dependent on the structure of the raw 
materials.

3.2.3 FT-IR analysis. Figure 4 shows a typical 
FT-IR spectrum representing the difference between 
the spectra of the reaction product and the original 
one for 1-MN. The differences in the spectra of 1-MN- 
90, l-MN-180, and l-MN-280 shown in Fig. 4 suggest 
clearly increases in the out-of-plane deformation vibra-
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DPE-0

DPE-180

DPE-280

'I...........I',-!-.................................... ...................... T
160 150 HO 130

Fig. 3. 1 'C-NMR spectra of the raw material and the air- 
blown residual products of DPE.

tion of aromatic group C-H (770 cm-l-790 cm'1), 
in the aromatic ether or phenol (1260 cm-1), in the 
stretching vibration of carbonyl (1690 cm-') and aro
matic esters (1720 cm-l-1770 cm-1). This is in addi
tion to the decrease of the absorption of aliphatic 
C-H stretching vibration due to methyl groups with 
2800 cm-1 to 3000 cm-'. The sharp absorption of the 
out-of-plane deformation vibration of aromatic group 
C-H indicate the generation of ortho- or para-posi
tioned two substituted aromatic components. This 
means that the reaction with air-blowing is marked by

crosslinked bonding. However, hardly any increase in 
the peak due to the C=C stretching vibration of aro
matic rings near 1600 cm-' was observed.

In DPM-280, DPE-280, DA-280, and T-280, the 
increase of the peak due to aromatic ring C=C stretch
ing vibration at 1600 cm-' was clearly observed, to
gether with a decrease in the peak due to aliphatic 
methylene. In DPE, the 1600 cm-' peak increased as 
the reaction time increased. Also, in DA-280 and 
T-280, new peaks appeared at 881 cm-' and 754 
cm-', respectively. These are due to benzene’s four- 
and two-substituted components, which are caused by 
the appearance of anthracene and naphthalene rings 
due to the dehydrogenated naphthene ring.

4. DISCUSSION

The results reported in 3.1 and 3.2 are helpful for 
the preparation of the pitches because air-blowing 
makes it possible to control the values of softening 
point, molecular weight, and generation of anisotropic 
texture.

4.1 Softening point change
The temperature of softening for l-MN-280, 

2-MN-280, and T-280 is almost the same as the melt
ing temperature of naphthalene. The softening point 
of DA-280 is near the melting point of anthracene. Ac
cordingly, the dealkylation of the methyl group in 
l-MN-280 and 2-MN-280 and aromatization due to 
dehydrogenation in T-280 and DA-280, respectively, 
have been confirmed. The softening point of DA-280 
reached )97.5°C, even though the reaction product 
consists mainly of anthracene monomer. It is reported 
that the rates of dealkylation and aromatization due 
to the dehydrogenation of the naphthene ring in oxi
dizing conditions (i.e., air-blowing) are faster than 
those occurring in thermal reactions[29]. Oxidative de
hydrogenation is generally more advantageous than 
dehydrogenation in thermodynamic consideration. 
From these facts, it can be said that the reasons that 
the air-blowing reaction is effective in raising the soft
ening point are: (1) the dealkylation of the methyl 
group; and (2) aromatization caused by dehydrogena
tion of the naphthene group. The reason that the soft
ening points in DPM-280 and DPE-280 are almost 
unchanged, while the molecular weight increased to 
the equivalent value of heptamer with several cross- 
linked bondings, might be that the decomposition re
action occurred simultaneously.

4.2 Changes in molecular weight increase
Polymerization products up to heptamers for

l-MN-280, 2-MN-280, DPM-280, DPE-280, and T-280 
were evident, while N-280, B-280, Q-280, and DA-280 
mainly yielded dimers. The generation of crosslinking 
confirmed with "C-NMR was remarkable for l-MN- 
280, 2-MN-280, DPM-280, DPE-280, and T-280, but 
was negligible in the cases of N-280, B-280, Q-280, and 
DA-280. From these findings, obtained by "C-NMR

-61-



Air-blowing reactions of pitch - 1 199

1-IVIN-90

1 -MN-180

1-MN-280

Wave number (cm-1)
Fig. 4. FT-IR spectra of the air-blown residual products of l-MN.

and FD-MS measurements, the air-blowing reaction 
remarkably accelerates an increase in molecular weight, 
mainly due to the generation of crosslinked bonds. 
These crosslinked bonds were specified as methylene, 
biphenyl-type, carbonyl and, to some extent, ether, 
respectively.

4.3 Development of anisotropic texture
Polymerization with crosslinked bonding gener

ally proceeds to the formation of three-dimensional 
molecular conformation, which suppresses the devel
opment of anisotropic texture in the mesophase. Poly
merization by condensation proceeds to the formation 
of a planar molecular structure, which promotes the 
development of anisotropic texture. The development

of anisotropy is dependent mainly upon the type of 
bonding formed by the air-blowing reaction.

The outer quaternary aromatic carbon at the band 
of Car4.2 assessed by l3C-NMR can be regarded as 
one of the parameters relevant to the degree of con
densation of the aromatic structure. The band of 
Car4.2 hardly increases at all for N, B, and Q, and 
only a little for l-MN and 2-MN during the air
blowing process. On the other hand, there was a re
markable increase of this band for DPM and DPE. 
This is mainly due to the formation of vinyl polymer, 
rather than the condensing reaction of aromatic rings, 
which will be discussed later in section 4.4. It is con
firmed for DA-280 and T-280 not only that the naph
thene group decreased, but the condensed aromatic
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DPE-280

Fig. 5. 'H-NMR spectra of the air-blown residual product DPE-280.

carbon and development of anisotropic texture in
creased. The fraction of the naphthene group in pitch 
is relatively low[29], which implies that it is hard to 
develop anisotropic texture with the air-blowing reac
tion. On the other hand, naphthene groups in hydro
genated pitch could work to form anisotropic texture.

4.4 Air-blowing reaction mechanism
It is generally conceivable that the air-blowing re

actions of pitch are analogous with the oxidation of 
aromatic hydrocarbons. As mentioned in 3.2, the air
blowing reaction of aromatic hydrocarbons occurs 
through the intermediates with radicals! 17,18,30,31]. 
The rate of the oxidation at high temperatures (330°C) 
is determined by the diffusion control of oxygen[19]. 
Since the aromatic hydrocarbons are viscous liquids 
during the reaction, it is suggested that the reaction 
system is under the condition of oxygen shortage. The
ESR results support the radical reaction mechanisms 
under the condition of oxygen shortage. Namely, the 
crosslinked methylene bonding, biphenyl-type bond
ing, and ether bonding are formed through the termi
nation reaction of the species with radicals. Carbonyl 
bonding is thought to be generated by the subsequent 
oxidation of crosslinked methylene groups.

M/Z = 180 in the DPE’s air-blown residual prod
uct is assigned as stilbene and/or 9,10-dihydrophenan- 
threne. To confirm this, the spectrum of 'H-NMR 
(in CDCI3) for DPE-280 was taken and is shown in 
Fig. 5. Absorptions at 6.5 and 7.0 ppm can be assigned 
to vinyl-group hydrogen of cis- and trans-stilbene, re

spectively. This evidence is also supported by the ther
modynamic consideration that stilbene is more stable 
than 9,10-dihydrophenanthrene.* Accordingly, the 
DPE’s air-blowing does not proceed by the condensa
tion of aromatic rings, but promotes the polymeriza
tion of vinyl groups.

5. CONCLUSION

When subjected to oxidation in air at 330°C, alkyl- 
substituted aromatic compounds polymerized with 
methylene, biphenyl-type, and ether bonding, leading 
the methylene to partially change into carbonyl dur
ing the air-blowing reaction. Therefore, it was learned 
that the pitches containing alkyl-substituted com
pounds are the most effective source materials for rais
ing the softening point, increasing molecular weight, 
and suppressing anisotropic texture. Furthermore, it 
was also learned that the properties of the air-blown 
products were characterized by, and dependent mainly 
upon, the crosslinked carbon and the condensed aro
matic carbon formed by the air-blowing reaction.

Acknowledgement—The authors would like to express their 
deepest appreciation to Dr. Keiji Hashimoto, Osaka Munic
ipal Research Institute, for his valuable advice and comments. 
Thanks are due to Osaka Gas Co., Ltd. for permission for 
publication.

*The standard Gibbs free energies of cis- and trans- 
stilbene are 150.1 KJ/mol and 149.4 KJ/mol, respectively, 
while that of 9,10-dihydrophenanthrene is 207.3 KJ/mol[32],
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Table 1 Experimental conditions and observed pressure-drop for room-temperature hydrogen 
gas/creosote oil system

Liquid feed rate, kg• h ’ 247 236 229 236 349 347 360 349
Gas feed rate. Nm3- h ' 95 5 72.0 149 259 254 158 96.0 74.0
Pressure drop’, MPa 0.0637 0.0515 0.0896 0.158 0.221 0.148 0.109 0.0969

the sum of pressure drops for PdR-271 , -272 & -273

Table 2 Experimental conditions, observed pressure-drop and temperature for high-temperature hydrogen 
gas/anthracene oil system

Liquid feed rate, kg-h 1 275 275 275 275 275 275
Gas feed rate. Nm3 - h 1 50 155 253 297 392 490
Pressure drop. MPa

PdR-272 0 0.033 0.077 0.082 0.116 0.174
PdR-273 0 0.033 0.077 0.080 0.116 0.175

Fluid temperature. K
TR-250 400 463 503 483 494 51 1
TR-251 469 508 537 503 510 519
TR-252 541 563 582 534 533 536
TR-253 588 603 621 563 557 552
TR-254 614 630 649 586 580 573

Average temperature, K
PdR-272 553 573 593 542 540 542
PdR-273 595 610 628 569 563 560

ooOO kcal-m"2-h‘‘. 50 kca! ■ rrV2-hr1

l0 Fig. 1 iCTjxt". %[]*&#(:# 24

18.85 m 3 ^©#E:t (PdR-271. PdR- 272 jy 
PdR- 273) f IXl© i L * 67
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Table 3 Result of ultimate analysis of solvents

Creosote oil 90.1 6.8 1.5 0.4 1.2

Anthracene oil 90.9 5.9 1.1 0.5 1.6

by difference dry ash free

mesh OTtfM ') J 4 No. 6 PcfiE^ «t tfi&Mt ITT
nn7Ml'tfTo/:. tti, 7 T

hRGimiiistE&ttiEfioaij^
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u i?o s.

# x + - ;b K 7 y y it 0.5 MS V h a £ E.*J 2 if:', ^ 
azssu±oEMicM-raB#rBKi±

Table 4 Input data of anthracene oil composition 
for calculation of gas liquid equilibrium

Compounds Boiling-point
temperature

[K]

Weight
fraction

Phenol 455 0.015
Naphthalene 491 0.021
Methylnaphthalene 516 0.013
Dimethyl naphthalene 539 0.019
Acenaphthene 511 0.041

Fluorene 569 0.062
Methylfluorene 591 0.086
Phenanthrene 613 0.223
Methylphenanthrene 634 0.133
C» paraffin 653 0.034
Fluoranthene 656 0.097
Pyrene 666 0.077

Cj, paraffin 693 0.061
C« paraffin 723 0.060
Cm paraffin 756 0.058

Table 5 Experimental conditions, observed pressure-drop and fluid temperature for hydrogen rich 
gas/Illinois No. 6 coal slurry system

TI* in slurry , wl% 26 29 33 35 37

Liquid feed rate, kg h" 1 275 275 280 280 285
Gas feed rate, Nm3-h"‘ 107 104 113 111 108
Pressure drop. MPa

PdR-271 0.0343 0.0441 0.0883 0.136 0.253
PdR-272 0.0490 0.0981 0.186 0.313 0.464
PdR-273 0.132 0.186 0.294 0.314 0.254

Fluid temperature, K

TR-250 120 123 426 429 427

TR-251 179 481 485 489 487

TR-252 546 545 54 7 547 5-13

TR-253 603 601 601 601 597

TR-251 645 643 643 642 642

PdR-271 119-531 452-531 459-532 462 -533 461-551

(490") (192") (495") (498") (496"
PdR-272 531-589 531-589 532-589 533-589 531-585

(560") (560") (561") (561") (558".
PdR-273 589-635 589-633 589-634 589-633 585-63!

(612") (611") (612") (611") (608".

Toluene Insoluble Average temperature

5521# 55 4 5(1995) 709



Table 6 Properties of Illinois No. 6 coal

Ultimate: analysis (d. a. f.* wt%) Proximate analysis (d. b.*** wt%)

c H N S 0** VM1 FC6 Ash

77.4 5.4 C
O 12.1 37.8 50.9 11.3

dry ash free ” by difference **' dry base 
• volatile matter “ fixed carbon

Table 7 Feed gas composition at preheater inlet for 
hydrogen rich gas/Illinois No. 6 coal slurry 
system

component weight fraction [-]

hydrogen 0.5054
methane 0.1749
ethane 0.1230
propane 0.0601
carbon monoxide 0.0765
carbon dioxide 0.0601
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Fig. 2 Comparison between calculated and measured 
values of pressure drop obtained by L-M 
method for creosote oil/hydrogen and anthra
cene oil/hydrogen systems
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Fig. 3 Comparison of measured pressure drops with 
those estimated by L-M method using Eq. ( 1 )
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Fig. 5 Comparison of slurry viscosities in preheater with 

those in batch high-temperature and high-pres

sure viscometer
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Appendix

Lockhart-Martinelli;£IOJ
6 L' ii$L'St7)ti^-, EAflA

AP„„ [MPa] ft?ti(D£]ffim<D!£-/]{%&£
AP, [MPa] ti^t/AP, [MPa] ttZt,

APma = <t>,lAP, = <f>,2AP, (a- 1 )

iEA^n, it£'l5l& <t>. [-]. <t>, [-] 6lWyfiE7Ei£,
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XOima (Eq. (1)) W,
Eq. (1) friffiSh'** * ~9 XZWlhtZt, Eq. (a-6 ) 
£*) X\ztsinZv**ik'aLtZCtt)i’C£Z.

m m *E%iiEx*yu4--- •
(NEDO) OgftK.fcflUSELfc. C 6.

Nomenclature

D = pipe diameter [m]
/, = friction factor defined by Eq. (a-3)

or Eq. (a- 4 ) [-]
L = pipe length [m]
APma = pressure drop for gas-liquid or -slurry

flow [MPa]
AP, = pressure drop for gas, liquid or slurry

flow [MPa]
R&i = Reynolds number for gas, liquid or slurry

(pcUm-D/ih) [ —]
Ui0 ^superficial gas, liquid or slurry velocity

[m-s~‘]
W, = mass flow rate of gas, liquid or slurry

[kg-s"‘]
X = Lockhart-Martinelli parameter [ —]

yu, = viscosity of gas, liquid or slurry
[kg-m"‘-s"‘]

p, - density of gas, liquid or slurry [kg-rrV3]
0, = square root of pressure drop ratio

defined by Eq. (a- 1 ) [-]
< Subscripts>

8 =gas
/ = liquid
si =slurry
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Estimation of Slurry Viscosity in Preheater of 2.4 ton/day 
Direct Coal Liquefaction Process

Hiroshi Yamaguchi
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Key Words: Coal, Liquefaction, Preheater, Slurry Viscosity

Slurry viscosity in the preheater of the NKK 2.4 ton/day direct coal liquefaction 
process was estimated from observed results of pressure-drop and temperature dis
tributions through the preheater. The estimation of slurry viscosity was performed 
by utilizing the modified Lockhart-Martinelli (L-M) method for gas-liquid two-phase 
flow at normal temperature and pressure. In this method, the relationship between 
the fluid parameter, X, and the square root of the pressurd drop ratio, for the gas 
phase was modified for estimated results to fit those observed for a cold hydrogen- 
gas/creosote oil system and for a hot hydrogen-gas/anthracene oil system. On the 
basis of the modified relationship, the slurry viscosities were estimated for hydrogen 
rich gas/Illinois No. 6 coal particles-anthracene oil slurry system under liquefaction 
conditions. The estimated slurry viscosity was found to increase with the initial 
volume concentration of coal particles in the slurry. The viscosity also increased 
monotonouly with temperature for slurries having lower coal concentrations, while 
exhibiting a maximum for those with higher coal concentrations, implying that the 
viscosity change was caused by swelling of coal particles. The difference of temper
ature ranges for viscosity peak appearance in the preheater and in a batch visco
meter was recognized and attributed to differences in the slurry heating rates be
tween the two apparatus.
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Abstract—The effects of oxidized carbon black surfaces on the epoxy resin curing process were examined 
by differential scanning calorimetry (DSC). The addition of oxidized carbon black accelerated the initial 
cure reaction of the epoxy-amine system. Peak temperature in DSC exotherm of the resin system falls in 
proportion to the ratio of surface ester groups on carbon black added. Results obtained from model 
compounds confirmed that COOH groups on the carbon black surface play an important role in 
promoting the initial cure reaction of the system. The degree of enthalpy change associated with the cure 
reaction was found to be almost independent of the chemical structure of the carbon black surface.

Key Words—Carbon black, epoxy resin, oxygen-containing functional groups, cure reaction, enthalpy, 
differential scanning calorimetry.

1. INTRODUCTION

The interfacial strength between carbon materials 
and epoxy resin matrices varies with the surface 
chemical structure of carbon materials[ 1 ]. As a 
result, the chemical structure affects many important 
properties such as interlaminar shear strength and 
impact behavior of composite materials with carbon 
fiber[2 and 3], Moreover, oxidized carbon surfaces 
affect the cure behavior of epoxy resin systems[4]. 
The relationships between surface functionalities on 
the oxidized carbon materials and cure behaviors of 
epoxy resin matrices are important in understanding 
and controlling the carbon/epoxy composite inter
faces. However, few detailed studies have been 
reported on the relationships mentioned above.

We have reported on the surface chemical struc
ture of carbon black in the previous paper[5]. In 
this paper we describe the effects of the chemical
structure of carbon black surface concerning the 
curing behavior of the epoxy resin system. Moreover, 
we will discuss the effects of the surface oxygen- 
containing functional groups introduced onto the 
carbon surface concerning the curing behavior, using 
model compounds as authentic species for oxidized 
carbon black surfaces.

2. EXPERIMENTAL

The epoxy resin system used in this study consisted 
of a diglycidyl ether of bisphcnol A (DGEBA) type 
epoxy resin (Ep82S, Shell), and its hardener, meta- 
phenylene diamine (MPDA, Aldrich). The molecular 
structures of EpS28 and M PDA are shown in Fig. 1. 
M PDA was used by pulverizing under 200 mesh. The

C

MI’DA
Fig. I. Molecular structures of DGEBA and MPDA.

resin system was composed of Ep82S, 100 parts by 
weight, and MPDA, 14 parts by weight.

The carbon blacks treated by oxygen plasma in 
the previous paper[5] were used as samples in the 
present study. We have already reported the surface 
chemical structure of the carbon blacks in the preced
ing paper[5]. The carbon blacks treated with oxygen 
plasma were mixed with the EpS2S + MPDA resin 
system in the ratio by weight 1 ; 10.

Aromatic compounds having different oxygen- 
containing functional groups, as model surfaces for 
the carbon blacks, were utilized to characterize the 
influence of carbon black surface on the curing beha
vior of the resin system. The aromatic compounds 
used were 9-phenanthrol, anthracenemethanol, 
anthraquinone, anthracenecarboxylic acid and 
anthracene. Molecular structures of the aromatic 
compounds arc shown in Fig. 2. Each compound was 
mixed with EpS2S-f-MPDA resin system, in which 
the molar fraction of functional group of the model 
compound varied from 1.5 x 10'2 3 to 5.0 x 10-3.

The enthalpy changes occuring during the cure
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Fig. 2. Molecular structures of model compounds.

reactions of the resin system, the carbon black/resin 
system and the aromatic compound/resin system were 
quantitatively determined by differential scanning 
calorimetry (DSC120, Seiko). The heating rate was 
S'C min-1. The data analysis of DSC exotherms 
associated with the cure reactions was performed 
with SSC5020 Disc Station (Seiko).

3. RESULTS AND DISCUSSION

3.1 DSC exoiherm
Represenlitive DSC scans from the epoxy resin 

system (EpS2S -P M PDA) and the carbon black/epoxy 
resin system are shown in Fig. 3. The DSC exotherm 
of the epoxy resin system shows a maximum at 
162.2'C. On addition of carbon black,, which was 
treated at 20 W for 240 minutes under oxygen 
plasma[5], the temperature of the exotherm maxi
mum (TExM, see Fig. 3) shifts from 162.2 to 142.S'C. 
The drop in TExM due to the addition of the carbon 
black tends to increase with the oxygen plasma 
treatment time, as shown in Fig. 4. This tendency is

Treatment time (min)

Fig. 4. Effect of plasma treatment time on the temperature 
of exotherm maximum (TElM).

observed for each input power. It is found that the 
plasma-treated carbon blacks significantly promote 
the cure reaction of the epoxy resin system.

The cure reaction of the epoxy resin system is 
expected to be influenced by the surface chemical 
structure of carbon black. XPS O/C atomic ratio on 
the carbon black surface increases due to oxygen 
plasma treatment and the values have been reported 
in the previous paper[5], TExM is shown as a function 
of the O/C atomic ratio in Fig. 5. The O/C atomic 
ratio gives a good correlation for 7ExM. That is. TElM 
decreases linearly with the increase of the O/C atomic 
ratio. This indicates that the oxygen-containing 
functional groups introduced onto the carbon black 
surface induce the acceleration of the cure reaction 
of the epoxy resin system.

-------Epoxy resin
------ Epoxy resin / treated carbon black

FWHM

Temperature (°C)

Fig. 3. DSC exotherm scans.

O/C atomic ratio

Fig. 5. The relation between and XPS O/C atomic 
ratio.
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3.2 Evaluation by model aromatic compounds 
In order to clarify the contribution of oxygen- 

containing functional groups to the cure reaction of 
the epoxy resin system, the model aromatic com
pound instead of carbon black was mixed with the 
epoxy resin system. The relationship between the 
molar fraction of oxygen-containing functional group 
of model compound and TExSI is shown in Fig. 6. 
Anthracene with no functional groups did not change 
7j.xM. As can be seen from Fig. 6. anthraquinone with 
carbonyl groups and anthracenemethanol with an 
alcoholic hydroxyl group hardly alter TExM. It is clear 
that carbonyl and alcoholic hydroxyl groups scarcely 
affect the cure reaction of the epoxy resin system. On 
the other hand, phcnanlhrol with a phenolic hydroxyl 
group and anthracenccarboxylic acid with a carboxyl 
group lower the Xj-.xM. Particularly, carboxyl groups 
depress the TExM markedly and the values of TExM 
decrease in proportion to the molar fraction of car
boxyl group. It is noted that the initial cure reaction 
of the epoxy resin system depends on the type of 
functional groups added, and acidic groups, in partic
ular the carboxyl group, play an important role in 
stimulating the cure reaction. The authors have 
demonstrated that both phenolic hydroxyl and 
carboxyl groups react with epoxy groups[6]. Two 
cure processes would actually lake place in the model 
compound/epoxy resin system. One is associated with 
the chemical reaction of EpS2S with phenolic 
hydroxyl and/or carboxyl groups, and the other is 
involved in the cross-linking in the resin system itself, 
that is, the reaction of epoxy groups with amino 
groups. However, since the molar fraction of the 
phenolic hydroxyl or carboxyl group in the epoxy 
resin system itself is negligibly small, contribution of 
the former process to DSC exotherms may be almost 
neglected, compared with the case of the latter pro
cess. Therefore, the acidic groups would act mainly

170

■ Anthracenccarboxylic acid (COOH) 
Phcnanlhrol (C-OH) 

o Anthraquinone (C=0) 
o- Anthracenemethanol (CH20H)

Molar fraction (x 10'3)

Fie. 6. Effect of oxygen-containing functional groups on
Tea .vi-

as a catalysis, accelerating the cure reaction of the 
epoxy resin system.

On the basis of the result described above, we 
have focused on the relation between TExM and ester 
groups on the carbon black surface, which has been 
reported in the previous papcr[5]. Figure 7 shows 
7~ExM as a function of the ratio of ester groups on the 
carbon black surface. TExM decreases corresponding 
to the increase of ester groups. It is suggested in 
comparison between both good correlations in Figs 
6 and 7 that COOH groups arc present on the carbon 
black surface and strongly affect the shift of TExM. 
The molar fraction of COOH group in the carbon 
black (ester groups = 16%)/lhc epoxy resin system is 
also found to be smaller than 4.5 x 10~3. Therefore, 
the amount of COOH group present in the carbon 
black/epoxy resin system is negligibly small. Never
theless, the oxidized carbon black surface affects 
amine-cured epoxies, which must be due to accelera
tion of the primary reaction by catalytic action of the 
carboxyl groups on the surface.

Moreover, from a comparison of Figs 6 and 7, 
one can obtain the following empirical formula:

[molar fraction of COOH] = 0.2 x 10~3

x [the ratio of ester groups]

The amount of COOH groups on the carbon black 
surface can be estimated by use of this formula.

Figure S shows the relation between full-width at 
half-maximum of DSC exothermic curve (FWHM, 
see Fig. 3) and TExM. For the treated carbon 
black/epoxy resin system, FWHM increases with 
decreasing TExM, or with increasing O/C atomic ratio 
from the result of Fig. 5. This means that the initial 
cure reaction of the epoxy resin system is significantly 
facilitated by the oxygen-containing functional 
groups on the carbon black surface. This is consistent 
with the results of air- or HNOj-oxidized carbon

Ester groups (%)

Fig. 7. The relationship between the ratio of ester groups 
present on the carbon black surface and TExM.
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-o-Trcalcd carbon black / epoxy resin 
o A.C. A. / epoxy resin 
A Epoxy resin

125 130 35 140 145 150 155

Fie. S. FWHM as a function of Tf

-o-Treated carbon black / epoxy resin
-o-A.C.A. / epoxy resin

Fig. 9. Enthalpy change (AH) vs 7E

black reported by Carton el n/.[4]. On the other 
hand, a plot of 7ExM vs FWHM gives a straight line 
above 140"C of 7ExM for the anthracenecarboxylic 
acid (ACA)/epoxy resin. In the case of the treated 
carbon/epoxv resin system, the plot also gives the 
slope and the linear correlation of the same kind (see 
Fig. 8). This supports the idea that carboxyl groups 
contribute to the progress of the initial cure reaction 
of the epoxy resin system. However, the value of 
FWHM against the same 7ExM is much larger in the 
ACA/epoxv resin, compared with the treated carbon

black/cpoxy resin. The secondary structure of the 
carbon black could act to hinder the initial cure 
acceleration for the epoxy-amine system, unlike the 
case of fragment-like ACA. In the temperature below 
14(70 of 7ExM, FWHM for the ACA/cpoxy resin is 
almost constant, irrespective of 7ExM. The reason for 
the behavior is not understood at the moment.

Enthalpy changes, AH, obtained from DSC 
exotherm scans as a function of 7ExM arc shown in 
Fig. 9. The AH tends to increase slightly with 7ExM 
for both treated carbon black/cpoxy resin and 
ACA/cpoxy resin. The faint increase demonstrates 
that the degree of cross-linking due to the cure 
reaction of the epoxy resin system is little affected by 
the carboxyl groups on the carbon black surface. The 
values of AH for the treated carbon black/cpoxy resin 
and the ACA/cpoxy resin are around 435 and 460 
mJ mg" 1, respectively. The lower value for the treated 
carbon black/cpoxy resin could also be related to the 
secondary structure of the carbon black as described 
above. It is found that the addition of oxidized carbon 
black is effective only for a lowering of curing 
temperature almost without altering the degree of 
cross-linking for the epoxy-amine system.

4. CONCLUSIONS

The effect of surface functionality of carbon black 
on the cure reaction of the epoxy-amine system has 
been investigated. The addition of acidic groups 
attached to aromatic model compounds affects the 
acceleration of the initial cure reaction of the resin 
system. The amount of ester groups on the carbon 
black surface significantly influences the degree of the 
promotion of the initial cure reaction. Moreover, the 
amount of enthalpy change due to the cure reaction 
is little influenced by the surface chemical structure 
of oxygen plasma treated carbon black.
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Characterization of Air Blown Pitches with ESR

Jae Boon Choi, Haruo Kumagai and Yuzo Sanada

Center for Advanced Research of Energy Technology,
Hokkaido University, N-13, W-8, Sapporo 060, Japan

Reactions of coal tar and petroleum pitches with air blowing process for carbon fiber pre
cursors were investigated. Air and nitrogen blown pitches were divided into several fractions 
with solvent extraction. The fractions were characterized with electron spin resonance (ESR) . 
Structural features of the pitches were well represented by the ESR parameters, such as spin 
concentration (Ns) , shapes of spectra, and peak-to-peak linewidth (AHpp) which had good re
lationships with molecular weight, the size of condensed aromatic ring, and hydrogen contents. 
It is supposed that coal tar pitch was much sensitive to air blowing process rather than that of 
petroleum pitch. Development of polycondenced structure at the stage of mesophase transfor
mation was restricted in the air blowing process.

KEYWORDS : Air-blowing reaction, Coal tar pitch, Petroleum pitch, ESR (electron spin 
resonance)
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Table 1 Properties of raw pitches.

Items cm Nsa Solubilities (wt%)
Sample ratio (1018 spins/g) HSb HI-TSc TI-PSd PIC

KCTP (K) f 1.78 3.10 28.1 52.4 17.5
PP (P)s 1.44 2.10 29.6 52.5 14.9 3.0

a) spin concentration of whole pitch, b) n-hexane soluble,
c) n-hexane insoluble-toluene soluble, d) toluene insoluble-pyridine soluble,
e) pyridine insoluble, f) coal tar pitch, g) petroleum pitch

Table 2 Preparation conditions and TI contents of the air and nitrogen blown pitches.

Sample3 Gas HTTb Soaking Yield Texture0 TId Pie YTIf

(K) Time (min) (wt%) (wt%) (wt%) (wt%)
KA Air 633 30 79.4 I 67.5 49.6 53.6
KN N2 633 540 45.2 A 66.5 41.2 30.1
PA Air 633 60 72.8 I 65.2 46.2 47.5
PN N2 633 1800 50.6 A 60.2 36.6 30.5

a) KA : air blown KCTP, KN : nitrogen blown KCTP, PA : air blown PP, PN : 
nitrogen blown PP, b) heat treatment temperature, c) optical texture : T denotes 
isotropic and 'A' indicates anisotropic mesophase spheres are contained, d) toluene 
insoluble on the basis of the blown pitch, e) pyridine insoluble on the basis of the 
blown pitch, f) yield of toluene insoluble on the basis of raw pitch
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Table 3 Molecular weight distribution* of the fractionated pitches for raw and the blown pitches.

0ampic -
Fraction KR KA365 KN365 PR PA365

HI-TS (A)c 510 470 620 810 760 890
TI-PS (B)d 1940 1080 1380 4220 I960
B/A ratio 3.8 2.3 2.3 5.2 2.5 2.4

a) measured by VPO with pyridine solution, b) KR : raw KCTP, KA : air blown KCTP, 
KN : nitrogen blown KCTP, PR : raw PP, PA : air blown PP, PN : nitrogen blown PP, 
c) n-hexane insoluble-toluene soluble, d) toluene insoluble-pyridine soluble
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Fig. 1 FT-IR spectra for the HI TS fractions of the raw, 
air and nitrogen blown pitches prepared from 
coal tar and petroleum pitches; 
a : KR, b : KA, c : KN, d : PR, e : PA, f : PN
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Fig.2 Relationships between average molecular weight (Mw) and spin concentration (Ns/g : a), and mol spin con
centration (Ns/mol : b) for the fractionated pitches;
KR : X, KA : O, KN : •, PR : +, PA : A, PN : ▲
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Fig.4 Relationships between peak-to-peak linewidth 
(AHpp) and average molecular weight (Mw ; a), 
and C/H atomic ratio (b) for the solvent- 
fractionated coal tar (KCTP) and petroleum (PP) 
pitches;
KR : X, KA : O, KN : #, PR : +, PA : A, 
PN : A
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Formation of Protonic Acid Sites from 
Hydrogen Molecules and Their Roles in 
Acid-Catalyzed Reactions
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1 Center for Advanced Research of Energy Technology (CARET), Hokkaido University, Sapporo 
060, Japan
2Graduate School of Environmental Earth Science, Hokkaido University, Sapporo 
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The formation of protonic acid sites from molecular hydrogen was studied by IR of adsorbed 
pyridine and TPD of adsorbed hydrogen for solid acid catalysts with or without metallic components 
such as Pt/S042‘-ZrCb, Co-Mo/SiO2-AI2O3, Pt-ZSM5, a mixture of Pt/SiCh and H-ZSM5, H-ZSM5, 
and SiCh-AhCb. The hydrogen adsorption facilitated at a high temperature for all catalysts. On 
heating in the presence of hydrogen, protonic acid sites were generated in compensation of Lewis 
acid sites. The reversal change proceeded on outgassing gase phase hydrogen. Promoting effects of 
hydrogen on the catalytic activity were observed for cumene cracking and pentane isomerization 
over the solid acid catalysts with metallic components. For cumene cracking over the metal-free 
catalysts such as H-ZSM5 and SiOi-AliOs, the promoting effects of hydrogen were not appreciable. 
The importance of the concept of molecular hydrogen-originated protonic acid sites is stressed.

INTRODUCTION
For zirconium oxide modified with platinum and sulfate ion (Pt/SO^r'-ZrO?), the catalytic 

activity for skeletal isomerization of alkanes arc markedly enhanced in the presence of hydrogen[l]. 
The promotion effects of hydrogen on the acid-catalyzed reactions are rationalized by the generation 

of protonic acid sites from molecular hydrogen[2,3]. The formation of the protonic acid sites is 

suggested to occur as follows. Hydrogen molecule is dissociatively adsorbed on the platinum 

surface to form hydrogen atoms which undergo spillover onto the support. The hydrogen atoms 

migrate on the support to reach Lewis acid site at which hydrogen atom loses an electron to form a 

proton. A second hydrogen atom reacts with the electron trapped on the Lewis acid site to form 

hydride ion.

In the present paper, we wish to report that the formation of protonic acid sites from 

hydrogen molecules is not a phenomenum restrictly observed for Pt/S042"-ZrC>2, but observable for 
other catalysts, and that the promoting effects of hydrogen arc actually realized in the acid-catalyzed 
reactions.

Catalysts
EXPERIMENTAL METHODS
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Pt/S042'-Zr02 was prepared by impregnation of S042-Zr0z with HzPtCle aq. followed by 

calcination at 873K in air. Detailed procedures are described elsewhere[2,3]. The catalyst was 

treated with hydrogen at 623K prior to use for reaction and measurement of IR and TPD. H-ZSM5 

was prepared by ion-exchange of Na-ZSM5 supplied by TOSOH with NH4CI aq. followed by 
calcination at 803K in air. Pt-ZSM5 was prepared by ion-exchange of Na-ZSM5 with Pt(NH3)iCl2- 
SiOz-AlzOs was supplied by Catalyst Society, Japan as a reference catalyst JRC SAL-2. Co- 

Mo/SiOz-AlzO] was prepared by successive impregnation of SiOz-AlzOs with Co(N03)z aq. and 

(NH^M07Oz4 aq. followed by calcination at 773K in air.
IR of adsorbed pyridine

IR of adsorbed pyridine was measured to see the change in the type of acid sites. Following 

the pretreatment, the catalyst was exposed to pyridine at 423K followed by outgassing at 673K. 
Hydrogen was introduced to the IR cell at room temperature, and the catalyst was heated up to 673K 

by 50K increment. After cooling to room temperature, the catalyst was outgassed while heated up to 

673K by 50K increment. IR spectrum was measured at room temperature after each increment of 

the temperature.

TPD of adsorbed hydrogen
TPD of adsorbed hydrogen was measured for the catalyst adsorbing hydrogen or deuterium 

at different temperatures. TPD for the successive adsorption of D3 and Hz was also measured for 
Pt/S042'-Zr0z. At first Hz was adsorbed at 423K for 15min and outgassed at the same temperature. 
Then, Dz was adsorbed at 423K for 15min and the catalyst was cooled to room temperature followed 
by outgassing for ISmin. TPD was run at the heating rate lOK/min; the desorbed gas was analyzed 

by mass spectrometry.

Activity measurements
Cumene cracking and pentane isomerization were carried out to see the effects of hydrogen 

on the catalytic activities. A high pressure flow reactor and a pulse reactor were employed for 

cumene cracking, and a pulse reactor was employed for pentane isomerization.

RESULTS AND DISCUSSION

TPD of hydrogen

TPD plots for Dz adsorbed on H- 

ZSM5 at different temperatures arc shown in 

Fig. 1. Desorbed gases were composed 

mainly of Dz, only small quantities of HD and 
Hz being detected though they arc not shown 

in Fig. 1. The peak area increased with an 
increase in the adsorption temperature. It 
appears that a step requiring a high energy 

exhists in the adsorption of Dz on H-ZSM5.
Essentially the same phenomena were

o 623K
o 543K
* 473K
x R.T

Desorption temperature / K

Fig.l TPD for Dz adsorbed on H-ZSM5 
at different temperatures
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250 300 350 400 450 500 550 600 650 
Desorption temperature / K

Fig.2 TPD for sequential adsorption of 
H2 and Dz on Pt/SO^'-ZrOz

observed for other catalysts such as PVSO42'- 

ZrOz, C0-M0/AI2O3, and a mixture of Pt/SiOz 
and H-ZSM5 in the sense that the desorption 

peaks become larger as the adsorption 

temperatures were raised.
TPD plots for the sequential 

adsorption of Hz and Dz on Pt/S042'-ZrCb are 

shown in Fig. 2. The desorption peaaks for 

Dz, HD, and Hz appeared at different 

temperatures, 410, 440, and 465 K, in the 

ratio 1.5; 1; 1.3, respectively. If D and H 

were completely mixed on the surface, 

binomial distribution of Dz, HD, and Hz 

would have been expected, and 
[HD]2/[H2]x[Dz] should have been close to 4.
The observed value was 0.52. The mixing of H and D was incomplete on the surface. The result 
indicates hydrogen spillover and importance of the migration of hydrogen atoms away from active 
centers into the surrounding regions of the surface of S042"-Zr02. Since Hz was not adsorbed on 

S042'-Zr0z, it is suggested that dissociative adsorption of hydrogen occurs only at the Pt centers.

IR of adsorbed pyridine
Variations of the number of protonic acid and Lewis acid sites with heating in the presence 

of hydrogen and successive outgassing arc shown in Fig. 3 for H-ZSM5. Heating in the presence of 
hydrogen resulted in the formation of protonic acid sites in compensation of Lewis acid sites. 
Outgassing the gas phase hydrogen resulted in the restoration of Lewis acid sites and the decrease in 

protonic acid sites. The same results were observed for all catalysts examined, though easiness of 
the interconversion between protonic acid sites and Lewis acid sites was dependent on the type of 
catalyst. These results arc the same as those observed for Pt/S042‘-Zr0z[2,3].

Effects of hvdrogen on the catalytic activities
For Pt/S042"-Zr02, the promoting effects of hydrogen on the catalytic activities were 

prominently observable under the hydrogen pressure of 1 atm. The effect of hydrogen on the 

cumene cracking over Pt/S042-ZrOz is shown in Fig. 4. The formarion of benzene was about 30% 

in the hydrogen carrier, but markedly decreased as the carrier was switched into helium. The 
activity gradually recovered as the carrier was switched again into hydrogen. The promoting effect 
of hydrogen was reversible.

Although the generation of protonic acid sites by heating in the presence of hydrogen was 
observed for H-ZSM5 by IR of adsorbed pyridine, the promotion effect of hydrogen on the cumene 

cracking was not appreciable even under the hydrogen pressure of 30 atm. The mechanisms for the 

formation od protonic acid sites on the metal-free catalysts arc different from the catalysts with 

metallic components. For mctal-frcc catalysts, hydrogen molecule should dissociate directly into H +
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373 423 473 523 573 373 423 473 523 573 623 673

Hz exposure temp. / K Evacuation temp. / K

Fig.3 Variation of protonic and Lewis acid sites as functions of 
the heating temperature in the presence of hydrogen (A) and 
outgassing temperature (B)

and H" on Lewis acid site. The 

adsorption of molecular hydrogen is 

retarded in the presence of cumene 

which is adsorbed more strongly than 

hydrogen.

For Co-Mo/SiCb-AbOs, the 
effect of hydrogen became appreciable 

under the hydrogen pressure of 30 atm. 

The formation of benzene in the cumene 

cracking under hydrogen carrier at 30 
atm is compared with that obtained 

under helium carrier in Fig. 5. The 
catalytic activity is much higher in the 

presence of hydrogen than in the 
absence of hydrogen. Since the active 
sites for cumene cracking arc protonic 

acid sites, it is strongly suggested that 

the protonic acid sites formed in the
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Fig.4 Cumene cracking over Pt/S04 -ZrOz in the 
presence and absence of hydrogen 
(pulse reactor, 1 atm, rection at 423K)
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presence of hydrogen act as catalytically 

active sites. It is to be noted that the 

activity did not decrease with time in 

the presence of hydrogen while the 

activity decreases considerably in the 

absence of hydrogen.
The promoting effects of 

hydrogen were observed for the 

reactions other than cumene cracking.

An example is skeletal isomerization of 

pentane over Pt-ZSM5. In the presence 

of hydrogen, the formation of 
isopentane is prominent, and the 

formation of smaller molecules is 
suppressed. In the absence of hydrogen, 
the formation of isopentan becomes 

suppressed, but the formation of smaller 

molecules resulting from cracking is 
enhanced. It is suggested that the 

protonic acid sites originating from 

molecular hydrogen arc effective for 

skeletal isomerization of pentane, and 
that the sites causing formation of smaller molecules are eliminated in the presence of hydrogen. 
Although the sites responsible for the formation of the smaller molecules are not definite, Lewis 

acid sites may be such sites, because in the presence of hydrogen, Lewis acid sites lose its function 

on accepting an H" ion.

Model for active site formation
All the results for the effects of hydrogen observed for different types of catalyst indicate that 

protonic acid sites arc formed from molecular hydrogen and act as cataly tically active sites for acid- 

catalyzed reactions. The schematic model for the formation of protonic acid sites is illustrated in 

Fig. 6. Hydrogen molecule is dissociative!)' adsorbed on the centers such as platinum species and 

Co-Mo species to form atomic hydrogens. The hydrogen atoms spillover onto the support and 

migrate to Lewis acid sites where the hydrogen atom releases an electron to become a proton which 

is stabilized on the O atom nearby. The clctron trapped on the Lewis acid site may react with a 

second hydrogen atom to form hydride which is stabilized on the Lewis acid site. As a whole, 
protonic acid site is formed and the Lewis acid site loses its function.

The concept of molecular hydrogen originated protonic acid sites is important in 

understanding catalysis by solid acid catalysts. The concept is rather versatile and applicable not 
only to Pt/S042"-Zr0: but also to other solid acid catalysts. The contribution of the protonic acid

• in Nz

• •

Time / min

Fig.5 Cumene cracking over Co-Mo/SiO2-AI2O3 
in the presence and absence of hydrogen 
(flow reactor, 30 atm, rection at 523K)
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sites should be taken into account in the processes carried out in the presence of hydrogen such as 

hydrocracking and hydrotreating processes. The concept also suggests the possibility that acidic 

properties can be controlled by adjusting the hydrogen pressure and temperature.

Active center for 
Hi dissociation

///A Lewis acid site %%

Acidic Support

Fig.6 Model for molecular hydrogen-originated protonic acid site
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Highly Active Absorbent for SO2 Removal Prepared from Coal Fly 
Ash

Hiroaki Tsuchiai,+ * Tomohiro Ishizuka,* Tsutomu Ueno,* Hideshi Hattori,** and 
Hideaki Kita*
Division of Materials Science, Graduate School of Environmental Earth Science, Hokkaido University, 
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4-9-2-1 Utsukushigaoka, Toyohira-ku, Sapporo 004, Japan

The absorbent for SO2 from the flue gas of a coal-fired electric power station was prepared from 
calcium oxide, calcium sulfate, and coal fly ash and examined for the relation between the 
desulfurization activity and the structure. The activity is closely related to the progress of the 
hydration reaction taking place during preparation procedures. The activity increased with 
the hydration time and reached a maximum activity in 12 h. The hydration resulted in the 
formations of ettringite and calcium silicate. By elevation of the temperature for drying the 
hydration products, the activity markedly increased up to 400 °C, which was caused by the 
removal of water covering the calcium component in the ettringite. For the efficient removal of 
SO2, the existence of NO in the flue gas is required. NO, plays a catalytic role for oxidation of 
SO2 to SO3 which reacts with CaO to form CaS04 as a final product.

Introduction

Reduction of emissions of air pollutants is required 
for industrial operations. In particular, SO2 and NO, 
are the main targets to be reduced (Livengood, 1991). 
Among the stationary sources of emissions of air pol
lutants are coal-fired electric power plants which dis
charge large amounts of SO2 and NO,. For example, a 
coal-fired power plant of 600 MW capacity burning coals 
containing 1.2% sulfur releases 1785 m3 h_1 (NTP) SO2 
and 318 m3 h-1 (NTP) NO,. A typical composition of 
the flue gas is SO2 350 ppm, NO, 125 ppm, O2 5.2%, 
CO2 13%, H2O 7.8%.

For the removal of SO2 from flue gas, a wet process 
using calcium carbonate as an absorbent is most com
monly adopted in commercial plants (Dalton, 1990). The 
wet process shows a high efficiency but needs a large 
amount of water. The desulfurization is believed to be 
initiated by dissolution of SO2 into water followed by 
reaction with calcium carbonate to form calcium sulfite 
as a precipitate. The calcium sulfite is oxidized by air 
to form calcium sulfate dihydrate as a final product 
(Dalton, 1990).

A dry process using calcium hydroxide as an absor
bent is used commercially but is not as common as the 
wet process (Tischer, 1991). In the dry process, a 
powdery calcium hydroxide is injected into the duct. The 
efficiency of this duct injection dry process, however, is 
not high. A large fraction of calcium hydroxide remains 
unreacted. The low utilization efficiency of calcium in 
the dry process is considered to be due to the formation 
of calcium sulfate which covers the outer surface of the 
calcium hydroxide particles (Brown et al., 1991).

Jozewicz and Rochelle (1986) reported that calcium 
hydroxide becomes active for semidry desulfurization 
by the addition of coal fly ash and claimed that calcium 
silicate formed by the reaction of calcium hydroxide with 
a silicone compound eluted from coal fly ash in the 
preparative procedures is an active material to absorb 
SO2 (Jozewicz and Rochelle, 1986). The calcium silicate

* Author to whom correspondence should be addressed. 
r Hokkaido University.
: Hokkaido Electric Power Co.

formed has a large surface area capable of adsorbing a 
large amount of water. SO2 dissolves into the water to 
react with calcium ion. The final products are calcium 
sulfite and calcium sulfate, calcium sulfite being formed 
predominantly. This ADVACATE (AJDVAnced sili- 
CATE) absorbent has been tested in a 10 MW-scale pilot 
plant, and 89% of SO2 removal and 61% of lime 
utilization were achieved (Lepovitz et al., 1993).

Ueno found that the absorbent prepared from calcium 
oxide, calcium sulfate, and coal fly ash shows a high 
calcium utilization efficiency in the dry desulfurization 
process (Ueno, 1986). He reported that the aging of the 
slurry containing calcium oxide, calcium sulfate, and 
coal fly ash at about 100 °C and the successive drying 
are essential for an active absorbent. The high activity 
is considered to be due to the formation of microporous 
structures in the absorbent. This absorbent has actu
ally been used in the dry-type flue gas desulfurization 
system installed at the Tomato-Atsuma Power Station, 
Hokkaido Electric Power Co., for the treatment of the 
flue gas 644 000 m3 h-1 (NTP) since 1991.

Other than calcium hydroxide based absorbents, 
alkalized alumina is emerging as one of the candidates 
for highly efficient SO2 and NO, removal. A proof-of- 
concept test was conducted, and SO2 removal of 99% or 
more and NO, removal of 95% or more were simulta
neously achieved during 6500 h of operation in a 5 MW- 
scale pilot plant (Haslbeck et al., 1993). In this process, 
y-alumina was used as a regenerative adsorbent in a 
fluidized bed reactor. SO2 is captured in the form of 
Na2S04.

The present paper aims to elucidate the nature of the 
absorbent practically used at the Tomato-Atsuma Power 
Station. We wish to report the structural changes of 
the absorbent during aging and drying periods in 
conjunction with the activity changes with preparative 
conditions.

Experimental Section

Preparation of the Absorbent. Absorbents were 
prepared from calcium oxide, calcium sulfate, and coal 
fly ash. The calcium oxide used was of industrial grade

0888-5885/95/2634-1404S09.00/0 © 1995 American Chemical Society
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(Wako Pure Chemical Industries). The calcium sulfate 
was reagent grade calcium sulfate hemihydrate (Wako 
Pure Chemical Industries). In the practical desulfur
ization system, a spent absorbent was used as the source 
of calcium sulfate, because the spent absorbent contains 
calcium sulfate formed by the reaction of SO2 removal. 
Coal fly ash was supplied by Hokkaido Electric Power 
Company, Tomato-Atsuma Power Station, and had the 
following composition: SiC>2 59%, AI2O3 24%, CaO 1.4%, 
and the mean particle size was 21 jum determined by a 
laser diffraction method with dry-type dispersion.

For the preparation of 200 g of absorbent, calcium 
oxide (45.4 g) was added to 1 L of water at a tempera
ture of 65 °C. The temperature of the slurry increased 
to about 90 °C upon addition of calcium oxide. To the 
slurry, hemihydrate calcium sulfate (64.0 g) and coal 
fly ash (80.0 g) were added with stirring. The resulting 
slurry was heated at 95 °C normally for 15 h with 
stirring. In some experiments, the hydration period was 
varied from 3 to 30 h. After hydration, the absorbent 
slurry was filtered and dried normally at 200 °C for 2 
h. In some experiments, the absorbent slurry was dried 
in a vacuum or dried in air in the temperature range 
70-600 °C. The resulting absorbent had the following 
composition: calcium hydroxide 30%, calcium sulfate 
30%, coal fly ash 40%, neglecting H2O and CO2.

The calcium hydroxide used as a reference absorbent 
was prepared similarly by slurrying the calcium oxide 
and drying at 200 °C. The resulting calcium hydroxide 
had a surface area of 18 m2/g and a pore volume of 1.4 
cm3/g.

Activity Test. A flow reactor was employed for the 
measurement of the activity of the absorbent for de
sulfurization. The absorbent (50 mL, 23—26 g) was 
dispersed on cotton (5 g) and placed in the reactor made 
of quartz, 40 mm in diameter. The absorbent bed 
packed with the absorbent dispersed on the cotton was 
150 mm long. The model flue gas was composed of SO2 
2250 ppm, NO 700 ppm, O2 6%, CO2 13%, H2O 10%, 
and N2 as a balance. The composition was selected for 
simulating the composition of the flue gas of a coal-fired 
boiler. The flow rate of the model gas was 1 IVmin, and 
the reaction temperature was 130 °C at the center of 
the absorbent bed.

At the outlet of the reactor, water was removed with 
a cold trap and the flue gas was analyzed by the 
following methods: nondispersive IR spectroscopy for 
SO2 and CO2, atmospheric chemical luminescence for 
NO*, and paramagnetic susceptibility for O2 The 
activity was expressed as the time to keep the removal 
of SO2 above 80% divided by the weight of calcium 
hydroxide contained in the adsorbent. The activity 
means the capacity of the absorbent rather than the 
kinetics.

Chemical and Physical Analyses. The amount of 
calcium oxide contained in the absorbent was deter
mined by X-ray fluorescence (XRF). The amount of 
carbonate ion was measured by neutralization titration 
and was calculated for the amount of calcium carbonate. 
The sulfur and carbon contents were measured by 
nondispersive IR spectroscopy. The sample (50 mg) was 
placed in a ceramic crucible and covered with small 
spoonful amounts of tin metal, iron metal, and tungsten 
metal in turn. The crucible was then heated by a high- 
frequency induction coil to convert sulfur compounds to 
SO2 for detection by IR spectroscopy.

The specific surface area was measured by nitrogen 
adsorption based on the Brunauer—Emmett-Teller

(BET) method for the sample dried and degassed at 200 
°C. The pore volume was measured by the mercury 
intrusion method based on the Washburn equation for 
the sample dried and degassed at 200 °C. The weight 
loss by drying the absorbent was measured by thermal 
gravimetric analysis. The absorbent (10 mg) dried in a 
vacuum was placed in a platinum cup and heated by 
an IR lamp from ambient temperature to 130 °C at the 
speed of 10 °C/min. Then, the temperature was held 
for 20 min to measure the weight loss at 130 °C. The 
temperature was then increased similarly by 100 °C 
increments to 600 °C.

XRD patterns were recorded on a Rigaku RAD-C 
system for the powdered samples less than 44 /rm with 
Cu -Ka radiation in the range of diffraction angle (29) 
5°—90° at a sweep rate of 3 deg/min.

SEM photographs were taken on a JEOL JSM-35CF 
system with an accelerating voltage of 25 kV for the 
samples coated with gold metal by ion spattering.

Results

Activity. The absorbent prepared from coal fly ash, 
lime, and gypsum shows a higher calcium utilization 
compared with calcium hydroxide. The calcium utiliza
tion is defined as the percentage of the amount of 
calcium reacted with SO2 to the amount of calcium 
contained in the absorbent. The present absorbent 
prepared under the normal conditions achieved 84% of 
the calcium utilization, while calcium hydroxide achieved 
only 36%. These data were measured on each sample 
when the SO2 removal percent decreased to 0%. The 
time with the model gas was 41 h for the present 
absorbent and 186 h for calcium hydroxide.

As shown in Figure 1, the present absorbent main
tained 100% removal of SO2 for 52 min per unit weight 
of calcium hydroxide and the activity decayed slowly 
beyond the duration of 100% removal. On the other 
hand, calcium hydroxide maintained 100% removal for 
a shorter time and showed a drastic decrease in activity 
afterward.

It should be noted that the present absorbent shows 
a higher activity not only for SO2 removal but also for 
NOz removal, although the duration of the 100% re
moval for NOx was shorter as compared with that for 
SO2. However, the percent removal decayed more 
rapidly for NOz than for SO2. During the reaction time 
of 123—205 min, the outlet concentration of NOz ex
ceeded the inlet concentration. This was not seen in 
the case of calcium hydroxide. The amount of NOz 
released from the absorbent was 7.7% of the amount of 
NOz once adsorbed or absorbed. It appears that NOz 
compounds in the absorbent were replaced by SO2 
compounds probably because calcium compounds inter
act more strongly with SO2 than with NOz.

Effect of Hydration Period. The activity of the 
absorbent for SO2 removal depended on the hydration 
period in the preparation procedures. The variation of 
the activity as a function of hydration period is shown 
in Figure 2. The absorbent showed an activity of 55 
min/g Ca without hydration, while calcium hydroxide 
showed an activity of 31 min/g Ca. Even for the sample 
with the hydration time of 0 min, the sample was dried 
at 200 °C before use in the reaction. During the drying 
period, the hydration reaction may proceed to some 
extent, which may cause a high activity as compared to 
calcium hydroxide. The activity rapidly increased with 
hydration period and reached a maximum around 15

Ind. Eng. Chem. Res., Vol. 34, No. 4, 1995 1405
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DeS02DeNOx
6 20

Reaction time/min g-1-Ca(OH)2

-10 -

-20 -

Reaction time/min g-1-Ca(OH)2

Figure 1. Time courses of the SOo and NO, removal percent for the absorbent and CaCOHh- Reaction time is expressed as the time 
divided by weight of calcium hydroxide, (a) Present absorbent prepared under the normal conditions, (b) Calcium hydroxide. O: Removal 
percent for SO2 D: Removal percent for NO,.

h. Beyond 15 h of hydration, the activity gradually de
creased.

Drying Temperature. Figure 3 shows weight loss 
during drying the sample initially dried at 130 °C for 2 
h. The weight loss is mainly due to the removal of 
water, which was prominent in the temperature range 
130-300 °C.

The drying temperature greatly affects the activity 
of the absorbent. The variation of the activity as a 
function of the drying temperature is shown in Figure 
4 together with the variation of the surface area. The 
activity of the present absorbent markedly increased 
with an increase in the drying temperature and reached

a maximum when the absorbent was dried at 400 °C. 
Above a drying temperature of 400 °C, the activity 
decreased.

The surface area of the absorbent gradually increased 
and reached a maximum when the absorbent was dried 
at 250 °C. In contrast to the activity, the surface area 
decreased when dried at 400 °C and higher tempera
tures. Similar results were observed for a related 
material and explained by a sintering process (Borg- 
wardt and Rochelle, 1990).

The calcium carbonate content notably increased with 
an increase in the drying temperature. The calcium 
carbonate content in the absorbent dried at 200 °C was
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Ca(OH)2

10 15 20

Hydration time Z h
Figure 2. Effect of hydration period on the desulfurization 
activity of the absorbent. Starting materials: Ca(OH)z 30%, 
CaS04 30%, coal fly ash 40%.

Drying Temp. / °C
Figure 3. Effect of drying temperature on the weight loss of the 
absorbent. W: Initial weight of the absorbent dried in air at 130 
°C for 2 h. AW: Weight change by heating at the target 
temperature.

14%, while the amount increased to 19% when the ab
sorbent was dried at 600 °C. The formation of calcium 
carbonate may result from dehydration of calcium hy
droxide to calcium oxide followed by reaction with COo 
in air.

Figure 5 shows the variation of the amount of calcium 
sulfate as a function of drying temperature. The 
amount of calcium sulfate is represented by the sum of 
the XRD peak intensities at 26 = 25.4° and 26 = 14.7° 
The peak at 26 = 25.4° is ascribed to anhydrous calcium 
sulfate and the peak at 26 = 25.4° to hemihydrate 
calcium sulfate. Above 400 °C, the intensity markedly 
increased, indicating that calcium sulfate crystallites 
developed when dried above 400 °C.

Structure. XRD patterns of the present absorbent 
were measured to examine the structural change during 
drying and desulfurization and are shown in Figure 6. 
The XRD pattern was measured for the absorbent dried 
in a vacuum at ambient temperature to study the 
hydration products, because it was reported that the 
hydration products are difficult to measure by XRD

110 - 90
• 100 -

50 «

40 -

Drying temperature/°C
Figure 4. Effect of drying temperature on the desulfurization 
activity. Starting materials: CafOHh 30%, CaS04 30%, coal fly 
ash 40%. Hydration time: 15 h. O: Activity in the presence of 
NO. •: Activity in the absence of NO.

40000

30000

10000
0 100 200 300 400 500 600 700 800

Drying temperature Z °C

Figure 5. XRD peak intensity of CaS04 under various drying 
temperatures. The intensity is the sum of the XRD peak intensi
ties at 29 = 25.4° and 29 = 14.7°.

analysis after drying at a high temperature (Skoblin- 
skaya et ah, 1975).

In Figure 6, parts a—c are the XRD patterns of the 
vacuum-dried absorbent, the absorbent prepared under 
the normal conditions dried at 200 °C, and the absorbent 
after being used for the activity test for 18 h, respec
tively. For the vacuum-dried absorbent, the peaks 
characteristic of ettringite (Ca&Al2(S04,Si04,003)3-
(0H)i2-26H20) appeared at 26 = 9.14°, 15.8°, 22.9°, and 
the peaks characteristic of the monosulfate (Ca+AD- 
SO10T2H2O) appeared at 9.93° and 19.9°. The peaks 
for unreacted calcium hydroxide and calcium sulfate 
were also appreciable. For the absorbent prepared 
under the normal conditions, the peaks for the ettringite 
and the monosulfate disappeared, while the peaks for 
unreacted calcium hydroxide and calcium sulfate re
mained. For the absorbent used for the activity test, 
the peaks for anhydrous calcium sulfate markedly 
increased. The peaks for calcium sulfite, which is one 
of the possible products in desulfurization, were not 
found. The intensity of the peaks for calcium hydroxide 
apparently decreased after use in the activity test. It 
is suggested that SO2 in the model gas is removed and 
fixed as anhydrous calcium sulfate.
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Top View

Ca 6[A1(0H)J2(S0J3-26H,0
or
3CaO - AI2O3" SCaSO, - 32H 2 0 

Ettringite
Figure 9. Crystal structure of ettringite.

Discussion

The absorbent prepared from calcium hydroxide, 
calcium sulfate, and coal fly ash is highly active for 
removal of SO2. SO2 is absorbed in the absorbent to 
form anhydrous calcium sulfate as a final product. 
Absorption of SO2 into calcium hydroxide also produces 
anhydrous calcium sulfate. The present absorbent is 
characterized by a high calcium utilization as compared 
to calcium hydroxide. More than 80% of calcium in the 
absorbent is utilized for SO-2 absorption to form calcium 
sulfate.

A low calcium utilization for calcium hydroxide may 
be caused primarily by a low surface area. SO2 reacts 
with calcium hydroxide at the surface layer. The outer 
surface of the calcium hydroxide particles converts to 
calcium sulfate, but the inner part of the calcium 
hydroxide particle is left unchanged. Only the surface 
layers of calcium hydroxide are utilized for SO2 absorp
tion. For the present absorbent, however, most of the 
calcium in the absorbent is located in such a position 
that SO? molecules are accessible. This location of 
calcium may occur during preparative procedures and1 
or the SO) absorption period.

As shown in Figure 2, the activity for SO) absorption 
increased with the aging time of preparative procedures 
in the initial 12 h. During this period, the surface area 
and pore volume also increased. During the 12 h aging 
time, ettringite and monosulfate are formed as evi
denced by the XRD pattern. In addition, the formation 
of ettringite was observed by SEM as a needle-like 
formula. It is apparent that calcium hydroxide, calcium 
sulfate, and components eluted from coal fly ash un
dergo a hydration reaction during the aging period. One 
of the hydration products is ettringite.

Side View of Column

Ca6[Al(0H)6l2'24H2 0^

Column

Ettringite has the formula CaeCAlCOHleMSODs^GHoO, 
and its crystal looks like a hexagonal prism consisting 
of columns and channels parallel with the main axis 
(Skoblinskaya et al., 1975; Moore and Taylor, 1968). The 
schematic structures are illustrated in Figure 9. The 
composition of the column is [CaefAKOEDGlz^FRO]6^, 
and the channels are filled with [(SODs^mO]6-. Each 
aluminum atom is linked to six hydroxyl groups, and 
each calcium atom is linked to two hydroxyl groups and 
four H2O molecules. Each H2O molecule interacts with 
only one calcium atom, so that the bonding between H?0 
molecules and calcium atoms does not participate in the 
column strength in the longitudinal direction. Never
theless, these H2O molecules form the surface of the 
column where the positive charge is distributed (Moore 
and Taylor, 1970). The negative charge is distributed 
among sulfate ions in the channel (Moore and Taylor, 
1970). Thus, columns and channels are united. There
fore, even though the crystal is dried to lose combined 
water, the column structure could be maintained, while 
the pore structure of high surface area is created.

It is reported that ettringite crystallites gradually 
decompose as the hydration period is prolonged (Mos- 
alamy et al., 1984; Daimon et al., 1982). Although the 
decomposition of the ettringite structure was not clearly 
observed by XRD following an aging period of more than 
12 h, it is plausible that the fraction of ettringite reached 
a maximum at the aging time of 12 h. This explains 
the activity maximum appearing at the aging time of 
12 h.

By drying the hydration product at 200 °C, the XRD 
pattern for ettringite disappeared. The disappearance 
of the XRD pattern does not necessarily indicate the 
decomposition of the ettringite structure. It was re
ported that the ettringite structure that once disap-
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peered from the XRD pattern by heating at a high 
temperature restores its structure when exposed to 
water vapor to facilitate rehydration (Skoblinskaya et 
al., 1975; Skoblinskaya and Krasilnikov, 1975). Even 
though the peaks characteristic to ettringite disappear 
from the XRD pattern, the ettringite structure is 
intrinsically retained when dried at 200 °C. It is to be 
noted that removal of water by drying at 200 °C should 
result in the formation of pores.

By drying the hydration product above 400 °C, the 
intensity of the XRD peak ascribed to calcium sulfate 
increased as shown in Figure 4. Ettringite to form 
calcium sulfate decomposed irreversibly (Fukuda, 1984). 
At the same time, the CO2 content increased. The 
decrease in the activity on drying above 400 °C is 
considered to be due to the decomposition of the ettring
ite structure and the adsorption of CO2 to convert 
calcium hydroxide into calcium carbonate.

It is, therefore, plausible that the calcium utilization 
efficiency becomes high when calcium is included in the 
ettringite structure, though it cannot be excluded that 
calcium components other than ettringite are also 
utilized for absorption of SO2.

An alternative explanation for the role of ettringite 
in the absorption of SO2 may be as follows. Ettringite 
itself is not capable of absorbing SO2, but it makes the 
absorbent porous to facilitate the access of SO2 to the 
calcium components present in different forms such as 
calcium silicate and calcium oxide.

Jozewicz and Rochelle (1986) reported that an amor
phous compound prepared by slurrying calcium hydrox
ide with coal fly ash and recycled absorbents in water 
at elevated temperature showed a high activity for SO? 
removal (Rochelle and Jozewicz, 1989). They observed 
the formation of calcium silicate hydrate in the amor
phous compound by XRD analysis and showed the 
correlations of the activity with both BET surface area 
and moisture content. Because the calcium silicate 
hydrate has a high surface area, it can retain much 
water. Therefore, it was concluded that a calcium 
silicate hydrate is an active material for SO? removal 
(Jozewicz and Rochelle, 1986).

Apparently, the recycled absorbent contains an ap
preciable amount of calcium sulfate. Therefore, it is 
most likely that ettringite was formed in the hydration 
period, though Rochelle et al. did not report the forma
tion of ettringite. Besides the calcium silicate hydrate, 
it seems probable that ettringite is also active for SO?
removal in their absorption system.

One of the characteristic features of the present 
absorbent is that the absorbent exhibits a high activity 
in the presence of NO. Concerning the enhancement 
of SO2 absorption by the presence of NO, it was reported 
previously (Medellin et al., 1978; Chu and Rochelle, 
1989). Medellin et al. (1978) mentioned that the reac
tion proceeds through a gas phase reaction. In the 
absence of NO, the absorbent showed only a small 
activity for SO2 absorption as shown in Figure 4. NO 
should play an important role in the absorption of SO2. 
Since SO? is absorbed in the form of calcium sulfate as 
the final product, SO? should be oxidized to SO3 before 
reaction with the component of calcium oxide to form 
calcium sulfate. The requirement of the presence of NO 
suggests that NO plays a role in the oxidation of SO?. 
Considering that NO? is a strong oxidant, it is plausible 
that the oxidation of SO? to SO3 proceeds by the action 
of NO? that is formed by oxidation of NO. The oxidation

Scheme 1. Desulfurization Reaction Enhanced by 
the Presence of NO

CaO

reaction of NO to NO2 was reported to be thermody
namically feasible (Xue et al., 1993).

The proposed scheme for the role of NO and NO? is 
illustrated in Scheme 1. In this scheme, NO and NO2 
act as catalysts to oxidize SO2 to SO3. The catalytic role 
of NO and NO2 is similar to that observed in the lead 
chamber method to produce sulfuric acid from SO2. The 
NO and NO2 do not seem to react with SO2 in the gas 
phase but do on the surface of the absorbent. On this 
point, more information will be reported shortly.
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29Si-NMR study of the absorbent for flue gas desulfurization
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1. INTRODUCTION

The flue gas from a coal fired boiler contains a high concentration of SO2 which should be 
removed before emitted from a chimney for protection of environment from pollution. A wet 
desulfurization system is commonly adopted for flue gas desulfurization (FGD), and exhibits a 
high utilization efficiency of Ca component in the absorbent, but needs a large amount of 
water. As dry FDD systems, a duct injection and a slurry spraying are adopted. The 
efficiency, however, is not so high as compared to a wet FGD system.

Recently, the SO2 absorbent which exhibits a high utilization efficiency of Ca component in 
a dry FGD process was prepared from a coal fly-ash, Ca(OH)2, and CaS04 by hydrothermal 
reaction. The dry FGD process using this absorbent has been commercially operated since
1991. The process is schematically illustrated in Fig.1.

SOz
Absorber
(Drv )

Electrical
DustBoiler
Precipitator

Absorbent
Preparation
Unit

Fly Ash

Spent
Absorbent
[CaSO-i]

Fig. 1 Process flow of FGD for coal fired boiler

A coal fly-ash collected at the electrostatic precipitater is mixed with Ca(OH)2 (lime) and 
CaSO^gypsum), and transferred to the absorbent preparation unit where hydrothermal 
reaction is taken to produce active absorbent. The absorbent is extruded into granules, dried, 
and placed in the SO2 absorber where SO2 is removed from dirty flue gas to emit a clean flue 
gas. SO2 is fixed in the form of CaS04. The utillization efficiency of Ca component 
converting into CaS04 exceeds 90%.

In the present paper, we study the stuctural changes of the absorbent during the 
hydrothermal reaction and S02 absorption by 29Si-MASNMR using a model absorbent of

99



1876

calcium silicate hydrate to elucidate the mechanisms for a high utilization efficiency of Ca 
component. It is revealed that the structural changes during the absorption of SO2 enable Ca 
component present in a bulk to be exposed to the flue gas.

2. EXPERIMANTAL METHODS

2.1. Preparation of the absorbent
For preparation of a model absorbent of calcium silicate hydrate, a mixture of Ca(OH)2 and 

SiOg.xHgO was heated at 363K for 20h in a water with stirring. The resulting slurry was 
filtered, washed with water and dried at 373K and then 473K for 3h. The ratio Ca0/Si02 was 
adjusted to 1.4 (mol/mol). The absorbent prepared using fly-ash was prepared as follows. To 
a hot water at about 343K, CaO, fly-ash and spent absorbent (CaSOn source) were added 
and stirred with a mill. The slurry was hydrated for 12 h at 363K and then dried at 473K for 1 
h. A physical mixture of Ca(OH)2 and Si02.xH20 was prepared by grinding the compounds 
in a mortar.

2.2. Reaction procedures
The desulfurization was carried out at 303 K in a flow reactor with a model flue gas 

composed of SO2 1000ppm, NOx 10OOppm, O2 10%, H2O 10%, and He balance. The flow 
rate was 200 ml/m in using 0.5 g of the absorbent. The concentrations of SO2 and NOx were 
measured by infrared spectroscopy and chemiluminescence, respectively.

2.3. NMR measurement
29Si-MASNMR spectrum was measured for the powdery sample on a Broker MSL-200 in 

the mode of high power decoupling. The main conditions for measurement were as follows; 
observed frequency 39.8Mhz, observed spectral width 10kHz, pulse width (90° pulse) 4.0 ms, 
pulse interval 7 s(10 ms delay), data points 8192, line broadening factor 30Hz, accumulation 
5000, reference of 29Si chemical shift QsM8(11,72ppm).

3. RESULTS AND DISCUSSION

The percentages SO2 removal are plotted against the time on stream in Fig. 2 for the 
calcium silicate hydrate, the absorbent prepared from fly-ash, and the physical mixture. For 
both the calcium silicate and the aborbent prepared from fly-ash, SO2 removal kept 100% for 
the initial 1 h, and then decreased gradually to about 30 %, and kept this level for a long time 
on stream. The physical mixture scarcely absorbed SO2 except for the initial few min. The 
Ca(OH)2 became active by combination with Si02. There seem to be two different 
mechanisms for abosorption of SO2, one occurring in the initial stage of the time on stream 
which results in 100% SO2 removal, and the other in the later stage of the time on stream 
which results in about 30% SO2 removal.

The presence of NOx and H2O is required for SO2 absorption. Without NOx or H2O, SO? 
absorption was not appreciable.

29Si-MASNMR spectra for the calcium silicates pepared with different hydration period are 
shown in Fig. 3 together with that for the raw material silicic acid. The peak at -112 ppm 
observed for the silicic acid is assigned to the cross-linked framework(Q4). After hydration of 
20min, Q4 peak disappeared, and two peaks appeared at -83 ppm and -79 ppm which are 
assigned to middle group in chain (Q2) and chain end group (Q1), respectively. On 
prolonging the hydration time to 12h, the peaks did not change much in both intensity and 
chemical shift, only a slight broadening of the peaks was observed. It is indicated that Si - O - Si
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bonds of Q4 structure rapidly cleave and convert into straight chain Si-O-Si as hydration with 
Ca(OH)2 starts.

From the intensity ratio of Q2/Q1, 
the averaged chain length of the 
silicate can be calculated. One 
silicate chain was calculated to 
consist of about 4 Si04 tetrahedra 
regardless the hydration time.

To examine the structural change 
during desulfurization, 29Si-MASNMR 
spectra were measured for the 
samples being allowed to react for 
different time on stream and, shown 
in Fig. 4. The percentages of SO2 

removal in 1 h, 1.5h, 5h, and 20 h 
were 100%, 100%, 58%, 27%, and 
10%, respectively. The samples 
reacted for 1 h and 1.5h, which still 
kept high SO2 removal, showed the 
peaks for Q1 and Q2. As the reaction 
proceeded, the peak intensity for Q1 
slightly decreased. In this period, the 
Ca ions interacting with non-cross 
linked O of Q1 participate in the SO2 

removal. For the samples reacted for 
5h and 20 h, which showed low SO2 

removal, the appearance of the peaks 
for Q3 and Q4 with concomittant 
decrease in the peak intensity for Q1 
and Q2 was observed. In the period 
where the SO2 removal level is low, 
the Ca ions interacting with non-cross 
linked O of Q2 participate in the SO? 
removal.

The surface area of the sample did 
not change much with the time on 
stream, though CaS04 was 
accumulated on the sample. It is 
suggested that the original surface 
present on the sample before SO2 

absorption decreases with the 
formation of CaS04, and a new 
surface appears with the formation of 
silica framework as the SO2 

absorption proceeds.
The structural change of the 

absorbent during SO2 absorption is 
illustrated in Fig. 5. In the initial stage 
of the reaction, SO2 is absorbed by 
the CaO component located on the

50 -70 -VU -III) -l.ll) • I >0 -170
IN""

©

Cn(OH): :

©
![ 1

1 V ' !

.'V

1U 15 20 25 50 55 50 55 

2 9/ l)v"rvc

Fig. 3 -^Si-MAS.NMR spectra and XRD patterns of 
the sample hydrated for different period.
(a) silicic acid, (b) hydrated for 20min,
(c) hydrated for I2h
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(a) before flowing 
gas

(h)aflcr flowing gas for 
ca. I li

(c)aftcr flowing gas for ca.I.Sli

(d) after flowing gas for 
ca.Sh

(c) after flowing gas for 
ca.ZOli

Fig. 4 29Si-MASNMR spectra of calcium silicate used 
for different time on stream

S'-nA1-,

.HO'/
CaSO« , H*

outer surface of the particles 
consisting of several silicate chains. 
The high SO2 removal observed in 
the initial stage of the reaction 
proceeds by this mechanism.

As CaO component converts to 
CaS04 and expelled from the particle, 
Si-O-Si bonds begin to form. The 
formation of new Si-O-Si bonds 
results in exposure of Ca component 
located in a bulk to the surface. In 
this way the Ca compoment located 
in the bulk of the absorbent becomes 
utilized for SO2 absorption, and 
therefore, the utilization efficiency of 
Ca is able to exceed 90%. The low 
SO2 removal observed in the later 
stage of reaction which persists for a 
long period proceeds by this 
mechanism.

When simple Ca(OH)2 is used, 
CaS04 is formed on the outer surface 
of the particles, and the CaS04 layers 
cover the unreacted Ca(OH)2 to be 
inactive. In the case of the absorbent 
of calcium silicate, SO2 absorption is 
accompanied by the structural 
change in Si-O-Si framework, which 
enable Ca component in the bulk to 
expose to the gaseous SO2. As a 
result, a high Ca utilization efficiency 
is attained.

Finally, the role of NO which is 
required for SO2 asborption is 
suggested to be a catalyst. The SO2 
proceeds through the following 
reactions.

NO + 1/202 = NO2 
NO2 + S02 = NO + S03
SO3 + CaO = CaS04

The NO and NO2 act as catalyst for 
the SO2 absorption to form CaS04.

Fig. 5 Model for structural change during desulfurization
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Abstract

The electrochemical behavior of nitrogen compounds on Au(l 11), Au(100) and Au(l 10) was investigated in alkaline solution. Each 
crystal plane was identified by Pb underpotential deposition (UPD) waves in perchloric acid solution. The UPD waves were unchanged 
after oxidation and reduction of a surface monolayer of Au atoms on the respective electrodes. NO underwent a “disproportionation” id 
NOT and reduced species in the alkaline solution. However, only NO was electrochemically active.

Cyclic voltammograms obtained in an alkaline solution containing dissolved NO showed a main reduction peak at ca. 0 V RHE and an 
oxidation peak at ca. 0.6 V, almost independent of the crystal plane in contrast with the case of Pt electrodes. We concluded from the 
voltammetric study that the former peak is due to the production of NH2OH, and that oxidation of NH2OH remaining near the surface 
gives the latter peak. The products in the two peaks were identified using in-situ “one-point touch” differential electrochemical mass 
spectroscopy: NH2OH was mainly oxidized to NO; N2H4, which apparently gave the same oxidation peak at ca. 0.6 V, yielded N, 
exclusively.

Keywords: Electroreduction; Nitrous oxide; Pollution control; Gold electrodes; Surface structure effects

1. Introduction

Nitrogen compounds have been the subject of much 
concern with respect to environmental problems. Many 
studies have been performed with the aim of removing 
nitrogenous pollutants from exhaust gases and air. For 
example, the decomposition of nitrogen compounds in a 
gas solid system has been widely studied by various 
methods using polycrystalline and single-crystal metals. 
Similarly, studies in the liquid phase have been performed 
under various conditions [ 1 ]. Most investigations using 
platinum have been performed with polycrystalline elec
trodes in acidic solution [2-6]. For example Dutta and 
Landoll [2] studied the electrochemical behavior of NO on 
a rotating Pt electrode in 4 M H,S04. They reported that 
NO oxidation proceeds via two steps: the first step is the 
oxidation of NO to HN02, which is kinetically fast and 
diffusion controlled, and the second step is the oxidation of 
HNO, to HNOv NO reduction also proceeds via two 
steps, of which the first is a one-electron diffusion-con

1 Dedicated to Professor Kenichi Honda. Professor Hiroaki Matsuda 
and Professor Reita Tamamushi on the occasion of their 70th birthdays. 

Corresponding author.

0022-0728/95/S09 50 ■© 1995 Elsevier Science S.A. All rights reserved 
SSDI 0022-0728(95)03956-2

trolled reduction process. Janssen et al. [3] have shown that 
N,0 is formed in the first step, followed by NH:OH, 
N, H4 and NH, in the second step. They reported the 
presence of the nitrosyl group (-NOH) as a reaction 
intermediate, in agreement with other authors [4-6]. When 
NOhFand NFIOH-like species are formed as the reaction 
intermediates, N,0 and N, will be produced by dimeriza
tion and dehydration. Vielstich and coworkers [7] investi
gated the oxidative and reductive electrolyses of NH5, 
NH2OH, NOT, and NOj" on a Pt polycrystalline electrode 
in alkaline solution by means of differential electrochemi
cal mass spectroscopy (OEMS). They concluded that these 
species form a common reaction intermediate which is 
either oxidized to N, or reduced to NH V

Recently, the Pt single-crystal electrode has become 
widely available in the laboratory and work on well-de
fined surfaces has been reported by several groups [S — 10]_ 
We have found that the electrochemical behavior of a 
series of nitrogen compounds on Pt single-crystal elec
trodes is remarkably structure sensitive. For example NOT 
is reduced to NH, easily on Pt(l00) (current efficiency 
above 80%) but with difficulty on Pt( 111) and Pt( 1 10) [S]_ 
More interestingly, this reduction is suppressed in the 
hydrogen adsorption region, even though the reduction 
requires a hydrogen atom. The hydrogen adsorption appar-
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ently inhibits the NOT reduction, and consequently we 
transferred our interest to Au electrodes which do not 
adsorb hydrogen. A few electrochemical studies of nitro
gen compounds have been performed on polycrystalline 
Au [11,12], but to our knowledge there have been none on 
single-crystal Au. In addition, the work reported was car
ried out in acidic solutions. Single-crystal Au has recently 
attracted interest in the field of surface science and has 
been used in electrochemistry in studies of the surface 
reconstruction and underpotential deposition (UPD) of 
other metals which were performed using scanning tunnel
ing microscopy [13,14], second harmonic generation (SHG) 
[15], electroreflectance [16] and capacitance measurements 
[17].

The aim of the present work was to investigate not only 
the electrochemical activity of the gold electrode toward 
nitrogen compounds but also the effect of the crystallo
graphic structure of the surface. We report results obtained 
on Au(l I 1), Au(lOO) and Au(l 10) using both conventional 
cyclic voltammetry and one-point touch differential elec
trochemical mass spectroscopy (DEMS) which we have 
recently developed [18].

2. Experimental

Au( I I 1), Au(lOO) and Au(l 10) single-crystal electrodes 
were prepared by Clavilier’s method [19,20]. These elec
trodes (about 3 mm in diameter) were flame-annealed and 
quenched in Ar-saturated Milli-Q water just before each 
measurement, and were used in the dipping mode. Cyclic 
voltammograms (CVs) of the electrode surface were 
recorded in a blank solution of 0.1 M HC104 and in 10 
mM Pb:"+ 0.1 M HC104.

We chose alkaline phosphate buffer solution (ionic 
strength 0.2 M, pH 11.9) as the electrolyte solution since 
nitrogen compound reactions are pH sensitive and NO 
undergoes reduction on a Pt electrode in alkaline solution 
[1,8]. The electrolyte solution was prepared from Na3P04 

(guaranteed grade, Wako Pure Chemical Industries Co.) 
and Milli-Q water. All nitrogen compounds were of guar
anteed grade (Kanto Chemical Co.). Nitric oxide (99.7%, 
Sumitomo Seika Chemicals Co.) was passed through a 
wash bottle containing 2 M NaOH before use to remove 
possible NO, and other impurities [8], After the introduc
tion of NO, the solution composition was examined by
UV-visible absorbance (JASCO Ubest-30 UV—visible
spectrometer).

Electrochemical measurements were performed with a 
constant Ar How over the solution to avoid any effect of 
the three-phase /.one. Mass spectroscopy cyclic voltammo
grams (MSCVs) were measured using the one-point touch 
DEMS developed in our laboratory [IS] simultaneously 
with cyclic voltammetry. In MSCV measurements, the 
electrodes were kept in the dipping mode. The mass 
spectrometer (Anelva AQA-200 quadrupole mass spec

trometer) was used with an emission current of 2 mA and 
its microchannel plate was polarized at 800 V. All poten
tials are reported on the RHE scale.

3. Results and discussion

3.1. Identification of each crystal plane

The oxidation-reduction wave of the electrode surface 
(O-wave) was used to identify the surface structure. Figs. 
1(a)- 1(c) show the characteristic CVs obtained on the 
three low index planes at 50 mV s~1 in 0.1 M HC104. 
These O waves are different from each other as reported in 
literature [16]. However, the oxidation of electrode surface 
causes islands and pits [21,22], and therefore it is possible 
that the surface is perturbed to some extent. To check this 
possibility, we investigated the UPD-Pb wave which ap
pears in the potential region negative of the O-wave. The 
UPD-Pb waves on Au(lll), Au(100) and Au(110) at 50 
mV s~1 are shown as the solid curves in Figs. 2(a)-2(c). 
The potential was limited to the region negative of 1.0 V.

-0.5 0 0.5 1 1.5 2
EZV(vs.RHE)

Fig. I. CVs on (a) Au( Ml), (b) Au( 100) and (c) Au( I 10) in 0.1 M HCICb 
(scan rate. 50 mV s'1).
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-0.5 0 0.5 1 1.5 2
EAZ(vs.RHE)

Fig. 2. UPD-Pb waves for (a) Au(111), (b) Au(lOO) and (c) Au(l 10) in
0.I M HCI04 (---------- ) and O.l M HCIO, + 10 mM Pb2+ (..........)
(scan rate. 50 mV s'1). The scan was initiated from 0.9 V in the positive 
direction.

These curves are clearly structure sensitive, in agreement 
with other work [23,24], and can safely be used to identify 
each plane. We estimated the electric charge for Pb deposi
tion on Au(lll), Au(lOO) and Au(110) to be 267 p.C 
cm"', 234 p.C cm-2 and 223 /xC cm"2 respectively. 
Except for Au( 110), these values are close to that expected 
for monolayer coverage, provided that one Pb atom occu

pies two UPD-H sites [25]. The charge for Au(l 10) is ca. 
50% greater than the monolayer value. A similar phe
nomenon has been observed lor hydrogen adsorption on 
Pt(l 10). For UPD-Pb on Au( 1 1 1), it has been reported that 
the riglu-hand peak in the negative-going scan (Fig. 2(a)) 
is due to a random cluster formation and the main left-hand 
peak is due to cluster growth and coalescence [26]. The 
possibility of surface rearrangement by the oxidation-re
duction treatment was checked by recording the UPD-Pb 
wave after treatment. It can be seen from the results (the 
upper limit potential was 1.6 V), shown by the dotted 
curves in Figs. 2(a)-2(c). that there was no change in the

UPD-Pb waves. This shows that either the surface oxida
tion-reduction treatment does not cause rearrangement of 
the surface (at least at a sweep rate of 50 mV s~1) or, if it 

does, the surface is rapidly recovered within the time span 
of the potential sweep used. It is not yet clear which 

mechanism is operating. Since the measurements in this 

study were performed in phosphate buffer solution, the 

effect of the phosphate ion was examined by adding 5 mM 
P04" to the 0.1 M HC104 solution. No change was 

observed in the CVs. Since the oxidation-reduction treat
ment does not affect the surface structure, the O-wave in 

the blank solution is confirmed as being suitable for 

identification of the crystal plane.

3.2. "Disproportionation” reaction of NO

Several oxidation states are allowed for nitrogen. NO is 
less thermodynamically stable than N2, N20, NH2OH, 
N2H4 and NHV Thus it is possible that NO may "dispro
portionate" in combination with an appropriately oxidized 
species. This possibility was investigated by examining 
UV-visible absorption spectra after introducing NO into 
the solution. The spectrum showed three strong absorption 
bands at exactly the wavelengths as those of NOT : A = 355 
nm (e = 2.40), A = 287 nm (e = 1.51) and A = 210 nm 
(e = 5.75 X 103) [27]. This shows that the dissolved NO 
undergoes "disproportionation" and produces NOT. The 
concentration of NOT formed in the solution was esti
mated by using the calibration curve obtained separately 
from the absorbance of the solutions containing NOT at 
different concentrations. The absorption band at 355 nm 
was used in the calibration because the absorbance at 210 

nm is too large to be used for quantitative analysis. Fig. 3 
shows the time dependence of the NOT concentration after 
a sample of Na1P04 solution through which NO had been 
bubbled for 5 min was placed in a spectrometer cell. The 
initial NOT concentration (after bubbling NO for 5 min) 
was 3.6 mM and it gradually increased to 4.5 mM at 130

5

4

E 3

i 2

1

0
0 20 40 60 80 100 120 140

t / min

Fig. 3. Change in the concentration of NOT in Na,P04 solution (pH 12) 
after NO bubbling for 5 min.
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min. This increase was caused by the “disproportionation” 
of the NO remaining in the solution in the spectrometer 
cell. Hence, the concentration of NO immediately after 
bubbling for 5 min must be more than double the increase 
in NOT due to a counter-species, i.e. more than ca. 2 mM. 
Since the counter-species was not detected by the UV- 
visible examination, we assumed the existence of possible 
“disproportionation” reactions, including the production 
of NOT or NOf, and calculated the corresponding stan
dard Gibbs energy changes. Reactions producing NH2OH 
and N2H4 were excluded because these species were not 
found in the solution, as described later. The possible
reactions were as follows:

6NO + 40H"-» 4NO," + N2 + 2H20 

AG° = -512.6 kJ mor' (1)

4NO 4- 20H“ —» 2NOT + N20 + H20 

AG°= -238.7 kJ mol"' (2)

6NO + 50H- -» 5NOT + NH-, + H20 

AG° =- 171.6 kJ mol" 1 (3)

IONO + 40H--»4NOf +3N2+2H20 

AG° = - 1156/1 kJ mol"1 (4)

8NO A 20H" 2NOf + 3N,0 + H,0 

AG°= -525.2 kJmor' (5)

8NO + 50H- + H20 5NOf + 3NH,

AG'= -37.5 kJ mol"' (6)

Although NOf has already been detected by UV-visi- 
ble spectroscopy, NOf could also be generated thermody
namically by Eqs. (4)—(6). Since all the nitrogen species 
involved in the above reactions, i.e. NOf , NOT, N2, N20 
and NH v were inactive on the Au electrodes, we could not 
identify the predominant process among Eqs. (1)—(6). 
However, it should be noted that the coexistence of these 
products will not affect the results given below because 
they are electroinactive.

3.3. Effect of the three-phase zone

First we examined the effect of the three-phase zone 

lormed at the edge ol the electrode in the dipping mode.
The CVs obtained on Au(lll) in contact with the 

solution containing dissolved NO and with NO and Ar gas 
phases are compared in Fig. 4. It can be seen that the 
current under the NO How in gas phase is more than 10 
times greater than that under Ar How, suggesting a large 
contribution of NO from the gas phase. Such a large 
contribution would make it difficult to examine the effect 
of the surface structure on the electrode reaction. Therefore 
the results reported in the remainder of this paper were 
obtained under Ar flow.

3.4. Electroredaction of NO

Figure 4(b) shows the CV obtained at 50 mV s~ 1 on 
Au(l 11) in NO-saturated Na3P04 (pH 12) under Ar flow. 
The electrode potential was first scanned in the positive 
direction from 0.9 V and then in the negative direction. 
The cathodic current started at ca. 0.25 V and formed a 
peak at ca. 0.03 V. This peak was enhanced at a higher 
scan rate, but not as much as expected from a proportional 
relation. This peak is attributed to a transient change in the 
NO concentration near the electrode surface. A similar 
phenomenon (called overshoot) has been observed in 02 

reduction [28]. At more negative potentials the hydrogen 
evolution reaction became predominant. The broken curve 
in Fig. 4(b) represents the hydrogen evolution current in 
the blank solution. When the electrode potential was re
versed to a negative limit of —0.6 V, a constant cathodic 
current of ca. 0.1 mA cm-2 flowed in the potential region

0 0.5
EZV(vs.RHE)

Fig. 4. CVs obtained on Au( 111) in solutions containing dissolved NO 
(pH = 11.9) with (a) NO How and (b) Ar How in the gas phase, and (c) 
after purging by bubbling with Ar for 15 min (scan rate. 50 mV >"1) 
The scan was initiated from 0.9 V in the positive direction.
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up to —0.05 V. In contrast with a Pt electrode [8], the 

current obtained on Au does not decrease in the above 
potential region. This is because Au does not adsorb the 

hydrogen. This constant current represents the limiting 
diffusion current of the dissolved NO, and is several times 

smaller than the limiting current observed for H2 ioniza

tion. If we take into account multielectron transfer in NO 
reduction, the NO concentration will be a tenth of the H2 

concentration, i.e. ca. 0.1 mM. Such a low NO concentra
tion can be attributed to NO consumption due to the 

continuous “disproportionation” and escape from the so

lution surface to the gas phase. In the positive-going scan, 
the anodic peak appeared clearly at ca. 0.6 V and increased 

with increasing scan rate. This behavior will be discussed 

later.
Figs. 5(a) and 5(b) show CVs obtained on Au(100) and 

Au(llO). The results were the same as that for Au(lll). 
The cathodic wave at < 0.25 V and the anodic peak at 0.6 
V were seen on all the surfaces. Therefore we can con
clude that the reactions, which cause the cathodic wave and 
the anodic peak are almost surface-structure insensitive, in 
contrast with the case of Pt single-crystal electrode. The 
only difference noticed was the broad cathodic hump 
centered at ca. 0.6 V in the negative-going scan on Au(l00) 
and Au(l 10) but not on Au(l 11). The electric charge for 
this hump was about 1 mC cm”2. This value is too large 
to be explained by reconstruction of the electrode surface 
and its subsequent lifting or by specific adsorption of 
phosphate anions. Thus a reduction involving nitrogen 
compounds should occur. The OEMS experiment showed 
that NO is reduced to N20 in this potential region, as 
described later.

0.2 V

E -0.4

Fig. 5. CVs obtained on (a) Au(100) and (b) Au(l 10) in Na3P04 solution 
containing dissolved NO (pH 11.9) (scan rate. 50 mV s “1). The scan was 
initiated from 0.9 V in the positive direction.

-0.4 0 0.4 0.8 1.2
EAZ(vs.RHE)

Fig. 6. CVs with a negative limiting potential of (a) 0.2 V, (b) 0 V and (c) 
— 0.2 V on Au(l 11) in solution containing dissolved NO (scan rate, 50 
mV s'1). The scan was initiated from 0.9 V in the positive direction.

We recorded CVs after bubbling Ar for 15 min in order 
to purge the dissolved NO (Fig. 4(c)). All peaks except the 
hydrogen evolution current disappeared, though NOT re
mained in the solution as a result of the “disproportiona
tion”. The same CV was observed in the solution contain
ing only NOT. Thus all peaks in Figs. 4(b), 5(a) and 5(b) 
are attributed to dissolved NO.

In order to determine whether there was a relation 
between the cathodic wave and the anodic peak at 0.6 V, 
we changed the negative limiting potential*from 0.2 V to 0 
V and — 0.2 V. The results are shown in Fig. 6. At 0.2 V 
no anodic peak appeared, suggesting that this peak is not 
due to the direct oxidation of NO. The anodic peak began 
to appear when the limiting potential became negative of 
0.2 V. The more negative it became, the larger was the 
peak. Thus, we conclude that this anodic peak is due to the 
re-oxidation of products formed from NO at potentials 
below 0.2 V in the preceding negative-going scan. We 
estimated the ratio of the charge of the anodic peak to that 
of the cathodic waves in a potential range from —0.4 to 
0.25 V (both in the negative- and positive-going scans). 
The results were 24%, 23% and 18% on Au(l 11), Au(100) 
and Au( 110) at 50 mV s”1. These values show that a large 
amount of the product in the cathodic waves diffuses out 
into the solution before re-oxidation in the following an
odic peak, provided that the same number of electrons is
involved in both processes. The ratio was dependent on
sweep rate. For example on Au(lll) it was 1.9% at 5
mV s”1 and 30% at 100 mV s”1. At a slower sweep rate, 
more product can diffuse out and hence a smaller anodic 
peak is obtained. This result supports the conclusion that 
the anodic peak is due to the re-oxidation of the reduced 
products.

Possible reduction products of NO with a lower oxida
tion number are N2, N,0, NH2OH, N2H4 and NH3. 
However, N,, N20 and NH, were electroinactive on Au 
electrodes in alkaline solution, and N2 and N,0 were 
excluded from the DBMS experiments (as described later).
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NH:OH and N2H4 were electroactive and oxidized on the 
Au electrode as shown in Figs. 7(a)—7(d) recorded at 5 and 
100 mV s~1 on Au(l 10). These reactions were also struc
ture insensitive. In both CVs of NH,OH and N2H4, the 
same anodic peak appeared at about 0.6 V and almost 
constant anodic currents flowed after the peak. These 
constant currents are assumed to be due to the limiting 
diffusion of NH-.OH and N2H4 as discussed later. Bub
bling Ar through the solution for 15 min had no effect on 
the CVs. This suggests that the concentrations of NH,OH 
(0.1-2 mM) and N2H4 (2 mM) do not change, and that 
these substances are non-volatile even in alkaline solution. 
Hence, if NH2OH and/or N2H4 are formed in the “dis
proportionation”, the anodic peak at 0.6 V should appear 
after purging NO by Ar bubbling, which was not the case 
(Fig. 5(c)).

-1 0 1 
EZV(vs.RHE)

Fig. 7. CVs on Au(l I0) in Na,POa (pH I 1.9) + I mM (NH .OH),S04 at 
(a) S mV s'' and (b) 100 mV s'', and in NaP04 (pH ! 1.9) t 2 mM 
N.H„SCV at (c) S mV s'' and (d) 100 mV s'1.

Although the same anodic peak was observed in the 
CVs of NH2OH and N2H4, the oxidation products will be 
different since, at the high scan rate of 100 mV s~\ the 
negative-going scan in the CV gave the cathodic peak at 
ca. 0.03 V, which has already been attributed to NO, for 
NH,OH but not for N2Hd. This suggests that NH,OH is 
oxidized to NO at the anodic peak. Some of the NO 
produced in this way remains near the electrode surface 
and is reduced in the negative-going scan. In the case of 
N2H4, N2 is generated at the anodic peak as described in 
the next section. Thus the oxidation processes can be 
expressed as follows:

NH2OH + 30H~ —» NO + 3H20 + 3e" 

r = 0.264 V (7)
N,H4 + 20H~^ N, + 4H20 + 4e" r = -0.44 V

(8)

These reactions are thermodynamically possible (pH 
12). In addition, the ratio of the limiting current of the 
oxidation of NH,OH (2 mM) to that of N2H4 (2 mM) in 
Fig. 7 is 0.8 at 5 mV s~1 and 0.7 at 100 mV s-1. These 
values are close to the value of 0.75 expected from Eqs. 
(7) and (8).

In view of the above results, we finally interpret the CV 
of NO (Fig. 5(b)) as follows. The NO dissolved in alkaline 
solution is reduced to NH,OH at potentials below 0.25 V 
in the negative-going scan, giving the cathodic wave:

NO + 3H20 + 3e~ —> NH2OH + 30H"

= 0.264 V (9)

Then the product NH,OH is re-oxidized to NO at ca. 0.6 
V in the following positive-going scan, giving the anodic 
peak.

The formation of N2H4 may be possible in the reduc
tion of NO:

2N0 + 6H20 + 8e--^N2H44-S0H- f = 0.53 V
(10)

However, it was excluded as explained below.

3.5. DEMS experiments

We performed in-silu one-point touch DEMS measure
ments in order to obtain direct evidence for the interpreta

tion suggested above.
First, in order to confirm the products of the N,H4 

oxidation, i.c. Eq. (8), the MSCV (5 mV s'1) of N:H4 

was recorded on the three planes. As for the CV, no 
dependence of the product distribution on surface structure 
was found. Fig. 8 shows the result for Au(I 1 I). The signal 
intensity at m/e — 28 (N2) increased from ca. 0.5 V in 
accord with the anodic peak in the CV (Fig. 7(c)), al
though a time lag was noticed. This time lag is due to 
diffusion of products in the solution and the Teflon mem
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brane. No other volatile products, such as NO (m/e — 30), 
N,0 (m/e — 44) and NO, (m/e = 46), were detected. 
Thus, Eq. (8) is confirmed.

Fig. 9 shows the MSCV (2 mV s'1) of NH,OH on 
Au(lll). The signal intensities of N, (m/e = 28), N,0 
and NO changed in the potential region around the anodic 
peak in the CV of NH,OH. The maximum increase in the 
MS current is in the ratio A ./(NO): A 7(N,): A 7(N,0) =
I : 0.17:0.063, and hence NO can be assumed to be the 
main product, supporting the above interpretation (Eq. (7)). 
Small quantities N, and N,0, which were not detected on 
the CV. are formed as by-products by the following 
reactions:

NH,OH + 40H--> N,0 + 5H,0 + 4e~

E°= -0.33 V (11)

NH,OH + 20H' -» N, 4- 4H,0 + 2e'

f = -2.32 V (12)

Again, the product distribution was insensitive to surface 
structure.

Thus in the negative-going scan the NO produced at the 
anodic peak by Eq. (7) is reduced to NH,OH by Eq. (9), 
but the corresponding peak at ca. 0.03 V was not observed 
on the CV at a slow scan rate such as 5 mV s'1 (Fig. 7(a)) 
because of the loss of products by diffusion into the bulk 
of the solution. NO, (m/e = 46) was not detected by 
OEMS. NO, dissolves easily in alkaline media, and hence 
we cannot establish the formation of NO, conclusively.

Finally, we examined the MSCV of NO. In this case,

m/e=28

1.6 -

m/e=44

m/e=30

m/e=46

0 0.5
E/V(vs RHE)

Fig. S. MSCV for Au( I I I) in Na_.RO., (pH I 1.9)4-5 m.M N, H6S04 (scan 
rate. 5 mV s" 1).

m/e=28

m/e=30

m/e=44

m/e=46

EZV(vs.RHE)
Fig. 9. MSCV for Au(l I 1) in Na,P04 (pH 1 1.9)4-5 m.M NH.OH (scan 
rate. 2 mV s " 1)..

measurements were performed with NO flowing over the 
solution in order to avoid a baseline shift. Fig. 10 shows 
the MSCV observed on Au(llO) at 5 mV s'1. The MS 
signals of NO. N, and N,0 clearly increased from ca. 0.5 
V in the positive-going scan, in accordance with the CV. 
demonstrating that oxidation of NH-.OH lakes place. The 
ratio A ./(NO): A 7(N,): A 7(N,0) was I : 0.1 7 : 0.065. ex
actly as in Fig. 9. This confirms that the dissolved NO is 
reduced to NH ,OH in the negative-going scan. In fact, the 
MSCV did not show any signals for the gaseous products 
of N, and N,0 in the corresponding potential range. The 
formation of N,H4 is also excluded since, if it is formed, 
the proportion of A7(N,) should be enhanced by Eq. (S). 
which was not the case. In our previous work on Pt(l00) 
[S], NO was reduced to NH3 with a current efficiency in 
excess of 80%. The difference is attributed to the stability 
of the reaction intermediate of nitrosyl group on Pt(l00).
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m/e=28

m/e=30

EAZ(vs.RHE)
Fig. 10. MSCV for Au(110) in Nn■,P04 (pH 11.9) containing dissolved 
NO (scan rate. 5 mV s' 1 ).

The process from NH :OH to NH- can be taken as struc
ture sensitive.

There is a slight increase in the N20 signal intensity 
{m/e - 44) in the negative-going scan before the potential 
reaches the region of the main reduction. This corresponds 
to the broad hump observed on the CV at ca. 0.6 V on 
Au(110) (Fig. 5(b)). A similar increase is expected on 
Au(lOO) as its CV has the same shape as that on Au( 1 10) 
(Fig. 5(a)).
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KF/alumina catalyst exhibits activity for double bond 
isomerization of 1-pentene at 273 K when pretreated in 

vacuo in the temperature range 573-673 K, while the 
activity for Michael addition of nitromethane to 
butene-2-one does not change much with the pretreatment 
temperature.

INTRODUCTION

Since KF/alumina was introduced by Clark and Ando et al.
[1] as an effective solid catalyst to promote many base- 
catalyzed reactions [2], the catalyst has been widely applied 
to many organic syntheses [3] . Because the basic sites on 
KF/alumina are possibly related to the very hard anion F", the 
catalyst may show characteristic performances which
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differentiate KF/alumina from the oxide type solid base 
catalysts such as alkaline earth oxides [4].

In organic syntheses, KF/alumina has been used in most 
cases with a drying pretreatment below 473 K. Such a 
pretreatment, however, will leave the possibility that 
considerable amounts of H20 and C02 still remain on the surface 
and block the active sites. In the present work, we attempted 
to activate KF/alumina by thermal treatment at various higher 
temperatures, and found that KF/alumina revealed the active 
sites for double bond isomerization of 1-pentene on the thermal 
treatment above 573 K. We also examined the dependence of the 
catalytic activity of KF/alumina for Michael addition of 
nitromethane to butene-2-one on the pretreatment temperature.

EXPERIMENTAL

KF/alumina was purchased from Fluka. Calcium oxide used 
as a reference catalyst was prepared by in situ decomposition 
of Ca (OH) 2 (Kanto Chemicals) at 873 K. The BET surface area 
was measured by nitrogen adsorption at liquid nitrogen 
temperature. All reactants were purified by passage through 3A 
molecular sieves to be free from water and carbon dioxide.

Isomerization of 1-pentene was carried out in an H-shaped 
glass batch reactor. The two branches of the reactor were 
separated by a breakable seal . A sample of the catalyst was 
placed in one branch, outgassed at an elevated temperature for 
2 h, and sealed. Purified 1-pentene was stored in the other 
branch until it was introduced through the breakable seal by 
distillation into the branch containing the catalyst 
thermostated at liquid nitrogen temperature. Reaction was 
initiated by melting the reactant rapidly at a reaction 
temperature of 273 K followed by stirring. After certain 
reaction time, the products were filtered out from the catalyst 
and then analyzed by GC with an 0V-101 capillary column.
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Michael addition of nitromethane to butene-2-one was carried 
out by the same procedures. The products were analyzed by GC 
with DECS column.

RESULTS AND DISCUSSION

The catalytic activity of KF/alumina for the 1-pentene 
isomerization at 273 K is shown in Fig.i as a function of the 
pretreatment temperature. With the increase of the 
pretreatment temperature, the activity appeared at 573 K and 
reached a maximum at 623 K. The products were composed 
exclusively of cis- and trans-2-pentenes. The activity rapidly 
decreased with a further increase of the pretreatment 
temperature above 623 K, and disappeared at 723 K. The fact 
that the catalyst needs to be outgassed at the temperatures 
above 573 K to reveal the active sites for the 1-pentene 
isomerization indicates that the active sites are covered with 
water and/or carbon dioxide when pretreated below 573 K. We 
also observed that the activity disappeared when the thermally 
activated catalyst was exposed to air.

The activities and selectivities of y-alumina (reference 
catalyst JRC-AL04 supplied from Catalysis Society of Japan), 
non-supported KF (spray dried type supplied by Fluka), and CaO 
for the 1-pentene isomerization were also examined, 
respectively. The CaO catalyst pretreated at 873 K exhibited 
much higher activity than the KF/alumina pretreated at 623 K, 
but y-alumina pretreated at 623 K and non-supported KF 
pretreated at 623 K did not show any appreciable activity. The 
activity of non-supported KF is taken to be much lower than 
that of KF/alumina even a small surface area of non-supported 
KF (0.5m2g"1) was taken into account. This suggests that the 
active sites of the KF/alumina preheated above 573 K are 
generated by the interaction of KF with the surface of alumina.
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We found a high cis/ trans ratio in the products of 2- 
pentene at a conversion of 90 % on the KF/alumina. It is well 
known that solid base catalysts exhibit a high selectivity for 
cis- 2-olefin in the 1-olefin isomerization since the 
intermediates are stabilized in the cis-form rc-allylic anion
[4] . However, in the case of many oxide type solid base 
catalysts such as alkaline earth oxides, the product 
distribution appears close to the equilibrium one at a high 
conversion since rotational isomerization between cis- and 
trans-2-olefin occurs. A high cis/trans ratio observed for 
KF/alumina at a high conversion suggests that the rotational 
isomerization is slow on the KF/alumina. This will be one of 
the characteristic features for the solid base catalyst in 
which F" anions act as basic sites.

The surface areas of KF/aluminas pretreated at 573, 673 
and 773 K were 39, 38 and 31 m2g'1, respectively. The surface 
area did not change much in the pretreatment temperature range 
of 573 K to 773 K. It is concluded that the rapid decrease in 
the activity of KF/alumina above a pretreatment temperature of 
673 K is not caused by the decrease in the surface area. The 
surface chemical state of the KF/alumina seems to change with 
thermal treatment above 673 K.

Michael addition of nitromethane to butene-2-one proceeds 
on KF/alumina to produce 5-nitropentane-2-one.

CH3NO2 + CH2= CH C — CH3 - - - - - - CH2—CHo—CHo—C—CH,
II | ||
o N02 o

The catalytic activities of KF/alumina pretreated at 
different temperatures for Michael addition of nitromethane to 
butene - 2-one are also shown in Fig.1. The activities of y- 
alumina and CaO were negligibly small, but non-supported KF 
exhibited an activity of about 1% to that of KF/alumina. The

3 6 6
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activity was also obtained by the pretreatment of KF/alumina at 
623 K.

The pretreatment temperature dependence for Michael 
addition was different from that for the l-pentene 
isomerization. Ando et al. reported [5] that the catalytic 
activity for Michael addition of nitroethane to butene-2-one 
was lower on the KF/alumina dried at 873 K (760 Torr) than that

Pretreatment temperature/K

Fig. 1. Variation of the activities of Fluka KF/alumina
for l-pentene isomerization and Michael addition of 
nitromethane to butene-2-one at 273 K as a function 
of pretreatment temperature.
(•) l-pentene isomerization; KF/alumina, 200 mg;

l-pentene, 4 mmol; Reaction time, 0.5 h
(o) Michael addition of nitromethane to butene-2 - 

one; nitromethane, 12 mmol; butene-2-one, 4 
mmol; Reaction time, 0.5 h; Conversion was 
calculated by the decrease in butene-2-one 
percentage
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dried at 473 K (0.1 Torr) . They also asserted that the 
decrease in the activity on the highly dried catalyst resulted 
from blocking pore structure which has the ability to entrap 
the reactant. Nevertheless, the highly dried catalyst exhibits 
the activity for Michael addition to some extent in the 
results. We also observed the activity of KF/alumina 
pretreated at 823 K in vacuo for Michael addition of 
nitromethane to butene-2-one. The conversion was 56 % relative 
to that of the catalyst pretreated at 623 K under the same 
reaction conditions. The fact that the activity for Michael 
addition did not change much with the pretreatment temperature 
in contrast to a large change in the activity for the 1-pentene 
isomerization indicates that the active sites for these 
reactions are different. The considerable activity for Michael 
addition and the negligible activity for the 1-pentene 
isomerization over non-supported KF also suggest that the 
active sites for these reactions are different. Consequently, 
at least two types of basic sites are taken to be generated on 
KF/alumina. Their generation depends strongly upon the 
pretreatment conditions.

As for basic sites on KF/alumina, several active species 
on the surface were proposed [5-7] . Weinstock et al . proposed 
that the enhanced reactivity of KF/alumina was a consequence of 
potassium hydroxide and/or aluminate formation by the reaction 
of KF with alumina surface [6]. On the other hand, Ando et al. 

carried out a titration analysis of the basic sites on 
KF/alumina [7] . They reported that all the reactivity cannot 
be explained by the presence of potassium hydroxide and/or 
aluminate, and the active fluoride also contributes to the 
strong basicity. However, none of these active species has 
been confirmed as yet. Although elucidation of the definite 
active sites for the reactions is hot possible at present, the 
possibility to control the generation of different active sites 
on KF/alumina by the thermal treatment is demonstrated in the 
present study.
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been confirmed as yet. Although elucidation of the definite 
active sites for the reactions is not possible at present, the 
possibility to control the generation of different active sites 
on KF/alumina by the thermal treatment is demonstrated in the 
present study.
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Abstract

The state of platinum in a Pt/SOi ” /Zr02 super acid catalyst has been investigated by means of Pt L-edge XAFS. The 
XANES showed that Pt is electron deficient after the activation by hydrogen treatment, while EXAFS results indicated 
the presence of Pt-0 and Pt-Pt pairs as in Pt02 and Pt metal, respectively. The reported contradictory results that Pt is 
metallic by XRD analysis and Pt is in an oxidized state by XPS are explained by the present work; an oxidized platinum 
particle with a metallic core is present in the activated catalyst.

1. Introduction

It has been reported by several groups that the addi
tion of platinum to SOi” /Zr02 enhances catalytic per
formance in the skeletal isomerization of alkanes in the 
presence of hydrogen [1]. However, the role and the state 
of platinum have been left unclear and the several hy
potheses are now in conflict. There are three kinds of 
different interpretation of X-ray photoelectron spectra of 
Pt on S0i-/Zr02: (1) Pt is mainly in an oxidized state 
with some metallic phase inside [2]; (2) Pt is sulfided in 
the activated catalyst [3], and (3) Pt is metallic even after 
calcination in air [4]. To elucidate the state of platinum, 
we carried out XAFS experiment for Pt L-edge absorp
tion. We will report the state of Pt on S0V/Zr02 
elucidated from XANES/EXAFS analyses.

2. Experimental

A Pt/SOi ~/Zr02 sample (Pt loading: 0.5 wt%) was 
prepared as reported previously [2], X-ray absorption

* Corresponding author.

(XA) experiments were carried out at BL7C station at 
Photon Factory in National Laboratory for High Energy 
Physics (proposal no. 90-154). The sample was dealt 
under an inert condition during the XA experiment to 
avoid the oxidation.

3. Results and Discussion

Fig. 1 shows Pt L3-cdge XANES of the sample after 
calcination, as well as after subsequent treatment with H: 
together with that of Pt foil and Pt02. Large white line 
absorption in the case of PtO: is due to the vacancy in
5-d orbitals of Pt atoms. In the case of the calcined 
sample, white line is more intense than that for Pt foil, 
showing that Pt is electron-deficient. The white line 
height decreased by H2 treatment of the sample, sugges
ting that platinum is reduced. However, still the absorp
tion is more intense than that of Pt foil. The absorption 
at high energy side, the oscillation by EXAFS is seen for 
both the samples. The oscillation is similar to that of Pt 
foil but intensity is much weaker although the presence of 
platinum metal particle was found by XRD. This may be 
due to the coexistence of another Pt compound or

0921-4526/95/S09.50 © 1995 Elsevier Science B.V. All rights reserved 
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Photon energy / eV

Fig. 1. Normalized Pt Lj-edge XANES of (a) calcined 
Pi/SOi‘/ZrO:, (b) H,-treated SOi“/ZrOj, (c) PtO, and Pt 
foil.

amorphous phase. The information from XANES, the 
presence of electron-deficient Pt, is not enough to identify 
the state of Pt because we can not assert whether Pt is 
present as electron-deficient metal particles or Pt is 
a mixture of cations or metal.

Fig. 2 shows the Fourier transforms of Pt L3-edge 
k-'-weighted EXAFS of the samples, Pt foil and PtO,. 
Both the samples exhibit the peak due to the scattering 
by neighboring Pt atoms at the same position for Pt-Pt 
scattering in Pt foil although the height is less than half of 
that for Pt foil. This indicates that small Pt particles are 
formed on SOj'/ZrO,. However, an evident peak, 
which is absent in Pt foil EXAFS, is found in the range of
1-2 A for both the samples. The position is the same as 
that found in the case of PtO,, showing that the peak is 
due to the presence of Pt-0 pairs. However, Pt-Pt scat
tering peak corresponding to that in the case of PtO, is 
not seen. This implies that Pt-O-Pt configuration is

3000 -

2000 -

r 1500 -

1000 -

500 -

Fig. 2. Fourier transforms of k3-weighted EXAFS of (a) calcined 
Pt/SOj -/ZrOj, (b) Hj treated Pt/SOj 7Zr02, (c) PtOz and Pt 
foil.

absent or disordering if any. This is the direct evidence 
that Pt oxide phase is present in the sample together with 
a small Pt metal particles. Taking into account that CO 
molecules are not adsorbed on the sample [2], we con
clude that Pt is present as a particle covered with plati
num oxide and containing Pt metal as a core. Therefore, 
it can be explained that Pt cation was dominantly detec
ted by XPS [2] and the presence of Pt metal particle was 
shown by XRD [4],
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Dipartimento di Chimica Inorganica, Chimica Fisica e Chimica dei Material/', Universita di Torino, via
P. Giuria 7, 10125 Torino, Italy
Hideto Tsuji and Hldeshi Hattori
Center for Advanced Research of Energy Technology, Hokkaido University, Sapporo 060, Japan

The effects of hydration on NaX and MgX zeolites are compared by studying their infrared spectra in the region 
of the frame vibrational modes. Evidence is found that water promotes the transfer of Mg2* cations from sites I, 
inside the prismatic units, to sites I', in the sodalites. These conclusions are supported by the spectra in the 
far-IR region, where Mg2 + -lrame stretching vibrations can be observed.

Zeolites with faujasite framework (X and Y) belong to a class 
of structurally well defined microporous adsorbents, which 
are effective catalysts for many chemical reactions. Cations, 
which are necessary to compensate the extra charge associ
ated with the presence of Al3 + , greatly affect the catalytic 
properties of the material and, consequently, determination of 
their nature and location are of great interest both for theo
retical and technical purposes. Monovalent and divalent ions 
have been widely investigated and reviewed, though among 
alkaline-earth oxides structural characteristics of CaI+ have 
been studied in much more detail1-4 than Mg2+ ions, which 
have the same charge but considerably smaller size.

Related to this topic, and as a part of a broader analysis of 
zeolites in which the introduction of basic functions is 
attempted,5 an IR study of an MgX sample has been carried 
out, correlating the observed spectral features to the hydra
tion state of the zeolite, strongly influencing the distribution 
of the Mg2+ ions in the extraframework sites.

Experimental

Materials

The starting material was the sodium form of zeolite X 
(Linde Molecular Sieves 13X, Si/Al = 1.2). A magnesium- 
exchanged sample was prepared by exchange of NaX with 1 
mol I"1 aqueous magnesium nitrate solution (0.05 g-zeolite/ 
ml-soln.) at room temperature, followed by washing, drying 
and calcination (5 h at 823 K. in air). Details on preparation 
and composition have been given previously.5

Measurements

The samples were pressed in the form of self-supported pellets 
and then placed into IR cells permanently attached to con
ventional vacuum systems (residual pressure = 1 x IO-6
Torr; 1 Torr = 133 Pa) allowing all thermal treatments and 
adsorption-desorption experiments to be carried out in situ. 
Pellets for far-IR spectra had to be extremely thin and, conse
quently, were very fragile.

IR spectra (resolution 4 cm-1) were obtained with a 
Bruker IPS 113v spectrometer. For the far-IR measurements 
the cell was equipped with silicon windows, and a 6.25 Mylar 
beam splitter and DTGS detector were employed. All spectra 
arc reported in Absorbance.

Before the adsorption experiments, H20 was purified by 
several freeze-pump-thaw cycles.

Computer graphics modelling was carried out by means of 
the software program Insight II, distributed by Biosym Tech
nology, running on an SGI 4D/35 workstation.

Results and Discussion

The mcdium-IR spectra of the NaX and MgX sample dehy
drated at increasing temperature up to 473 K. arc shown in 
Fig. 1 and 2, respectively. Two spectral ranges are reported in 
both cases: range A (1750-1550 cm-1), where the absorption 
due to the deformation mode of the water molecules inside 
the zeolitic cavities4 is observed, and range B (800-400 
cm'1), where bands due to lattice vibrations show up.1 4

wavenumber/cm' wavenumber/cm
Fig. 1 IR spectra of the NaX sample outgassed at: (a) 300; (b) 323; 
(c) 373 and (d) 473 K for 40 min at each stage

wavenumber/cm"’wavenumber/cm'
Fig. 2 IR spectra of the MgX sample outgassed at: (a) 300; (b) 323; 
(c) 373 and (d) 473 K for 40 min at each stage. Curve (e): readsorp
tion of water vapour (18 Torr; 15 min of contact) and subsequent 
outgassing at 300 K for 40 min.
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In the case of the NaX zeolite (Fig. 1). an intense and sym
metric band with a maximum at 1645 cm™1 is present in 
range A after outgassing at RT (curve a), assignable to the 
deformation mode of water molecules physisorbed in the 
cavities and adsorbed on sodium ions.1,4 As the outgassing 
temperture increases, this band progressively decreases in 
intensity and shifts slightly to higher frequency (curves b, c). 
It is hardly observable after heating at 473 K (curve d) indi
cating that after this treatment most molecular water has 
been desorbed.

In the low frequency region (Fig. IB) the sample outgassed 
at RT (curve a) exhibits well resolved bands at 755, 680, 570 
and 490 cm™1. Their nature has been discussed by Flanigen1 
and Jacobs ei a/.4 and a schematic assignment of such 
absorptions is reported in Table I. In particular, it has been 
noticed that the signal due to the T—O—T deformation 
mode is quite sensitive to the structural features of the pris
matic units.1 The progressive dehydration up to 473 K docs 
not produce significant changes in the spectrum in region B 
(curves b-d). indicating that the spectral features of the frame 
of the NaX zeolite are not affected by the hydration state of 
the material. Only a component on the low-frequency side of 
the broad and complex absorption at 680 cm™1 disappears 
upon dehydration (curve a), leaving a dominant peak at 690 
cm™1 and a shoulder at ca. 670 cm™1 (curve d). It is fully 
restored when water is allowed onto the sample and is assign
able to the rocking mode of H20 adsorbed on Na* ions. 
Noticeably, further modifications were not observed by out- 
gassing at higher temperature up to 973 K (spectra not 
reported for brevity) and this indicates that the zeolitic struc
ture is preserved under the adopted experimental conditions.

The spectra of the MgX zeolite, shown in Fig. 2, arc quite 
different from those of the parent NaX sample. After outgass
ing at RT (Fig. 2A, curve a), the absorption due to the <5„j0 
mode appears much broader and asymmetric, with a major 
peak at 1645 cm™1 and shoulders at ca. 1695 and, extremely 
weak, at 1615 cm-1. By dehydration at 323 K, the intensity 
of such signals strongly decreases, and two weak bands with 
ill defined maxima at 1645 and 1615 cm~ 1 can be observed in 
the spectrum (curve b). The component at higher frequency 
further decreases in intensity by increasing the outgassing 
temperature (curve c), and completely disappears after the 
treatment at 473 K. (curve d). The band at 1615 cm™ 1 appears 
to be less affected by the dehydration process, slightly 
decreasing in intensity after outgassing at 373 K. (curve c) and 
practically disappearing after the treatment at 473 K. (curve
d).

The spectral behaviour just described agrees well with the 
data reported in the literature on zeolites containing divalent 
cations,4 which owing to their larger charge interact stronger 
with the water molecules. The bending is expected to shift 
further to lower frequencies6 and, on such a basis, the 
absorption at 1615 cm™ 1 can be assigned to molecular water 
adsorbed on Mg2* cations.

The rest of the signal at higher frequency is attributable to 
water molecules physisorbed in the cavities and adsorbed on 
residual monovalent Na * ions. The broadness of this com
ponent as compared with the peak observed in the case of the

Tublv 1 Vibrations of faujasites

IR mode v/cm ™ 1

T—O —T symmetric stretching 820-720
O —T—O symmetric stretching 720-650
T—O—T deformation 650-500
O —T—O deformation 500-420

T = Si or At atom in tetrahedral coordination; ref. I, 4.

NaX zeolite suggests a somewhat larger heterogeneity of Na* 
ions, still present in MgX, towards coordination of molecular 
water.

However, the most significant spectroscopic differences 
between NaX and MgX samples were observed in the low 
frequency range (Fig. 2B). In the spectrum of the MgX 
sample outgassed at RT (Fig. 2B, curve a) all components 
previously described for the sodium form are present, but 
they appear weaker, broader and strongly overlapped. As the 
exchange procedures do not affect the crystallinity of the 
zeolite/ these differences between the lattice vibrational spec
trum of NaX and MgX samples can be ascribed to changes in 
the vibrational properties of the zeolitic frame due to the 
presence of Mg2* ions. In particular, as the nature of the 
countcr-cations influences the electronic7 and vibrational1 
features of the lattice, it can be considered that the simulta
neous presence of monovalent and divalent counter-cations 
could produce some distortions in the zeolitic binding struc
ture. It can then be supposed that, for the NaX sample, the 
presence of identical cations homogeneously distributed at 
the various sites produces ordered and extended ensembles of 
similar 0~T-O and T—O—T oscillators, generating the 
well shaped bands observed in Fig. IB, while in the case of 
the sample containing Mg2* cations and also some residual 
Na*, ensembles with slightly different frequencies arc gener
ated, with consequent broadening of the bands. Such hetero
geneity will be discussed in a future report.9

However, the most significant peculiarity of the MgX 
system is the dependence of the lattice modes behaviour on 
hydration conditions; in this case progressive dehydration of 
the sample produces significant modifications in the spectrum 
(Fig. 2B, curves b-d). All components are involved in this 
process (curves a-d), but the band initially centered at 570 
cm™' (curve a) seems particularly affected by water removal. 
It progressively shifts to higher frequency and decreases in 
intensity (curves b, c) and finally disappears after outgassing 
at 473 K (curve d). Subsequent water adsorption (curve c) 
fully restores the initial spectrum, indicating that the 
observed modifications arc due to reversible changes in the 
zeolitic structure, associated with the dehydration process.

The effects observed in the IR spectra in Fig. 2 might well 
be generated by the displacement of cations as already sug
gested by other studies, which showed that the removal of 
molecular water induces the displacement of divalent cations 
to different extraframework sites, producing a general 
readjustment of the structure.1,10 The different extra- 
framework sites which may allocate cations in a faujasite- 
type structure arc indicated in Scheme 1 by different symbols 
and by conventional lettering.

Specifically, Anderson et of.'0 showed by X-ray diffraction 
(XRD) that in the hydrated form Mg2* ions occupy prefer-
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cntially sites I' facing sodalitcs and sites II and III facing the 
supercages, whereas after dehydration they are located in 
sites I and in sites II, this redistribution being accompanied 
by some deformation of the framework. The displacement of 
Mg2 * ions can be rationalized on the basis of the high charge 
to radius ratio, which justifies the large hydration energy 
value (—1900 kJ mol-1) and leads them to positions where 
the coordination sphere can approach its maximum of six 
ligands.11

The spectral behaviour observed during the dehydration of 
the MgX sample can then be interpreted as follows: (a) in the 
hydrated form, the ligand sphere of the Mg2* ions located in 
the sodalitcs and in the supercagcs consists of both water 
molecules and oxygen atoms of the framework;10 (b) removal 
of molecular water produces the loss of H20 ligands and the 
divalent cations move to sites where their positive charge can 
be more efficiently shielded, strongly interacting with the 
frame oxygen atoms. In particular, Mg2* ions located in the 
I' sites move to the I sites, at the centre of the prismatic units, 
where they are surrounded octahedrally by six oxygen lattice 
atoms.10 This produces a deformation of the oxygen rings 
which constitute the windows connecting the prisms with the 
sodalitcs. Significantly, the spectral component more heavily 
affected by the dehydration process is the band at 570 cm"1, 
which, as commented on previously, is very sensitive to the 
structural features of the prismatic units.1

A plausible scheme of this process is reported in Plate 1, 
where the space available for the motion of an Mg2* ion 
from a site 1' to a related site I was evaluated by the Connolly 
algorithm,12 using as probe a sphere with the dimensions of 
the Mg2+ ion. Schematically, when in site I', the coordination 
sphere of the Mg2* cation is assumed to include three 
oxygen atoms of the hexagonal window and three H20 mol
ecules.

Hale 1 Computer-generated schemes of ihe motion of a Mg2 * ion 
from site I' to site 1. When in site I', the cation is assumed to be 
stabilized by three HzO molecules and three oxygen atoms of a hex
agonal ring.

Table 2 Stretching modes(/cm~') of Na’ and Mg2* in the various 
sites of X-zeolitcs

vibrations site II site 1 site r site III

Na-X.„. 184 151 108 65
187 155 108 65

Na-X,.,.. 189 156 no 67
Mg-X..,,. 310 260. 170 110
Mg-X,ip. h,<r- 180 120
^8"X,,p,i d<btdi. 400--250 — 110

* This work; * from ref. 14;r covered by lattice modes.

The absence of similar effects for the NaX sample is 
attributable to the lower value of the charge to radius ratio of 
the Na* ions. In this case, the loss of some of the ligands by 
water desorption docs not involve the motion of the cations, 
which are stabilized by the reduced coordination sphere of 
the oxygen lattice of the site where they arc located. Evidence 
for such a process was provided by the spectra recorded in 
the far-IR region, where vibrational modes of the cations 
against the lattice can be observed.2,1314

Spectra of NaX in this region have already been 
presented14 showing four bands clearly assignable to the 
stretching modes of Na* cations in different sites, as reported 
in Table 2, and also bands at 300 and 250 cm" 1 due to lattice 
modes. Our NaX sample out gassed at RT showed similar 
bands which do not deserve further discussion. The spectrum 
does not change after outgassing at 473 K, when all mol
ecular water is desorbed (Table 2).

Results obtained in the case of MgX arc sharply different. 
Curve a in Fig. 3 reproduces the far-IR spectrum of the MgX 
sample outgassed at RT which, to our knowledge, has not 
been published and commented on. Major bands are 
observed at 360, 280, 180, 150 and 120 cm'1.

Ozin el a!} showed that the Brodskii equation v, cc 
M," 1/2R,"3/2, relating the vibrational frequency v, of the 
motion against the lattice of a cation located in a site /, the 
mass M and the ionic radius R of such a cation, can be suc
cessfully applied to the assignment of experimentally 
observed cation-lattice modes. Using the proportional factor 
obtained from the analysis of the spectra of the NaX zeolite, 
interpreted on the basis of the literature data available for 
this system,2 14 the absorption frequencies of Mg2* cation- 
lattice vibrational modes have been calculated (Table 2). 
Accordingly, the bands observed at 180 and 120 cm" 1 can be 
assigned to Mg2* ions located in sites I' and 111, respectively,

400 300 XC 100
wavenumber/cm"1

Fig. 3 Far-IR spectra of the MgX sample outgassed at (a) 300 and 
(b) 473 K for 40 min at each stage. Subsequent admission of water 
restores spectrum (a).
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while the peak at 150 cm-1 is assignable to residual10 Na* 
ions in sites I.2,14

The bands due to Mg2* cations in sites I and II are 
expected at 260 and at 310 cm-1, respectively, but the pres
ence in this range of absorptions due to lattice modes1-4,14 
renders a punctual recognition quite difficult. However, it 
should be considered that the results by Anderson et al.'° 
indicate that in the hydrated form, Mg2* ions should not 
occupy sites I.

The removal of molecular water by dehydration at 473 K 
produces drastic changes in the spectrum (Fig. 3, curve b) 
with a very intense band growing up in the 400-250 cm" 1 
range. Among the components at lower frequencies, those at 
120 cm" *, due to Mg2 * in sites 111 and at 150 cm" *, due to 
residual Na* ions, arc only slightly affected, whereas the 
intensity of the band at 180 cm" 1 is drastically reduced. A 
subsequent admission of water fully restores the initial spec
trum a and the cycle may be repeated indefinitely. The 
observed modifications in the absorptions due to the cations 
against lattice vibrations confirm that displacements of the 
counter-cations and changes in their interaction with the 
framework occur by water desorption. Significantly, the 
signal at 180 cm"1 due to Mg2* ions located in site I' van
ishes, indicating that cations tend to move away from this 
position. Moreover, the increase of the absorption intensity 
at 250-400 cm" ’, where also the band due to Mg2* in site I 
is expected, suggests that such sites become populated after 
dehydration. Also, Mg2* ions in sites II absorb in this region. 
Such sites were populated already in the presence of water,10 
but after dehydration the cations interact more strongly with 
the oxygen atoms of the hexagonal windows connecting 
supercages and sodalites. The intensity of the signal in such a 
region is really outstanding and unfdrtunately no data have 
been found in the literature to be compared with these 
results. It might well be ascribed to a very high value of the 
transition dipole moment of the vibrations involving dehy
drated Mg2* ions in close contact with the surrounding 
oxygen atoms,10 increasing the covalent character of the 
bond between the counter-cations and the lattice. Molecular 
dynamics calculations, not yet available on model systems, 
might help in interpreting this observation.

Unfortunately, the difficulty in preparing very thin pellets 
for far-IR spectra and their fragility limited the possibility of 
performing systematic experiments where the hydration of 
the sample is gradually changed.
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The purpose of this study is to elucidate the bonding types of organic sulfur compounds in 
macromolecular coal structure. High sulfur containing coals, Illinois No. 6 (C: 77.7, S: 2.4 wt%) and 
Miike coal (C: 84.5, S: 1.1 wt%, Japan) were examined. It consisted of study on the chemical structure of 
sulfur containing compounds in extracted oils which are n-hexane soluble, and hydrogenated oil derived 
from pyridine insoluble residue by hydrogenation. Capillary column GC equipped with FPD detector, 
which enables to determine specifically the sulfur element, and for this purpose, GC-LVEI MS analyses 
were provided. Species of organic sulfur compounds in extracted oil and hydrogenated oils were 
determined, to compare between those of lower rank Ilinois No. 6 coal and bituminous Miike coal. The
2-4 ring aromatic thiophenes consisting of C1-C5 benzothiophenes, C0-C4 dibenzothiophenes and 
benzonaphthothiophene were found in the higher ranking Miike coal, whereas the lower ranking Illinois 
No. 6 coal contained 2-3 ring aromatic thiophenes with Ci-Ce benzothiophene and Co-Ce dibenzo- 
thiophene. Species and alkyl carbon distribution of organic sulfur compounds for both extracted oil and 
hydrogenated oil were found to be approximately similar with each other.

1. Introduction

Some coals contain considerably high amounts 
of sulfur. Unrestricted use of such coals cause 
serious global atmospheric pollution problems, 
such as acid rain, as well as corrosion of processing 
apparatuses, poisoning of catalytic activities, etc. 
Resolution of these problems requires close exami
nation of various properties concerning sulfur 
compounds, emphasis being placed on particular 
types of bonding of sulfur containing structures1*-7*.

In our previous paper, low molecular com
pounds extracted from coal by solvent, and coal 
liquefaction oil derived from a matrix of coal 
macromolecules by hydrogenolysis, were investi
gated. The purpose was to clarify the correla
tion of chemical structures for hydrocarbons de
rived from different constituents of coal: low 
molecular weight compounds and macromolecu
lar components^. Similar interest has been di
rected to observe organic sulfur compounds in 
coal. In this study, the chemical structures of 
organic sulfur compounds in coal were inves

* To whom correspondence should be addressed.

tigated. It concerned with n-hexane soluble 
parts of coal, which consisted of low molecular 
weight component mixed solely or bonded with 
noncovalent bonds, such as hydrogen bound to a 
coal macromolecule matrix. On the other hand, 
sulfur component incorporated into coal macro
molecule were also investigated by converting 
pyridine insoluble residue to n-hexane soluble 
oil by hydrogenation.

These organic sulfur compounds were ex
amined by means of capillary column-gas chro
matography equipped with a FPD detector (GC- 
FPD) and by GC-LVEI MS spectroscopic method. 
GC-FPD analysis is an effective procedure for 
selective differentiation of organic sulfur com
pounds mixed with hydrocarbons in each com
pound class fractions.

2. Experiment

Elemental analyses of coals are shown in Table
1. Miike (Japanese) coal is characterized by 
relatively high sulfur content of 1.1 wt%, which is 
one of higher rank of bituminous coal. Illinois 
No. 6 coal, also, is relatively high sulfur content,
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Table 1 Analyses of Coal Samples and Respective Oil Yields

Coal samples Elementary analyses [wt%, d.a.f.l Yields [wt%, coal basis]
C H N S O(dirf) PI* HS* PI-HS*

Illinois No. 6 77.7 5.0 1.4 2.4 13.5* 79.8 1.8 8.2
Miike 84.5 6.1 1.2 1.1 7.1 80.5 4.0 13.2

a) PI: Pyridine insolubles. b) HS: Extracted oil. c) PI-HS : Hydrogenated oil. d) Data on m.a.f. basis, proposed by Argonne
premium coal sample program.

Oil samples Compound classes [wt%, oil basis]
Fr-P Fr-M Fr-D Fr-T Fr-PP Recovery

Illinois No. 6
Extracted oil 7.6 6.4 8.9 12.6 25.8 61.3
Hydrogenated oil 

Miike
3.9 4.4 6.6 12.9 55.1 82 9

Extracted oil 11.1 7.1 11.5 9.7 42.6 82.0
Hydrogenated oil 7.6 5.1 8.6 18.0 43.2 82.5

about 2.4 wt%, belonging to a high volatile 
bituminous coal.

The procedure of sample preparation is shown 
in Fig. 1. These two coals were extracted with 
pyridine, benzene and n-hexane, in this order, to 
obtain extracts soluble in respective solvents. 
The n-hexane soluble portions, oils (HS), were 
used for this study. On the other hand, hydro
genation of pyridine insoluble residue (PI) of 
Illinois No. 6 coal and Miike coal were performed 
under milder reaction conditions: initial hydrogen 
pressure of 100 kg/cm2 at 400°C for 60 min. 
Products of reaction were separated by solvent 
extraction, using benzene and n-hexane, into 
benzene soluble, n-hexane insoluble asphaltene 
and benzene, n-hexane soluble oil (PI-HS). Oil 
derived from hydrogenation were designated 
"hydrogenated oil.’’ Otherwise, oils derived 
from solvent extraction of coals were designated 
"extraction oils.’’ Both oils, thus prepared, were 
further separated into compound class fractions by 
1NH2 column HPLC, namely, saturated hydrocar
bons (Fr-P), aromatic hydrocarbons with different 
aromatic ring numbers (Fr-M, D and T) and polar 
compounds (Fr-PP)9\ Each compound class frac
tions, except for Fr-PP, were analysed by GC 
equipped with FID, and sulfur selective detector 
FPD, and GC-low voltage electron impact ioni
zation (LVEI) MS. GC-MS instrument used was 
Hitachi model M-52 with Hitachi data processing 
on model 002B and M-003 electric computer. 
Capillary columns of 50 m, coated with SE-52 for 
GC and GC-MS, were used.

3. Results and Discussion

The product yields of extracted oil and hydro
genated oil and respective compound class frac
tions are shown in Table 1. Each compound class 
fraction was determined by GC-FPD to specifical-

Extractlon Hydrogenation

GC- FPD. GC-MS GC-FPD, GC-MS

■note N0.6 coal <C:77.7%,&2.4%)
coal (0*4.3%, &i.i%)

Fr-T Fr-PP

Pyridine extraction

Product

Hydrogenedon 
MbalHr 100kg/cm»

Fr-O Fr-T I Fr-PP I

Fig. 1 Scheme of Sample Preparation

ly detect organic sulfur compounds. The GC 
chromatograms of Fr-D and T of extracted oil and 
hydrogenated oil from Miike coal indicated 
response to organic sulfur compounds. Regard
ing Illinois No. 6 coal, Fr-D and T responded 
similarly to the GC-FPD detection, for extracted 
oil and hydrogenated oil. Conversely, sulfur 
compounds were not detected in another fraction 
of Fr-P and M for both oils derived from Miike coal 
and Illinois No. 6 coal, respectively, by means of 
GC-FPD analyses.

Shown in Table 2 are the classification of 
organic sulfur compounds and accompanying 
hydrocarbon compounds for explanation of 
analytical procedure of their structural analyses. 
Thiophene type compounds, differing in aromatic 
ring numbers, can be classified into respective 
compound class fractions corresponding to the 
number of aromatic rings, similar to that of 
hydrocarbon compound classes, by means of NH2 

column HPLC4). Each of the compound class
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Table 2 Classification of Organic Sulfur Compounds by Compound Class Showing the Determinants

Compound types

Compound classes
Z numbers

Hydrocarbons Sulfur compounds

GC-FID GC-FPD

HPLC GC-MS

Fr-P Z=+2S

+2

0

Fr-M -4S

-6 ©R
-8 ©>
-10 ®33r

Fr-D -12 ©©•R

-14

—16 ©©33R©c©
R

-18 ©soco
-20, — 10S ©©3333* ©5b-r

Fr-T -18, —22S ©@©r ©©g©R

-20

-22 <^r

-24
R

-26, — 16S ©@©©3-r ©pS> @©?R

Fr-PP Polar compounds

fractions is subjected to GC-LVEI MS analyses and 
classified into individual compound types by Z 
numbers which represent numbers of naphthenic 
and aromatic rings of saturates and hydroaromat
ics10) and those of sulfur incorporated compounds.
3. 1. Extracted Oils

Fr-T of Mi ike extracted oil clearly contains 
sulfur compounds, in reference to GC-FPD 
chromatogram, shown in Fig. 3 (top). GC-LVEI 
MS analysis and an estimation of Z number thereof 
were made to elucidate compound types for Fr-T of 
Miike extracted oil. Total ion chromatogram 
(TIC) and ion chromatograms of respective homo
logous series of compound types estimated by Z 
number, are shown in Fig. 2. These chromato
grams are designated as Z number mass chro
matograms. Tentative ring structures corres
ponding to Z numbers are shown in this figure. 
Generally, decreasing Z numbers indicate increas
ing ring numbers, especially concerning Fr-T, 
aromatic ring numbers increase. Shown in the

Fig. 2 Total Ion Chromatogram (TIC) and Z Number 
Mass Chromatograms of Fr-T for Miike Ex
tracted Oil

figure is an interesting tendency: the range of Z 
number mass chromatograms shift gradually to a 
higher scan number, that means, a longer retention 
time of GC, with decreasing Z number. Since
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decreasing Z numbers correspond to larger 
aromatic ring systems, this is an understandable 
phenomenon involving the relationship between 
chemical structures of aromatic rings and 
respective retention times of GC. For compound 
type Z-—26, though chromatogram peaks are 
small, there is a different trend between chemical 
structure predicted by Z number and scan number. 
It is assumed that the assignment of this 
homologous series is incorrect as to the apparent Z 
number of Z=—26, because larger aromatic ring 
compounds like this one are expected to have 
larger retention times, probably.

This Z number mass chromatogram of the 
apparent Z—~26 is shown again in Fig. 3 (bottom) 
recorded at high sensitivity. The GC-FPD 
chromatogram of Fr-T, shown in Fig. 3 (top), is 
compared with this Z number mass chromatogram 
of apparent Z number of —26. Both chromatogra
phic patterns of the early eluted part of GC-FPD 
chromatogram and Z number mass chromato
grams of Z~—26, tentatively assigned, are quite 
similar with each other. From these results, it can 
be assumed that components of these peaks belong 
to sulfur containing compounds, such as Z=—16S 
instead of apparent Z number of Z=—26. Z= 
— 16S is the actual Z number because of the 
following reason. Mass chromatograms related 
to molecular weight of alkyl homologue of 
dibenzothiophenes (/V//z=T84, 198, 212, 226, 240), 
which belong to Z=— 16S, were drawn and are 
shown in Fig. 3 (bottom). Mass chromatograms 
of these mass numbers, belonging to dibenzothio- 
phene homologue, agree quite well with Z number 
mass chromatograms of Z-— 16S. Therefore, we 
can conclude, undoubtedly, that organic sulfur 
compounds in Fr-T for Miike extracted oil can be 
determined as dibenzothiophene homologues 
from alkyl carbon 0 to 4. The latter eluted section 
of the FPD chromatogram was also predominant 
and suggested the occurrence of another type of 
organic sulfur compounds. These GC-FPD 
peaks were not assigned, at this time, to respective 
sulfur containing compounds, except for peak 
No. 6.

Apparent Z number, of phenanthrene series 
(Cal>4) and benzonaphtho thiophene series, 
cannot be distinguished only by compound type 
analysis using GC-LVEI MS. Z number mass 
chromatograms of Z=—18, phenanthrene series 
and/or Z=—22S, benzonaphthothiophene series, 
and mass chromatograms of these alkyl homo- 
logue, (z.f. M/z= 178, 192, 206, 220, 234, and 248) 
are also shown in Fig. 4 (bottom), which are 
compared to the GC-FID chromatogram of Fr-T, 
shown in Fig. 4 (top). The Z number mass

GC-FPD

Retention time

TIME(MIN.)
CO 30 4 0

SCAN NO.

Z=-16S. (-26)
M/z
240
226 QPGK, 

212@rp@-c,
198 CgS-c, 

184 OTTO

Fig. 3 GC-FPD Chromatogram and Z Number Mass 
Chromatogram of Z=—16S and Its Mass Chro
matograms of Fr-T for Miike Extracted Oil

Time / min

GC-MS

SCAN NO.

Z=-18 
(Z=-22 S)
M/z

206
192
178 cdr

Fig. 4 GC-FID Chromatogram and Z Number Mass 
Chromatogram of Z=—18 and Its Mass Chro
matograms of Fr-T for Miike Extracted Oil
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chromatogram of Z=—18S consists of these mass 
chromatograms of phenanthrene homologue, and 
also agrees fairly well with the FID gas 
chromatogram. The first compound belonging 
to the Z=—22S homologous series is benzonaph- 
thothiophene having a molecular weight of 234. 
The mass chromatogram of M/z 234, therefore, 
can be assumed to also contain this sulfur 
compound, except for C4-phenanthrene. The 
predominant peak of M/z 234 mass chromatogram 
coincided not only with peak No. 11 in FID 
chromatogram (Fig. 4, top) but also with the No. 6 
in FPD chromatogram (Fig. 3, top). This 
revealed co-elution of organic sulfur compound 
with C4-phenanthrene. Co-injection of reference 
compound, benzonaphthothiophene, to Fr-T 
indicated the co-elution with Gi-phenanthrene. 
These peaks of FPD (No. 6) and FID chro
matogram (No. 11), therefore, can be assigned to 
benzonaphthothiophene with some amount of 
Gi-phenanthrene overlapping.

GC-FPD chromatogram of Fr-D of Miike 
extracted oil is shown in Fig. 8(1). Fr-D was 
expected to contain 2-ring aromatic thiophene 
series, benzothiophenes, which can be separated by 
NHz column HPLC (shown in Table 2). 
Discussions on the results of analyses of Illinois 
No. 6 coal follows: this extracted oil exhibited 
GC-FPD chromatogram on Fr-D, as shown in Fig. 
5 (top), indicating the occurrence of organic sulfur 
compounds. For confirmation of presence of 
these organic sulfur compounds, similar 
procedure by means of GC-FPD and GC-LVEI 
MS analysis described above, was applied for these 
assignments.

Z number mass chromatogram of Z=— 10S, 
which corresponds to benzothiophene derivatives, 
are shown in Fig. 5 (bottom), and mass 
chromatograms of alkyl benzothiophenes, 
representing mass numbers of 134, 148, 162, 176, 
190, and 204, are also indicated. Mass chromato
grams belonging to benzothiophenes coincide 
with the Z number mass chromatogram of 
Z-— 10S, respectively. This Z number mass 
chromatogram also corresponds to the GC-FPD 
chromatogram (shown in Fig. 5, top), as well. 
From these resuls, we can confirm the occurrence 
of benzothiophene homologue in Fr-D for Illinois 
No. 6 coal extracted oil. In the case of Fr-T for 
Illinois No. 6 coal, dibenzothiophene homologue 
was assigned similarly following the procedure for 
Miike extracted oil Fr-T.

Shown in Table 3 are summarized results of 
analyses on organic sulfur compounds for ex
tracted oils of Illinois No. 6 coal and Miike coal. 
It is noteworthy that two high-sulfur coals contain

GC-FPD

ITT I T i I l I | | 1 i1 I 1 I’ll M M I j || I m M I | T T

Time (min.)

GC-MS

Z=-10 S

' ' i "| i i
100 200 300

Scan No.

Fig. 5 GC-FPD Chromatogram and Z Number Mass 
Chromatogram of Z=—10S and Its Mass 
Chromatograms of Fr-D for Illinois No. 6 
Extracted Oil

the same species of organic sulfur compounds, 
except for benzonaphthothiophene included in 
Miike coal. Higher ranking Miike coal contained 
a greater-ring of sulfur compound, benzonaphtho
thiophene.

* 3. 2. Hydrogenated Oil
Pyridine insoluble residues consist of macromo- 

lecular coal structure with three dimentional cross- 
linking of various aromatic unit structures. If 
hydrogenation exclusively causes molecular 
cleavage at methylenes and ether bridges bonding 
aromatic-unit-cluster with less occurrence of
breakdown and hydrogenation of aromatic ring 
structure, low molecular components reflected on 
aromatic unit structure may be produced. 
Reaction products which are n-hexane soluble 
portion, hydrogenated oil, are extremely 
interesting for the elucidation of coal macromolec- 
ular structure, including sulfur containing 
moiety.

Pyridine insoluble residues from Illinois No. 6 
coal and Miike coal were depolymerized by 
hydrogenation under comparatively milder 
condition to avoid severe reaction, such as 
degradation and hydrogenation of aromatic ring. 
Hydrogenated oils thus prepared are assumed to

-128-



102

posses aromatic unit structure without extreme 
alteration, and accepted for measurement of mass 
spectrometry to acquire accurate structural 
analysis to grasp information pertaining to 
chemical structure of sulfur containing moiety 
included in the macromolecular coal structure. 
Compound class fractions, Fr-D and T, containing 
organicsulfurcompounds were investigated by the 
same analytical method used for GC-FPD and 
GC-LVEI MS, which was adopted for extraction 
oils.

The result of GC-LVEI MS on organic sulfur 
compounds contained in hydrogenated oil Fr-D of 
Illinois No. 6 coal is shown in Fig. 6. Here, Z 
number mass chromatogram of Z=— 10S, 
benzothiophenes, and its corresponding mass 
chromatogram (134, 148, 162, 176, ••••) are
exhibited. Comparing these with the results of its 
extracted oil (Fig. 5, bottom), both Z number mass 
chromatograms and these mass chromatograms 
between liquefied oil and extracted oil indicate the 
occurrence of similar sulfur components, but with 
different relative amounts among different carbon 
numbers of alkyl groups substituted for 
benzothiophene ring.

Molecular weight distribution of benzo- and 
dibenzothiophenes of extracted oil and liquefied 
oil of Illinois No. 6 coal, respectively, are com
pared and shown in Fig. 7. Contents of benzo- 
and dibenzothiophenes were estimated by mea
surements of peak intensities of respective mass 
chromatograms for GC-LVEI MS analyses. The 
numbers indicated in these figures represent the 
carbon numbers in alkyl substitution to benzo- and 
dibenzothiophene rings. The range of alkyl 
carbon number distribution for extracted oil and 
liquefied oil are approximately the same from 1 or 
2 to 6 for benzothiophene, and from 0 to 6 for 
dibenzothiophene. For both thiophene com
pounds, contents were greater for extracted oil than 
for liquefied oil. GC-FPD chromatogram of Fr- 
D for Miike hydrogenated oil is shown in Fig. 8 
(bottom) with that of extracted oil (top). Later 
elution chromatogram for extracted oil are greater 
than that of hydrogenated oil, which revealed, for 
extracted oil, that larger alkyl group was 
substituted for benzothiophene ring.

In Table 3, the species of thiophene compound 
type for hydrogenated oil are shown compared for 
two kinds of coal, lower rank Illinois No. 6 coal 
and higher rank Miike coal. Species of thiophene 
compounds in respective compound classes 
resemble the results of extracted oil derived from 
their parent coals. Similarity of organic sulfur 
components between those of extracted oil and 
those of hydrogenated oil may be predicted

Time (min.)

Z=-10S

Fig. 6 Z Number Mass Chromatogram of Z=—10S and 
Its Mass Chromatograms of Fr-D for Illinois 
No. 6 Hydrogenated Oil

Fr-D

o Extraction oil 
A Hydrogenation oil

Fig. 7 Distribution of Molecular Weight for Organic 
Sulfur Compound Types between Extracted Oil 
and Hydrogenated Oil for Illinois No. 6 Coal

precisely from similar results for hydrocarbon 
compound types between both oils#. A lower 
content of organic sulfur compounds of the 
hydrogenated oil, Illinois No. 6 coal, results from 
the occurrence of desulfurization of thiophene 
rings accompanied with hydrocracking of 
methylenic and ether linkage connecting 
aromatics and aromatic thiophene unit struc
tures.
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Table 3 Organic Sulfur Compound Types in Extracted Oil and Hydrogenated Oil between Two Different Rank 
of Coals

Extracted oil Hydrogenated oil
Fr-D Fr-T Fr-D Fr-T

Illinois No. 6 coal C§l^-c2-c6

(5.5 mol%)*)

©LgJ@-QrC6 

(7.7 mol%)

t^XgikCi-Ce 

(3.9 mol%)

©LgJ@-Co-c. 

(3.8 mol%)

Miike coal ®^5-C2-Cj
©qp@-c.-c,
©SET©

c i -Ca ©qp@-c.-c.

a) Compound class bases.

. ■ rl-.-rl ; I , ; , I I ; : I I I i . I : . I I I I I I I VI I I I . I I i : ; i i I I

Time (min.)

Fig. 8 GC-FPD Chromatograms of Fr-D for Extracted 
Oil (1) and Hydrogenated Oil (2) Obtained from 
tVliike Coal

4. Conclusion

For the lower ranking Illinois No. 6 coal,

extracted oil and hydrogenated oils contain 2-ring 
benzothiophenes and 3-ring dibenzothiophenes 
having approximately the same distribution range 
of alkyl carbon numbers, substituted to respective 
aromatic thiophene rings. On the other hand, 
higher ranking bituminous Miike (Japanese) coal 
also contains similar aromatic thiophene type of 
benzo- and dibenzothiophene, added benzonaph- 
thothiophene. It was observed that alkyl carbon 
substitution to aromatic thiophene rings for Miike 
coal tended to be shorter than that in case of lower 
ranking Illinois No. 6 coal. This tendency 
reflected the deeper maturation for higher ranking 
Miike coal.
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Fig. 1 Schematic representation of GC-MS and 
GC-MS/MS
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Table 1 Compound types and their molecular weight for monoaromatics (Fr~M)

Compound
class

Compound types Molecular weight
Z

numbers
Molecular
formulas

Names Ring
structure

MM * i

1 2

M*2
Cal

3 4 5
Mono- -6 CnHgn — 6 Alkylbenzenes © 78 92 106 120 134 148.......
aromatics

-8 CnH2n-8 Mononaphthenobenzenes 118 132 146 160 174 188.......
©3 132 146 160 174 188 202.......

-10 CnH2n ~10 Dinaphthenobenzenes & 158 172 186 200 214 228.......
©cO 172 186 200 214 228 242.......
@c? 186 200 214 228 242 256.......

-12 CnH2n — 12 Trinaphthenobenzenes 226 240 254 268 282 296......
240 254 268 282 296 310.......

* 1 Molecular weight of parent ring structure 
*2 M=MM +14-Cal

TIME<MIN.>

SCAN NO.

Fig. 2 2 mass chromatogram of Z=-8 and its mass 
chromatograms

h 9 iimbtiho M t
K7-n-Ki:J:oTMSX^7

h 7U ?# £ o

3.1.1 GC
HPLC C «fc L£ 1 Table

1 9 'i tlX't'Zo
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GC (Rt) oT5tSt

7 ATIi,

wn # 5 (#A) t:
lot, log Rt-M Ztl'FtlMZZ

Xtn-Tztb, (BlURtC 
jsv'-c, T ~7<nfcfr
ii\ GC (D&m&t fcoTfrSt'C# &k'0 

(3.1.2) S 1 SCO Q 1 MS 'Ccogs^

(©3©3-c).

£ X ikc tuzg&f h 7
fSD ©6). (igO-c-c-dgO-c^) <n

ffi?lt, Rt lt°I% l)«j5UTV'*C ttfni. btiz
tf, CfbF)(0#1±#R±-C#7)'T<) Rt UjSvriWl 
(f GC-MS/MS

3.1.2 MS ftM
7 77 y ? v a >(:titt^±i$<7)GC 5^St 

mm'b, Gc<n&mihi&friizti'?tifr:?-m<n£%
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Fig. 3 RIC of M/z=160 for compound type of Z=-8 
measured by GC-MS/MS
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M/z M/z

Fig. 4 CID MS spectra for isomers of M=160(Z=-8)
The numbers correspond to Peak No. in RIC (M/z = 160) shown in Fig.3
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Fig. 8 CID MS spectrum on Peak No. 24 in RIC of 
M/z=174 shown in Fig.7
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Table 2 CID MS spectra of Z=-8 compound type 
for Akabira coal hydrogenation oil

Molecular
weight

Formura

Peak
No.*1

Scan
No.*2

Compounds Mass numbers(M/z)
' (Intensities %>)

118
C9H10

1 34 Indan

132 2 44
CjoH i2 3 60 Crlndan 132(10), 117(100)

4 64 1.2,3.4-Tetrahydro- 132(19), 104(100), 91(18) 
naphthalene

146
CnHu

5 69 1.2,3.4-Tetrahydro- 146(18), 131 (29),118(11) 
2-methylnaphthalene 91(37)

6 78 1,2,3,4-Tetrahvdro- 146(11) ,131 (100) ,118(18) 
1-methylnaphthalene

7 82 C2-lndan 14606) .131 (53) ,117(100)
8 88 2,3-Dihydro-4,6- 14605) ,131 (100)

dimethylindene
9 94 1,2,3,4-Tetrahydro-

5/6-methy (naphthalene
10 99 1,2,3,4-Tetrahydro-

1-methylnaphthalene
11 104 CrTetralin

146(31).131 (96),118(100) 
105(20)
146(18).131(100)

146(31),131 (100),118(90) 
105(24)

160 12 103 2,3-Dihydro-1,1.3/ 160 0 7),145 0 00),131(33)
C12H16

13 105
1,1,4/1,1,5/1.1,6/ 
1.4,7/1,5,7/4,5,7- 
trimethylindene

160(4).145000),131 (49)

14 112 1,2,3,4-Tetrahvdro- 160(22),145000),132(10)
2,6/2,7-dimethyl- 131 (20),118(85),11709)
naphthalene 105(43)

15 114 TrimethyHndan 160(7),145 000)
16 121 1.2,3.4-Tetrahydro- 160(28),145000),132(12)

2,6/2.7-dimethyl- 131 (38).118(86),117(11)
naphthalene 105(69)

17 125 C2-Tetralin 16000),145(18),131 (100)
18 138 1,2,3.4-Tetrahydro- 

5.6/5,7/6,7-dimethvl-
16006),145000),132(26)

19 150 naphthalene 16004),145000),132(38)
174 20 126 C3-Tetralin 174 (9).159000),145(86)
C13H18

21 130 CyTetralin
131(22) 018(96)
174(6).159000),145(39)
13203)03107)

22 140 1,2,3,4-Tetrahvdro- 174(5) 059 0 00) 032(14).
1.5,7-trimethyl- 
naphthalene

132 0 4 ) 031 06),

23 143 CyTetralin 174(7) 059(32) 045(100)
13209) ,13100) 01805) 
10502)

24 151 CyTetralin 174(9)059000)045(40) 
13204) 031(20)01805)

25 157 C3-Tetralin 174 0 0) 059 0 00) 045(47) 
132(35) 031 06 ) 019 0 9)

26 168 Ca-Tetralin 17400) .159(100) ,145(40) 

132(42)01906)
27 172 C3-Tetralin 174(5 ) 059 0 00) 046 01) 

132(6)
28 179 CyTetralin 174(8)059(74)045000)

188 29 163
C14H20 30 172

31 183 CyTetralin 188(3) 073 0 00) 059 0 6)
32 186 C4-Tetralin 188(8) 073 000) 059(70)

14606)045(60)031(24)
11804)

33 192 CyTetralin 18801) 073 O'OO) .159(72) 
145(99) 033 0 0) 032(21)
13102)01902)

34 205 C4 - Tetral in 188 (4) ,173 (20) ,159 000) 
14508)03206)

35 216
* 1 Correspond to the peak numbers in Fig.2(GC-LVEI MS) 
*2 Correspond to Scan No. in Fig.2 and Fig.5
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Xhh0 ‘fink.WLiWW MS h
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GC-MS/MS Analyses of Coal Hydrogenation Oil

Susumu YOKOYAMA * \ Hisashi NAKAMURA * \ Yoshie ITOH * \ Masaaki SATOU * \ Yuzo SANADA*1
Masaru SUZUKI*2 and Tsutomii MACHIHARA*2

/ * 1 Center for Advanced Research of Energy Technology, ^
Hokkaido University

\*2 Technology Reserch Center, Japan National Oil Corporation /

SYNOPSIS ! —In a previous paper, coal hydrogenation oil was subjected to GC-MS 
analysis for the elucidation of the chemical structure for its individual components. 
However, the mass spectra often had an overlap of some components and the interpreta
tion of the spectra became very difficult.

In this study, GC-MS/MS analyses, which has a superior efficiency by the combina
tion of GC and mass separations, were applied to resolve the problems mentioned above 
of the GC-MS method. After the first separation of the monoaromatic fraction by a high 
resolution capillary column GC, specific mass numbers of the components belonging to 
the homologous series of the compound type were selected for the second separation into 
unimolecular parent ion. Daughter mass spectra derived from the unimolecular parent 
ion were obtained by scanning the daughter mass range at the second mass analyser.

Main peaks of Z number mass chromatogram of Z=-8, mononaphthenobenzenes, were 
measured for their daughter mass spectra. Acquisition of mass spectra with arrange
ment of Z number mass chromatorams are an effective procedure for the identification of 
individual compounds of coal liquid and a database of mass spectra.

Key Words
Coal hydrogenation, Oil, GC MS, GC MS MS, Chemical structure
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Vapor Pressure Estimation for Hydrocarbons in a Coal Derived Liquid

Shin-yn IIARIKAE, Mnsaaki SATOU, Tadatoshi CHIBA,
Susumu YOKOYAJVIA and Yuzo SAN AD A

Center for Advanced Research of Energy Technology,
Hokkaido University, Sapporo 060, Japan

1. INTRODUCTION

The vapor pressure as well as the boiling point is one of the most fundamental 
properties for process design and control. In spite of numerous studies on vapor pressure 
estimation for pure organic compounds, their applicability to coal derived liquids has 
never been confirmed yct[l,2]. In our previous studics[3-5], simple equations for 
estimation of boiling point, molar volume and refractive index were derived on the basis 
of a new group contribution method, i.c., relationships between the chemical structure 
of hydrocarbons in coal derived liquid and their physical properties. This study aims at 
extension of our conception to vapor pressure estimation.

2. EXPERIMENT

Hydrocarbons in a recycle solvent derived from Wyoming coal liquefaction were 
characterized following a program of analytical methods using high performance liquid 
chromatography(HPLC) with an amine column and mass spectrometry(GC/MS)[6]. The 
recycle solvent was first separated by a spinning band distillation apparatus into 24 
fractions having a boiling point temperature range from 464K to 630K, each fraction 
with a temperature interval of 2K to 28K. Some representative fractions were further 
separated into chemically homologous compounds called "compound classes" according 
to the number of aromatic rings by a IIPLC. There were six hydrocarbon compound 
classes; alknncs(Fr-P), mononromatics(Fr-M), naphthalene type diaromatics(Fr-Dl),
biphenyl type diaromatics(Fr-D2), tri- and tctra-aromatics (Fr-Tl and T2) and poly-, 
polar compounds (Fr-PP). GC/MS measurement was carried out to find the average 
numbers of total carbons, aromatic rings and naphthenic rings of each compound class.

The same narrow cut distillates were also separated into hydrocarbon portion(Fr-HC) 
and Fr-PP by the same IIPLC. The vapor pressure of Fr-IIC was determined from 
isothermal gas chromatographic measurement of relative retcnlions[7] on a non-polar 
OV-I column. Measurements were made at every I OK from 373 to 573K. Thccxpcrimcnlal 
scheme is shown in Fig. 1.

3. RESULTS AND DISCUSSIONS

In our previous studies[3-5], the influences of component groups such as aromatic

-141



1452

(Recycle solvenj) 
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Fig.l Experimental scheme

ring and naphthenic ring to the values 
of boiling point, molar volume and 
refractive index have been 
systematically examined. In brief, the 
difference between the value of a 
property of a given compound and 
that of a reference is attributed to the 
contribution of a certain structural 
feature. For example, straight alkanes 
arc selected for hydrocarbons as the 
reference and the structural 
contributions arc evaluated on the 
.basis of aromatic rings, naphthenic 
rings and so on. The property of a 
given non-paraffinic molecule is the 
sum of all the non-para ffinic 
stnjcturcs being incremental (o that 
of reference.

3.1. Vapor pressure of pure 
hydrocarbons

Figure 2 shows change of 
logarithmic values of the vapor 
pressure at 400K with the total carbon 
number forstraight alkanes, benzenes, 
naphthalenes and phcnanthrencs with 
one straight alkyl side chain, where 
values of vapor pressure are available 
as Antoine constants[8]. The 
relationships between the logarithmic 
values of the vapor pressure and total 
carbon number arc linear for the 
homologous series, so far tested. 
Furthermore, each linear relationship 
is parallel with each other. In other 
words, the difference of logarithmic 
values of the vapor pressure of 
hydrocarbon homologuc with those of 
straight alkanes (61ogP) having the 
same total carbons is invariable with 
the total carbon number. The 
difference gradually increases with the 
aromatic ring number.

In Figure 3, the values of &logP for these hydrocarbon homologous scries arc plotted 
against the reciprocal of temperature. The values arc seen to be inversely proportional 
to the reciprocal of temperature with the slope becoming gradually steep with the number

Total carbon number 
Fig.2 Chandc in vapour pressure 
of straight alkanes and aromatic 
hydrocarbons at 400K with total 
carbon number
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of aromatic rings.
In the same manner, influence of 

naphthenic ring to the vapor pressure was 
examined. As a result, the values of SlogP 
were found to be less than those ofaromatic 
rings, and to be inversely proportional to 
the reciprocal of temperature with the 
slope gradually becoming steep with the 
numbers of naphthenic rings.

Cased on the above findings, the 
following equation is derived for vapor 
pressure calculation .

log P = log Pp^. + 6log P
= logP,_,r. + Z(P,xN,)/T (I)

where, P, P|X,rofT, P, , N, and T represent 
the vapor pressureof a given hydrocarbon, 
the vapor pressure of straight alkanes 
having the same total carbon number, the 
incremental vapor pressure contributed 
by i-lh component groups, the number of 

the particular component groups and the absolute temperature, respectively. Here, 
aromatic rings, naphthenic rings and aromatic conjunction carbons arc considered as 
the component groups. Thcabovc equation means that the vapor pressure ofhydrocarbons 
arc calculated by adding the total increments of vapor pressure to those of the straight 
alkanes with the same total carbon number.

The P jfT> is expressed as a function of the total carbon numbcr(Nt) of a given 
hydrocarbon as

1.5 3.02.0 2.5
1000/T ( T in K )

Fig. 3 Difference of logarithmic 
value of vapor pressu of aromatic 
hydrocarbons with those of 
straight alkanes

log Pp^rr. = ( 2.439 - 347.9 / T -7.105 x 10 ' x log T ) x Nt + 4.153 (2)

which was obtained by a regression analysis based on the vapor pressure of straight 
alkanes with total carbon numbers from 6 to 30 in the temperature range 300 to 720IC in 
the literature[8]. The correlation coefficient and average absolute error between the 
literature values of temperature and values calculated using Equation (2) at a given 
vapor pressure are 0.998 and IK, respectively. This equation is a generalized version of 
Antoine equation using the total carbon number as a parameter.

The values of group contributions (Pj) in Equation (1) were also determined by the 
regression analysis. The results arc listed in Table 1. The values of 0.865 and 9K were 
obtained for the correlation coefficient and average absolute error, respectively. The 
influence of aromatic conjunction carbons to the value of vapor pressure can not be 
systematically considered because few data arc available in literatures.

3.2. Vapor pressure of hydrocarbons in a recycle solvent
The major purpose of this study lies in the estimation of the vapor pressure for

-143-



1454

hydrocarbon mixture in a recycle solvent 
as well as of pure hydrocarbons. 
Application of the present method to a 
recycle solvent gives a good agreement 
between calculated and observed vapor 
pressures, as summarized in Figure 4. The 
average absolute error between the 
literature values of temperature and values 
calculated using Equation (2) at a given 
vapor pressure is as small as 8K.

Hence, it is now possible to estimate the 
vapor pressure of various hydrocarbons 
such as alkanes, aromatics, hydroaromatics 
and their alkyl derivatives in both forms of 
pure substance and mixture over a range 
of total carbon number from 6 to 20.

4. CONCLUSION

It was clarified that the difference (6|ogP) 
of logarithmic values of the vapor 
pressure of hydrocarbon homologuc with 
those of straight alkanes having the same 
total carbons is invariable at a given 
temperature with the total carbon number. 

The value ofSlogP was found to be inversely proportional to the reciprocal of temperature 
with the slope gradually becoming steep with the numbers of aromatic and naphthenic 
rings. A simple equation is proposed based on these findings.
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Table 1 Component contribution to 
vapor pressure

Conponent group Contribution (Pi)
Aromatic ring -91.63
Naphthenic ring -42.56
Aromatic

conjunction carbon -29.57
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Observed log P (P in kPa)

Fig.4 Comparison between 
observed and calculated log P
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An SRC-II heavy distillate and twelve hydrogenated coal liquids derived thereof were separated into 
compound class fractions by an HPLC equipped with an amine column. Compound type analysis of 
each aromatic compound class was performed by MS to investigate changes in the composition of the coal 
liquefaction solvent as a function of the severity of hydrogenation reactions. The hydroaromatics yields 
of the solvent increased with increasing severity of hydrogenation at the expense of aromatic and polar 
compounds. The reaction conditions of 400°C, 30 min are suitable for hydrogenation of SRC-II heavy 
distillate from the viewpoint of a coal liquefaction solvent. It appears that production of organic gasses 
is consistent with the reduction of yields of alkyl side carbon and naphthenic rings, and production of 
light oil is in agreement with the decrease of a yield of aromatic rings.

1. Introduction

It is generally accepted that the most important 
role of the coal liquefaction solvent is to donate 
hydrogen enough to stabilize free radicals derived 
from coal pyrolysis. The reaction rate depends on 
the temperature, pressure, catalyst and quality 
of the solvent. A hydrogenated anthracene oil 
and/or tetralin, which have high hydrogen-donor 
properties, increase the reaction rate and also 
reduce the effect of pressure and catalyst on the 
reaction rate. The solvent is recovered from 
liquefied products by distillation in commercial 
scale processes. There are some commercial scale 
processes, which increase the hydrogen donor 
quality of recycle solvents. To improve the 
hydrogen-donor property of the solvent, a recycle 
solvent is often hydrogenated with a Co-Mo or a 
Ni-Mo catalyst. There must be suitable condi
tions for the hydrogenation of the solvent. For 
instance, tetralin is a hydrogen-donor, but decalin 
is not. Hydrogen-donor property of the solvent 
was deteriorated by isomerization and ring 
opening under highly severe conditions. It may, 
therefore, be thought that there is an optimum 
condition for hydrogenation of each solvent. It is 
highly important to understand the hydrogenation

* To whom correspondence should be addressed. 
m (Present) Mizushima Refinery, Japan Energy Corp., 2-1 

Ushio-dori, Kurashiki, Okayama 712

reaction of the coal liquefaction solvent, for 
continuous operation of a commercial plant.

On the other hand, it is necessary to conduct a 
detailed and rapid analysis of the chemical com
position of the hydrogenated solvent, for the pur
pose to understand the hydrogen-donor property 
of the solvent. Several methods were reported 
for the evaluation of average structural parameters 
of the solvent with NMR and IR1)~8). In the 
meanwhile, some studies on the complex organic 
structures of the solvent by MS analysis were 
performed by Swansiger et al.9\ Boduszynski et al.10) 
and Niwa et al.n). In the authors’ preceding 
papers12)~15), detailed ‘compound type' analysis for 
coal hydrogenation liquids according to aromatic 
rings (Ra), naphthenic rings (Rn) and alkyl carbon 
(Cal) diagram parameters were reported, with the 
HPLC-MS procedure. Aromatic/hydroaromatic 
compound type and alkyl side chain carbon distri
bution of complex mixture oils were clarified, 
based on the separating behavior of HPLC and the 
type analyses according to Z value by MS.

Numerous studies have been reported on hy
drogenation of model compounds; phenanthrene 
and pyrene. On the other hand, a few studies on 
changes in composition of the coal liquefaction 
solvent as a function of severity of hydrogenation 
have been performed. Green etal.16) have reported 
on changes in chemical class-type fractions re
sulting from hydrotreatment of SRC-II distillates 
at different levels of severity. Boduszynski et al.ll)
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have studied changes of fifty homologous series of 
aromatic and hydroaromatic hydrocarbons at mild 
and severe hydrogenation of SRC distillates. 
Rosal et al.1B) have studied the changes in com
position during hydrogenation of an anthracene 
oil. Detailed information on how the structure of 
solvents changes with variations in severity of 
hydrogenation has been extremely limited.

This work was pursued to obtain detailed 
information on hydrogenation reactions affecting 
coal liquefaction solvent. Two kinds of hydro
genation experiments using SRC-H heavy dis
tillate were performed, using a conventional 
petroleum hydrorefining catalyst. Hydrogena
tion products were analyzed by the HPLC-MS 
method to observe aromatic and hydroaromatic 
structural changes with severity of the reaction.

2. Experimental

2. 1. Materials
A heavy fraction of SRC-0 distillate, obtained •

Table 1 General Properties of Feed

Sample kind SRC-H heavy distillate

Density [g/m/] 1.077
Viscosity [cSt, 98.9°C] 3 83
Flash point [°C] 163
Distillation ASTM D-86 ASTM D-2887

IBP 286 236
5% 303 280

10% 309 291
20% 317 308
30% 326 318
40% 334 330
50% 342 343
60% 353 357
70% 370 373
80% 395
90% 434
95% 469
EP 371 545

Recovery, % 73
Ash [wt%] 0.08
Carbon [wt%] 89.1
Hydrogen [wt%] 7.7
Nitrogen [wt%] 1.1
Sulfur [wt%] 0.5
Oxygen*1 wt%] 1.6
Pyridine insolubles [wt%] trace
Benzene insol ubles wt% trace
n-Hexane insolubles [wt%] 3.90

a) by difference.

from the pilot plant of The Pittsburgh & Midway 
Coal Mining Company, was used here as a feed oil, 
and general properties are shown in Table 1. The 
boiling temperature range was from 236 to 545° C, 
at atmospheric and reduced pressures. A com
mercially available petroleum hydrotreating cata
lyst, consisting of cobalt, molybdenum and nickel 
supported on alumina, was used. Prior to use, the 
catalyst was pulverized by an agate mortar.
2. 2. Hydrogenation

A 500 ml capacity conventional autoclave was 
used in the experimental hydrogenation. The 
feed oil (30 g) was placed in the autoclave with 3 g 
of the catalyst. A feed pressure of hydrogen was 
initially 10.1 MPa at room temperature. Experi
mental hydrogenation was conducted, subjected to 
the conditions shown in Table 2. There were two 
series of experimental hydrogenation in this study. 
In Experiment 1, the duration was 30 min and the 
reaction temperature was varied from 360 to 460° C. 
In Experiment 2, the temperature was fixed at 
400°C and the duration was increased to 120 min. 
The reactor was heated at a rate of 3°C/min to the 
reaction temperature, and maintained for the 
duration. After the reaction, the autoclave was 
rapidly cooled to room temperature by blowing 
air. The gas in the autoclave was partially 
collected in a sampling bottle during purging, and 
the liquid product was recovered with benzene.
2. 3. Separations

The scheme of the experiment is shown in 
Fig. 1. The SRC-H heavy distillate and products 
of hydrogenation were separated into solvent 
fractions and ‘compound class’ fractions. First, 
the liquid product was separated into oil (n-hexane 
soluble) and asphaltene (n-hexane insoluble- 
benzene soluble) by solvent extraction with a 
sequence of benzene and n-hexane. An oil frac
tion was distilled at atmospheric pressure, and a 
solvent fraction (>200°C) was obtained.

The solvent fractions were separated into six 
hydrocarbon fractions, called compound classes,’ 
according to the number of aromatic rings con
firmed by HPLC12)tl3). The liquid chromato
graph used was a Jasco model Tri-Rotor equipped 
with a Zorbax NHg column (7.9 mmX250 mm, Du 
Pont Ltd.). These compound classes were paraf-

Table 2 Conditions of Hydrogenation

Experiment-1 Experiment-2

Reaction temperature [°C] 360, 380, 400, 410, 420, 430, 440, 460 400
Reaction time [min] 30 15, 30, 60, 120
Oil feed [g] 30 30
Catalyst [g] 3 3
Hydrogen feed pressure [MPa] 10.1 10.1
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( SRC II Heavy DiXillau J

Hydrogenation
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( ai(HS))------------ 1
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I IIIT_,
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Fig. 1 Scheme of Experiments

fin (P), monoaromatics (M), naphthalene type 
diaromatics (Dl), biphenyl type diaromatics (D2), 
tri- and/or tetra-aromatics (T), poly-aromatics 
and/or polar compounds (PP). A 50 mg sample 
was passed through the column, and the com
pound classes were separated according to the 
retention volume. Fractions were developed by 
sequential elution with a series of n-hexane and 
chloroform. The samples were injected repeated
ly, and a total of 400 mg of the samples were re
covered. After recovery of the elute by evapora
tion, the content of each compound class was 
determined by gravimetric method.

2.4. Analyses
The analysis of the sampled gas, which included 

both hydrocarbon and inorganic gas, was 
performed with Shimadzu models GC-6A (FID, 
TCD), respectively. The volume of hydrogen 
consumed by the hydrogenation reaction was 
calculated from the pressure drop during the 
reaction, based on the ideal gas equation.

The distillation curves of the oil fractions were 
obtained by SD-GC method13) with a Shimadzu 
model GC-D1. The calibration of the boiling 
point of the simulated distillation was based on n- 
paraffins (rz-CIO, C13, C15, C17, C21, C26, C30, 
C36, C40) as reagents. Also, elemental analysis 
was performed on the oil fractions. Determina
tion of the carbon, hydrogen and nitrogen content 
was performed by the Analytical Center of 
Hokkaido University.

The low voltage ionization (10 eV) EI-MS 
technique was used to analyze the aromatic 
hydrocarbon compound classes (M, Dl, D2 and T). 
The spectra were obtained at scanning intervals of 
3 sec with a Hitachi model M-52 GC-MS system 
and were processed by a Hitachi model 002B 
computer system. The details of the EI-MS 
procedure were described previously13)*-15/

3. Results and Discussion

3. 1. Material Balance
The results of the experimental hydrogenation 

are shown in Table 3. In this table, the percen
tages of recovery are summarized as a function of 
severity of hydrogenation. It is clear that a major

Table 3 Overall Material Balances of Hydrogenation

Experiment-1 Experiment-2

Sample
Temperature
Time

[°C]
[min]

Feed H-l
360

30

H-2
380

30

H-3
400

30

H-4
410

30

H-5
420

30

H-6
430

30

H-7
440

30

H-8
460

30

H-9
400

15

H-10
400

30

H-l 1 
400

60

H-12
400
120

Feed
Hydrogen consumption

[wt%]
[wt%]

100
0.9

100
1.3

100
2.2

100
2.2

100
2.5

100
3.3

100
4.3

100
5.6

100
1.6

100
2.1

100
3.1

100
6.2

Organic gas [vvt%] 0.8 0.9 2.1 3.6 2.8 7.2 9.8 19.7 1.2 1.9 4.7 5.0
Oil fraction

Light oil (<200°C) [wt%l 1.0 1.4 2.4 3.6 2.7 3.5 4.6 3.4 2.0 3.2 4.5 3.7
Solvent (200° C<) [wt%l 96.1 93.5 89.4 86.5 80.2 81.3 74.7 62.7 47.8 89.2 89.3 79.3 74.4

Hexane insoluble [wt%] 3.9 0.4 0.5 0.1 0.0 0.2 0.3 0.3 0.5 0.3 0.1 0.0 0.1
Benzene insoluble [wt%] trace 2.4 3.2 2.2 0.5 2.5 3.1 1.0 2.7 0.0 1.4 7.1 1.6
Recovery [vvt%] 98.1 95.4 913 87.9 89.5 88.8 78.4 74.1 92.7 95.9 95.6 84.8
Loss [wt%] 1.9 4.6 6.7 12.1 10.5 11.2 21.6 25.9 7.3 4.1 4.4 15 2

H/C of oil fractions 1.03 1.03 1.06 1.06 1.06 1.07 1.04 0.98 0.88 1.07 1.08 1.07 1.09
Elemental of oil fractions [wt%]

C 89.1 89.8 90.5 90.6 91.2 90.7 91.4 91.8 92.6 90.7 90.9 91.4 912
H 7.7 7.8 8.0 8.0 8.2 8.2 8.0 7.6 6.8 8.1 8.3 8.2 8.4
N 1.1 0.8 0.3 0.6 0.4 0.4 0.4 0.0 0.4 0.6 0.3 0.0 0.0
0*> 2.1 1.6 1.2 0.8 0.2 0.7 0.2 0.6 0.2 0.6 0.5 0.4 0.4

a) by difference.
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■ |(a) Experiment-1

Time, minTemperature, *C

Fig. 2 Hydrogen Consumption and Organic Gas

part of SRC-n distillate was oil and that there was 
a small amount of asphaltene. Obviously, no 
coking reaction occurred, because there was a small 
amount of asphaltene and benzene insoluble in 
the recovered material. The yield of solvent 
decreased with raise of the reaction temperature, 
and this tendency became pronounced over 430°C. 
The solvent obtained by the reaction at 460°C was 
close to 50% of the product’s yield. Further, at this 
temperature, the amount of light oil having a 
boiling point below 200°C, organic gasses and loss 
increased. The loss was a part of the light oil 
fraction that escaped during distillation and 
recovery of the extraction solvent. It could be 
supposed that at over 430°C this gas and light oil 
were produced by a dealkylation reaction and a 
hydrocracking reaction.

The results of reactions at 400°C are also shown 
in Table 3. The yield of solvent fraction shows a 
slight decline as duration was increased. The 
yield of the solvent fraction obtained by the reac
tion after 120 min was about 74%. For recovery of 
the recycle solvent, it was proposed that a duration 
of reaction less than 30 min is suitable because it 
produces a small amount of gas and light oil.
3. 2. Hydrogen Consumption

The amounts of hydrogen and organic gasses 
(C1-C4) produced through the reaction were 
measured by GC analysis. The volume of gasses 
was calculated from the pressure and the volume of 
the autoclave based on the ideal gas equation. 
The hydrogen consumption and the organic gasses 
produced are shown in Fig. 2. In these figures, 
AH2* is the amount of hydrogen consumed mainly 
by the hydrogenation of aromatic rings. AH2* 
was calculated by subtracting the hydrogen con
sumed by the production of organic gasses from the 
total hydrogen consumed in the reaction. For 
these calculations, it is assumed that one mole of 
hydrogen gas is consumed to produce one mole of 
organic gas. Accordingly, AH2* was only con
sumed by hydrogenating aromatic rings, breaking 
naphthenic rings, denitrogenizing and deoxygen-

izing.
As shown in Fig. 2, the plots of AH2* corre

sponding to respective reaction temperatures 
formed a near straight line and it may be assumed 
that the hydrogenation reaction had occurred. 
On the other hand, the organic gasses produced 
increased slightly with rise of the reaction tem
perature under 420° C. Substantial production of 
organic gas, however, occurred at Over 430° C. 
The yield of the organic gasses obtained at 460°C 
amounted to about 20%. It is also assumed that 
dealkylation and decomposition of naphthenic 
rings occurred at over 430°C. Shown also in 
Fig. 2, AH2* and organic gasses were produced in 
reactions after 15 to 120 min, at 400°C. AH2* 
increased linearly with extended duration of 
reaction, which is the same as in Experiment 1. 
On the other hand, the organic gasses varied from 
4.7 wt% after 60 min, to 5.0 wt% after 120 min. 
Accordingly, it is assumed that the temperature 
limits dealkylation and decomposition. Ob
viously, olefin and carbon oxide were not produced 
in these experiments. It was seen that the 
amounts of propane and butane increased with a 
rise in the reaction temperature (the data is not 
included in this paper). But, it is noted that for 
the duration of reaction, the amount of organic 
gasses remains constant.
3. 3. Oil Fraction

The results of elemental analysis of the oil 
fraction (hexane soluble) are also shown in 
Table 3. It is noted that both nitrogen and 
oxygen were removed by hydrogenation and, 
therefore, a deheteroatom reaction occurred. It is 
thought that under 400°C, nitrogen compounds 
decomposed more easily than oxygen compounds. 
H/C atomic ratio of the oil fractions was slightly 
increased by a raising' the reaction temperature to 
430°C. On the other hand, it was reduced to 
below that of SRC-II distillate at over 430°C. The 
H/C atomic ratio was increased by hydrogenation 
in the low range of severity of reactions, and at 
greater range of severity, ring-opening reactions
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(a) Experiment-1

Fig. 3 Distillation Curves of the Oil Fractions

□ P HI M ■ D1 ■ D2 H T Q PP

(a) Experiment

0 I

20 :-

Feed 360

Temperature, "C

40 - -

Time, min

Fig. 4 HPLC Separations of Solvent Fractions

and dealkylation occurred. A change in the 
amounts of alkyl side chains will be discussed later.

Distillation curves derived by SD-GC for feed 
and oil fractions are shown in Fig. 3. 90 wt% of
SRC-H distillate is limited to a boiling range from 
250 to 450°C. The distillation curves shifted to 
lower temperatures with increase of severity of 
reaction. The boiling point of 50% oil fraction 
distillation was at 420°C, which was 40°C lower 
than that of SRC-H distillate. It has been found 
that the shapes of these distillation curves, of the 
oil fraction derived at higher reaction temperature, 
vary incrementally. Hence, the removal of alkyl 
groups occurred at higher temperatures.
3. 4. HPLC Fractions

Solvent fractions (>200°C) of SRC-H distillate 
and its hydrogenated products are separated into 
six compound class fractions by an HPLC equipped 
with an amine column. The compound class 
contents of solvent fractions determined by 
gravimetry are shown in Fig. 4. P, M, Dl, D2, T

and PP stand for paraffin, monoaromatics, naph
thalene type diaromatics, biphenyl type diaromat
ics, tri/tetra aromatics, and poly/polar com
pounds, respectively. The compound classes are 
indicated along with the feed. The yield of PP 
definitely decreased with raise of temperature and
extended duration of reaction. It is obvious that a 
decrease of T and an increase of M, Dl and D2 are 
brought about by hydrogenation of aromatic rings 
of tri/tetra-aroma tics. All compound class 
fractions, however, decreased at over 430° C, owing 
to reduced solvent fractions. The reason for this 
decrease has been explained by a naphthenic ring 
opening reaction and dealkylation. It should 
be noted, however, that P did not increase, 
significantly. Judging from this fact, it is 
apparent that a high degree of hydrogenation of 
aromatic rings did not occur. In contrast with the 
Experiment 1, PP decreased slightly from 30 to 
120 min in Experiment 2. We believe that a 
higher temperature will be necessary to reduce

-149-



338

heteroatom compounds completely.
3. 5. Compound Type

Compound type analyses of the aromatic 
compound classes (M, Dl, D2, T) separated by 
HPLC were carried out by EI-MS. Molecular 
ions without fragmentation were detected by the 
LV (10eV)-EI method13). Consequently, the m/z 
peaks are the molecular weights. The molecular 
weight distribution measured included odd mass 
numbers because of the presence of isotopes. In 
this study, the odd mass numbers were 
intentionally neglected to simplify the mass 
spectrum. The identification of compound type 
was performed to assign the Z value by selecting the 
molecular ion peaks belonging to the same com
pound type. In the cited condition of hydrogena
tion, it was thought that there were no olefins. 
The structural assignment of components in the 
solvents was carried out on the basis of a com
bination of HPLC separation characteristics and 
compound type analyses by MS13). The respective 
m/z peaks correspond to the mass number of the 
molecules and the m/z distribution represents the 
profile of molecular weight distribution. The 
identification of compound types by mass was 
performed to assign the Z value by selecting the 
molecular ion peaks belonging to the same 
compound type. These peaks appear at 14 mass 
number intervals, and a homologous series of 
alkylated aromatic compounds differing by 14 
mass units (equivalent to a CH2 group) show an 
increase of the carbon number of alkyl side chains 
(Co/).

The Z value of a component, which indicates 
hydrogen deficiency compared with the rz-paraffin 
with the same carbon number, is related to the 
aromatic carbon number (Co) and total ring 
number (Rt), representing the sum of aromatic 
(Ra) and naphthenic rings (Rn), in the Eq. (1):

Z = 2-(Co + 2R() (1)

Compound class separation by HPLC specifies a 
limited range of Z values (e.g. Fr-P, Z<+2; Fr-M, 
Z<-6; Fr-Dl, Z<~12; Fr-D2, Z<-14; Fr-T, 
Z5=—18), because fractions at a given elution 
volume contain specific aromatic ring classes 
(aromatic carbon number Co). Then the real Z 
value can easily be chosen from the apparent Z 
values, differing by intervals of 14. Real Z values 
are further confirmed by the following evidence. 
The molecular weights of bare aromatic/ 
hydroaromatic ring systems (MM) are compared 
with the lightest compound belonging to the 
homologous series. When the value of MM for a 
specific ring system agree with the molecular

SRC-II Fr-M SRC-II Fr-D2
Ave.Mw : 203.8 Z number Ave.Mw : 199.2 Z number
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SRC-II Fr-T
Ave.Mw : 203.4 Z number

200 250

Fig. 5 Ra-Rn-Cal Diagram of SRC-II Distillate

weight at the lowest end of the m/z distribution 
for the corresponding Z series, the aromatic/ 
hydroaromatic ring system can be assigned this Z 
value.

The Ra-Rn-Cal diagram1-0 of the SRC-II dis
tillate is shown in Fig. 5. SRC-II distillate was 
mainly composed of Dl andT, especially acenaph- 
thenes (Z=—14), anthracenes (Z=—18) and pyrenes 
(Z=—22). These three components made up over 
40 wt% of the SRC-II distillate. It has been found 
that the average molecular weights of all com
pound class were almost 200 regardless of the bare 
aromatic/hydroaromatic ring structure, and 
whether the naphthenic ring numbers were 1 or 2. 
For the fraction Dl, Z=—12 only includes naph
thalenes but Z=—14 includes acenaphthenes 
(minimum molecular weight; 154) and/or 
tetrahydro-anthracenes (minimum molecular 
weight; 182). As can be seen in this figure, the 
distribution of Z=—14 has a discontinuity at 
m/z= 182, representing the presence of tetra
hydro-anthracenes. It is difficult to separate Cz- 
acenaphthene from tetrahydro-anthracene in the 
peak of m/z= 184 only by the HPLC-MS method. 
Ishikawa et o/.19> reported that it is possible to 
distinguish Cz-phenanthrene from tetrahydro-
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pyrene assuming that ,a distribution of alkyl 
carbons of one aromatic/hydroaromatic ring 
system compound is smooth. In this study, 
acenaphthenes and tetrahydro-anthracenes were 
distinguished by a distribution of alkyl side chains. 
It was assumed that the Cal distribution of the 
acenaphthenes decreases from the maximum of Ci- 
acenaphthene in a constant rate. Contents of 
acenaphthenes and tetrahydro-an thracenes were 
calculated as follows;

m = 1.1 (2)

7n+ l,ac In,ac/7?l (tl — 1, 2, 3, •••) (3)

7„-t,4H-an = 7„+1 ~ 7„+l,ac (4)

where: 7n,ac=wt% of Cn-acenaphthene; 7n-i.4H an— 

wt% of Cn-i tetrahydro-anthracene; 7n+i=wt% of a 
molecule with m/z = 154+ 14X(rz+1).

Then a correlation coefficient of a linear 
regression analysis of the Cal distribution of 
tetrahydro-anthracene was calculated. The same 
calculations were performed from m=T.2 to m=5.0 
by 0.1 step. The Cal distributions of acenaph- 
thene and tetrahydro-anthracene were finally 
determined so as to give the best correlation 
coefficient. Shown in Fig. 5 are break lines 
exhibiting different ring structures which have the 
same Z number.

Detailed compound type distributions could be 
understood from those compound type analyses, 
and then changes of compound contents with 
severity of reaction were recognized from several 
view points. A discussion was conducted on 
changes of major chemical components, total ring 
numbers and hydrogen numbers added to

aromatic/hydroaromatic ring system.
Shown in Fig. 6 are the major components of 

SRC-H heavy distillate and hydrogenated coal 
liquids derived thereof in terms of reaction 
temperatures. SRC-H heavy distillate contained 
mainly pyrene, anthracene, tetrahydro-anthra
cene, acenaphthene and naphthalene. For the 
naphthalenes, naphthalene decreased and tetralin 
increased significantly up to 420°C, but at 460°C, 
naphthalene increased and tetralin decreased. 
The total amount of naphthalenes increased 
gradually at 420 and 460° C. The anthracenes 
included dihydro-, tetrahydro-, octahydro- and 
anthracene, and the pyrenes included dihydro-, 
tetrahydro-, hexahydro- and pyrene. It was found 
that raise of reaction temperature caused 
anthracene and pyrene to decrease, and on the 
other hand, dihydro-, hexahydro-anthracene and 
all the hydro-pyrenes increased, and later on 
decreased. The total amount of anthracenes and 
pyrenes increased at 380° C, and later on decreased.

Many studies were reported on hydrogenation 
reactions of poly fused aromatics. Shabtai et al.20) 
have reported that 9,10-dihydro-phenanthrene and 
1,2,3,4-tetrahydro-phenanthrene were primary 
products. Perhydro-phenanthrene was formed, 
only slowly, presumably because of the sterically 
hindered central ring of its precursor, sym- 
octahydro-phenanthrene. Wu et al.2l) have also 
reported that the saturated outer ring cracked at 
temperatures exceeding 427° C, forming mostly n- 
butyltetralins. In this study, the same tendency 
was observed with the complicated aromatic and 
hydroaromatic mixtures by detailed compound 
type analyses using HPLC-MS method. A 
scheme of the hydrotreating reaction is shown in 
Fig. 7. It was clear, that at 380°C hydroaromatic
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(b) acenaphthenes
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Fig. 6 Distributions of Compound Type
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compounds greatly increase with hydrogenation of 
aromatic rings, and that total aromatic and 
hydroaromatic compounds increase with dehet
eroatom reaction of polar components. At 420 and 
460° C, hydroaromatics almost always decreased 
and naphthalenes rapidly increased, 'because of 
naphthenic ring opening and dealkylation.

By continuing hydrogenation, pyrene becomes 
dihydro, tetrahydro, hexahydro, decahydro, hexa- 
decahydro-pyrene, but the total ring number 
(aromatic and naphthenic rings) is constant at 
4 rings through the entire reaction. Stephens et 
al.22) have found that for hydrogenation of pyrene 
at 348°C and 1250 psig the hydrogenated specie 
with the largest concentration is dihydro-pyrene 
followed by hexahydro-pyrene and tetrahydro- 
pyrene. For these experiments, the concentration 
of decahydro- and perhydro-pyrene was less than 
1% of the product mixture. Shown in Fig. 8 are 
the changes in the hydropyrene contents for more 
detailed reaction temperatures. Dihydro-pyrene, 
tetrahydro-pyrene, hexahydro-pyrene were most 
abundant at 380, 410, 420°C, respectively. It is 
clear that the preferable hydrogenation tempera
ture of pyrenes as coal liquefaction solvent is 
thought to be from 410 to 420°C, because of its 
more abundant hydroaromatic content. At over 
430° C, hexahydro-pyrene decreased remarkably 
and the total amount of pyrenes also decreased. 
Dehydrogenation of hydroaromatics did not cause 
changes in the total amount of pyrenes. This is, 
therefore, one evidence of ring opening and 
dealkylation. This is consistent in the produc
tion of large amounts of organic gasses.

A study of the changes of aromatics, hydro
aromatics, poly aromatics and polar compound, 
paraffin and light oil (>200°C) is shown in Fig. 9. 
Up to 380°C, the increase of hydroaromatics 
is greater with consumption of aromatics. On 
the other hand, at over 440°C, hydroaromatics 
markedly decrease, while light oil and aromatics

0 hydroaroma lies

■ aromatics

0 poly 4 polar

£3 paraffin

□ light oil

Fig. 9 Contents of Hydroaromatics, Aromatics, Poly/ 
polar Compound, Paraffin and Light Oil, 
according to Reaction Temperature

increase. The same changes of chemical com
ponents such as pyrenes were observed in the whole 
solvent. Since the main purpose of hydrogena
tion of the solvent is to optimize conversion of 
aromatics to hydroaromatics that are potential 
hydrogen donor, the optimum reaction tempera
ture is thought to be 420°C. A light oil yield is 
about 13 wt% at 420° C, however, and then an excess 
yield of light oil is undesirable for recycle solvents. 
It is clear, therefore, that the optimum reaction 
temperature will be at 400°C.

To determine the optimum duration of a 
reaction, reaction temperature was held constant at 
400°C in Experiment-2. Shown in Fig. 10 are the 
changes in the yield of hydroaromatics, aromatics, 
PP, P and light oil in terms of reaction duration. 
Over 60 min hydroaromatics decreases and light 
oil and gas increase. In other words, extended 
reaction decreases the solvent yield. It is re
cognized in this experiment that the optimum 
hydrogenation conditions for SRC-II heavy dis
tillate are at 400°C for 30 min from the viewpoint 
of the economy of coal liquefaction solvent.
3. 6. Distribution of Ca, Cn and Cal in the 

Solvent Fraction
The distribution of compound classes separated 

by HPLC and the distribution of compound types
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20 H...

SRC-II

Time, min

E3 hydroaromatics 

■ aromatics 

53 poly 4 polar 

Q paraffin 

□ light oil

Fig. 10 Contents of Hydroaromatics, Aromatics, Poly/ 
polar Compound, Paraffin and Light Oil, 
according to Reaction Time

assigned by MS were described above. From the 
analysis of the chemical structures, the distribution 
of the alkyl carbon number was discussed. 
Average carbon number of alkyl side chains was 
calculated by the equation below;

Cal( av.)
'ECali X Moh

i

2 Mo A
i

(5)

a rise in temperature. In this figure the relation
ship between Cal(av.) and the duration of reaction 
is also shown. At 120 min the Cal(av.) of naph
thalenes and acenaphthenes decreased by a value of
2.0 while that of the anthracenes and pyrenes 
decreased by a value of 0.3.

The greater the reaction severity (temperature or 
duration), the less the Cal(av.). This represents 
dealkylation. It can be assumed that organic 
gasses were thought to be derived from the alkyl 
side chains. The calculations of the weight ratios 
of the alkyl chains were, therefore, performed. 
For this purpose it was necessary to calculate the 
weight percentage of Ca, Cn and Cal. Bare 
aromatic/hydroaromatic ring systems {Ra and Rn) 

can be decided as shown in Fig. 5 by the compound 
type analyses. The weight percentages of Ca, Cn 

and Cal of aromatic compound classes based on the 
solvent fractions were, therefore, calculated using 
the equation;

^Ca/,X14
Wal = 2------------- X wt%z (6)

' MW,

where: Ca/(av.)=average alkyl carbon number per 
molecule; i=i molecule, Cal=alkyl carbon number 
of each molecule; Mol=mol percent of each 
molecule based on the solvent fraction.

The average alkyl carbon number is plotted as a 
function of the reaction temperature and duration 
(Fig. 11). For feed, naphthalenes and acenaph
thenes have an alkyl carbon number of 3.5. 
Biphenyls and fluorenes, anthracenes and pyrenes 
have an alkyl carbon number close to 1.0. With a 
rise of reaction temperature the Cal(av.) of the 
naphthalenes and acenaphthenes decreased by a 
value of 2.0 while that of the anthracenes and 
pyrenes decreased by a value of 0.5. The Cal(av.) 
of biphenyls and fluorenes firstly increased and 
decreased to become in the same as the SRC-II. 
This was caused by a mistake in the assignment of 
mass spectra or by ring opening reactions. The 
Cal(av.) of most of the compounds decreased with

- MW,

Wa = 100 - (P + PP) - (Wal + Wn) (8)

where: Wal, Wn, kFa=weight percent of alkyl 
side chains, naphthenic rings, aromatic rings;
i—i molecule; Ca/=alkyl carbon number; Cn— 

naphthenic carbon number; MW=molecular 
weight of each molecule; P=wt% of paraffin; 
PP=wt% of poly/polar compound.

It is difficult to determine Wa, Wn and Wal of PP 
fractions directly, therefore it is assumed that those 
of the PP fractions are equal to those of the 
hydroaromatic fractions. Total yields of Cal, Cn 

and Ca(Wal*, Wn* and Wa*) were calculated as 
below;

Time, min

[a) Experiment-1

SRC-II

Temperature, *C

© naphthalenes 
acenaphthenes

S biphenyls 
fluorenes

A anthracenes

V pyrenes

Fig. 11 The Average Alkyl Carbon Number
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Wal
Wal* — Wal H----------------------------

100-(P + PP)
X (PP — Het) X wt%’ 

(9)

Wn
Wn*= WnH-----------------------

100-(P + PP)
X(PP — Het)Xwt%’ 

(10)

Wa
Wa* = Wa +------------------- X(PP—Het)Xvn%'

100-(P + PP)
(11)

where: P, PP=wt% of paraffin, poly/polar com
pound; Het=vn% of oxygen and nitrogen calcu
lated by elemental analysis; wt%’=yield of solvent 
fraction.

Weight percent of Ca, Cn and Co/ of each solvent 
fraction is shown in Fig. 12. The yields of Ca, Cn 
and Cal in SRC-II heavy distillate are 67.5,11.0 and
9.0 wt% and those in the solvent fraction derived 
from it at 460°C are 39.6, 4.6, 3.7 wt%, respectively. 
It is clear that each yield of Ca, Cn and Cal decrease 
significantly. As shown in Fig. 7, the decreases of

Ca, Cn and Cal should be converted to the organic 
gasses and the light oil. When naphthenic ring 
openings only occur, it has been observed that Cal 
increases in proportion to the decrease of Cn. Cal 
of all hydrogenated solvent fractions, however, are 
less than that of SRC-II distillate in this study. It 
is thought, therefore, that naphthenic ring 
openings are always followed by dealkylation. It 
is reasonable to believe that most parts of the 
decreases of Cn and Cal is converted into organic 
gasses. The decrease of Ca, Cn and Cal was 
supposed to have shifted to the organic gasses and 
the light oil fraction.

Shown in Fig. 13 are the decrease of Ca, Cn and 
Cal (A Ca, A Cn and A Cal) vs. the production of 
light oil and organic gasses. In Experiment-1, at 
temperature below 420°C, Ca and Cal only 
decrease, and at over 440° C, Cn also decreases. 
On the other hand, in Experiment-2, when 
duration is over 60 min, Cn decreases. It is 
generally accepted that there are several pathways 
of Ca, Cn and Cal, shifted to the light oil and 
organic gasses, as shown in Fig. 7. It is also 
considered that Ca, Cn and Cal decrease by

Fig. 12 The Yields of Ra, Rn and Cal for Solvent Fractions

□ organic gas light oil □ A Cal ACn ACa

|(a) Experiment-1 |

360 380 400 420 440 460

Temperature, *C

|(b) Experiment-2

Time, min

Fig. 13 Organic Gas and Light Oil vs. ACal, ACn and ACa
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hydrogenation, naphthenic ring opening reaction 
and dealkylation, respectively. As shown in 
Fig. 13, the decrease of Cn and Cal are in good 
agreement with the production of organic gasses. 
On the other hand, the decrease of Ca is in 
agreement with the production of light oil. We 
have come to the conclusion, therefore, that the 
organic gasses are produced from alkyl carbons 
and naphthenic rings, and the light oil is shifted 
from aromatics that have lower boiling points by 
dealkylation and breaking of naphthenic rings.

4. Conclusions

This study of hydrogenation of SRC-II heavy 
distillate over conventional Co-Mo-Ni/AlzOs 
catalyst at varying severity of reactions led us to the 
following conclusions:
(1) The detailed chemical structures of hydrogen
ated products were revealed by the HPLC-MS 
analytical method. Using this method, distribu
tions of aromatics, hydroaromatics and alkyl car
bon in complicated aromatic and hydroaromatic 
compounds mixtures could be evaluated.
(2) The reaction condition of 400°C, 30 min is 
suitable for the hydrogenation of SRC-II heavy 
distillate, from the viewpoint of the coal lique
faction solvent. At these conditions, the content 
of hydroaromatics as hydrogen donor components 
and recovery of the solvent fraction were max
imized.
(3) It appears, that production of organic gasses is 
consistent with the reduction of alkyl side carbon 
and naphthenic rings, and production of light oil 
is in agreement with the decrease of aromatic rings.
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New Relationships for Emission-Absorption Measurements 
of Alkali-Seeded Combustion Gases

Naoyuki K A YUKAWA and Yasuo YAMAZAKI

Numerical studies on emission-absorption measurements of potassium-seeded kerosene-oxygen 
combustion gases were carried out. It was found that the ratio of the optical thicknesses at two 
arbitrary wing wavelengths of the potassium 766.5 nm resonance line was nearly equal to the ratio 
of the respective atomic absorption coefficients which were calculated based on the temperature 
measured by the emission-absorption method at the far-wing wavelength. Using the formula, the 
optical collision cross section as well as the pressure and Doppler broadenings of the potassium 
doublet could be predicted theoretically with an error of less than one percent. The optimal 
difference between the far-and near-wing wavelengths is 1.0-2.0 nm. The error in the above optical 
quantities and also the seed atom number density are insensitive to the near-wing wave-length.

Key Words: Spectroscopic Measurement, Flame, Chemical Equilibrium, Numerical Analysis, 
Potassium Resonance Line, Absorption Coefficient, Pressure Broadening

1. m

m wTmwef & frbfnr u
UA'U,

v\ Bauman 6"'#,

* DEBSg# 19 B.
*J IE*, y f (®060 tL

wmimit 13&E8TB).
*2 (*)JDR (®163 2-1-1).

a ZL lX-7 3

o ^ o # a

7=7 -lA^o 2

tltil7 3 c fcas-cs 6. $

^ ft/: ^ fL-c v ./j &&

2. .v < $tiw.m£<nm%

& o #%%7

157-



1922 7/v* y mmm # * v> ^ # w a u» mas a

6 6
Lens I Lens2*1 h ** p Lens] Lens-4 Monochromator

sj; ♦H
Lamp Chopper q HGas

TT
PMT

El 1 f 3 2
!&

#85 7 y 7°7n £> ## A, 7(0) a #

#2 H <DX**mk\stz*mSL\±,

7(/7) = /(0)-e~r + e"r- /" dx k'B' eTx •••(!)

7:7^ L, B#77y?(D.&<#IXI#,

£>D, ii I T07fXO3fc^ff §
Tx = fo ^ T^x........................................................ ( 2 )

5*( 1 )£2S 1 %2^\i

v-vws-n&itftmiu *mt. zzT%m-rz>'&
JtlgHtt 1 000-3 000 KT&9, ft U ? AtO-S^P.!

^-f-y5a^W^T>l*:R!c0 3lo(D 
r,

aw, n= 2hc
A3 •exp he

AHb T (3)

kg#a. c,a„,A###, dt/wy^y^#, y?yy 
%%Tta. U7:t^T,
{SSL7 ^ 7y y h osisi* tl t-tat, /(o) 
= BU, TjT*)a.
kg< k^#$ rU)(D^#^k UT,

/(0)
■=ln bXr 7, (4)

eiea.
^^B(X, Tm) = 7,/(l-g-n T&a. LtAioT B(/.
Tl) t(Dtt&WiO&i 4 ) £fflv>a k,

H /W,T,. In h (5)Ac 7(0) + Ig — Ig + L
f 7(0), n ^E%k LT, %m7, k 7,+c e

a. Ia k Ig+l (DftMlZltm 1 (D X 5 \Z+ 3 ";;<\Z X
a###!#*:#wafia c
mtztzit 7(0), 7e+L t ia ammm
it?m\ t a a (6>.
^xzgs^^r-tii Te Thtux, ^(5)^ct 

0 /l k rLizJ:e>-f Tm = Tg WijkZtiZ. & tz, TL £ 

Ar im 9 T, Ib^l — B{Ar, Tg) = B(Ar, 
Tl), tteteh Tl = Tg tK&ttmznmLX titfz 
z&g*n#atia

-n, M±tifiMi^a tnmm t„ ms 
&srfcnn*afili:*a. ^^bDTIir»l, 
Ltztfe> T 7,^-7, k £ 9, SHBHatt## Kfi < *
a. u^uM^mti^sn^asina 

UtM 9flSc#t*< *a.
Lxcoyt^mz tt, r— 

£«lk&9, Tm kr/7zSS Tc fcOSti-SEtcS 
ifi-ra. x kif* kIS$z6S<DKH%ti

±(D«t 3 iz&m Tm (i%7felE^MS^x^^ h ;uS 
#&a#%iac «>%<#%$fia. u^u r ^h-pjl, 

TlH&hWLTW&ELNK £tm-ra 
ShzSse^tt^iEEtc^oa^s^^a.

fcJ:^

hyuti, ck a

k vTy-forty dvD$>a^xm& 
t%9, «fc aE^JE^ D Ji/p
■C2biitfo-yy'yKI»fc*a. E^^xrti^na

;p$-^CD7^--^ h (Voigt)gg^T^x. a(7).

By, = 7.- o, X exp (— y2)
a? + (ai, — y)2 dy (6)

^ ut 7,-2-/In 2 In Idvoi, dvDi = J&RkT In 2 /At, Rk

ti * V ^7 A (DiJTsjjiWL, di = dvp J\n2 /dvoi, C0i = 2(u
— Vi)J\n~2 /dvoi Thh. Mft at ttHWWC K v 7*7

-fcW 9 \Ztt?ZEEtl&& 9 (DitZm Lil^ 1 (D*- 
/T*>a. ~mz7 * — ? b fc&ft

(6 )-Ccoi>y tS^rm^^rnffLlUTOa-uy

77^7 h/>$"f#a.
p ^ 7. flr _ _2AvPln 

Ll yTr a i +coi dvi+4 ( u — u,-)2
(7)

!/ = cXi li^&%T&a. C^67-f y/7^
7 h yuii K 7 7°7-Lutf 9 izMM^Th 9 ETlEoB 

8tfc 9 0S51ttf*fca>a. aE7^7 h^M»B,-(/0
t&mm nk (DH7,(omw&Lk\t,

A = Z GrNK-Pi = ?,NK-Xi .....................(8)

k»a. ^7^L. G,=^W^,M2,/8^ /Iz.
%WL, gx,fr\$m$Ll, 2 CDEIttoS^, X,- twin Z 
©if®K^litiba. * y 7 a r ii a,=766.5 
nm(42Si/2 —427j3/2) k Az=769.9 nm(42Si/2 —4P1/2) CD — 
* * D| ^ 1 i * © ffe ® * Rft 1& t it & L X it Kl 1 k ^ * 
*, z = l,2 0to^^r®M^k%x.^a. z
nac7)*B|H(D A2, k */<% ttXiK(8)K«J: 9, A, T

158



U1to

Atomic Absorption Coefficient <, m2a-1

d 
ilk 3
d m
<3 #

I o> 

Nt T 
m n 
ot H 

a r

p<t r< s V 4 d 55ft
n at a 04 ft r\ at sc a

M a II
4 A 4 nr S._% 4 CM # w M a T4 CM 4- 1

d O -> <h- 1 d Xt A -d l
n -X 4 d 4 35 ai d b, rd d X

at
d

Viv CO -r 4 II m m X- r< sjv S3 a at a 99 "o" » a V
4, # -°'

V ~r d 4 d -r a d" ft CM d
xj

d; s? II
a 4 4

ni r
AaU CM -X 4 rd 04 4 <29 V sc Xr &M 1 | Ft

ll A ll hL
X! % ^l| % V CM % 4 5d 94 4-

4 99
r ~n o-

4 x. 
-r H-
V CJl
t# 3
9+ ti- 1+

CV ot :

4

CM

(d

4r

4*

CM

ai

i

rd
x

rr

r

d

1|
a, 1

<* 4

>4 ' d
% T

~ $ 1 
d & $ 

5+ |ffl 4i

;a e a

» 3 W
g d m

# p

?9f ?+

r ^ rd gin 4 ^

4 4 ! d
X H " m at A 4 a

4 n ': 5# a
99

Xli : 4 4 m d*- 4 'Z
4i d : CM

4- H ! 4 3
4 S3 nr

4 # ! -X d 4 \ 1
3* A

99 Y
a at

V St P r V a a p 4
ot 4 m a

~r. d P o- 4 4- M s m % yx d

? 99 r d -X a? V d # % z

F

>4
a

V}

-X

V
d

55ft
9+

H SC

I
ra
I
at

d

CM

:: 
^ si 

52 d
^ nr
2 m

m &

m d

v #

o

4 9-9

Ft

S3

a

^ d

S3

a

*

<d

#

4*

CM

hib
55ft 04
si
li

r ^ or 

r4 JZ H 
% d (4 
0 rj <d-

t* * 

d V 

r 4 
4 x|
Ft *
% d

S3

ti-
% sS 
9t

I
-B-
1$ nr
isf a 
d 26 

or N
a ^ 
a s

>fg n 
n V 

9t Cm 
Cm X'

§U

R “ fcti-

aK
#

d
n

SI
*

nr
a

I

n

9t
04

d
at

CM

d

h?
M
m
r

f

r
X rd
xi w-

0*
p d

Mm m dJ> 1 fY % 2 o
X 4 p & V d d 4 | 994

nr
CM oo ? V a Cm tx CM At4

Mi X r< O- S' 4
Ft

3

R
A

II
fY ? £

V a sJ> Q % 4
St + M

-r.
P(t

1 d
m %- 99 S3

a
#
d

4 4
S
X

d
* 4- Sr * 99

9-9 S- ° C9 d at
r

at

a
X
V +Ar

d
%

id
utk

|M
5# ><

sj> at
3 CM

rd & 4 + » 4' fY to

W> id nr CM d m -d
# a

5§ ft i A z d- s
S ? 4 X rnt 0^ a 99 + s

If

S 99. X
ll * a m v»- rt

% V d: d SV Or 21-

a 4 Mt M a a 4
Kg a X # » w a ©
a 99 iW X. d m nr X

2

4i m we p at 4 V a X

SF a# sd
4

CM
99 CM m 2

m o- o. -Hit d X
a s? m nr n a d m II

f

ll
o

f

’hr * a a X rd 9-r s Bf S -0- CM a 9" + A
S3 9-9 99 % ff Hf S3 % nr 4' d p ft x> V rd * 4

© m 4 sa 4# fd p a 99. 99 nr nr A n S3 P^t
X Or 4 m •s_% n- nr 4' FR t# M- a 4 d V M mS s|fr
a dk a a a d 4 0> 3 fd a A 1 CM all d to 4' *m 4' Sn m is? rh 04 ? Ft tttffl d V d 1+ & 4 3 g CM
55ft d m 4H o- dh rd CM C9 d d V d A d nr n

P n n m n » ti-e 3 (4 P? a 4 aw 4 m M fd
d

qg d- 9-r 9- xg
M

d
a nr s 1 CM H- M- aw

S 99. qtf o d" m 52 Frl} % r ?Dr ft d 1 3H CM
a d r

# 4 St d Mm 4 n fd
d

fr p vx 4 d.
* Sjv 4 d z a d d

Q M ft 3B o- 1 M -r d
rd d XZ3 o» 99 99 99 nr

&t at P z
4-

E ^5 at kLf

S' CM M
ft

nr

m
frit

?
St

?
33

r

CM 09

m
CM

1

4
9"

CM
pi

a CM 09
R\

d r< c~
% fd

5S n 4 99 m d ~r
f| b 0 X

4ir n rd
3 #

>fr
a 0 13 d

p? ft
)km 52 M 4; a s- +

4'

CM
d

99

«-
0*

d
.s- a

9r

a

nr w- 4
o>
?

M
d

nr

%
M
% fd

d

d
a 4

d-

1 s>

Ft
X

at
>4

4
# r sjv

4
rd % CM Mt£ 3 99

?
a V

M a- 4. 9ti

4

II M d z * fd 4- 4
& 09

p P X& r hr
o»

rv 0 4 a
[!

4 g sC 4 Mm

S >: m m ru r f nr a Cm Ha 3 ? # M- A 99

n fv St SI a rv n S E p 52 fd 4 F 4 a
X

m n

Mt *
w- pf

4
d
Mi
V

d
9+

n

a

©

x

d

x

V
Hg

o> z

1 Xt

© ^
li *+
<-n CM
3 ffi

X I
y 
3 
33 3

m. ** o> 
4 a a

a
94-
§
a

r>

5twf

hr
>4
%
to

+

(d

&

4
CM

d
?+
r
4-

Or M-
H F

m §

4- # 
d gg 

3" m

at Bi

D>
a

#
si
d

s

Id
$
rd
4

n
x

+ bo

X X? —
X ^

%
at
CM

a

nr
4
04 

M
a

5

ni>
?
p(t

m
sJU

X
A
Xt



1924 7/i/*

I^Kmn’xi^n, Q, Tmn} x(/^n, G, Tmf) 
Ni<m/-x(An, Ct, Tmj} X\Af, Ct, Tin/}

= 4>(An, a, NKmn, Nkiii/, Tmn, Tm/)
xy^.^.o', T^) ...............................................(14)

mn, mf biZtlZ'tlft* A 's7, A >7<Dit

mmzmt. y ©ja >/©
mm rmsTtimbbtiT^z. ## y# *©*&
%%\&t LX^ts. Ltztf-DX ¥ Zn&T&mTZti 
tfa.Avp,
<D§m£&s% * v t a ©stem

4. & m m m

V ^ A 48%*f§%$: 

K y- F$tl wt%muXtzWMXXiz X OMjW 
0"A©m^^, 0:84.79%, H: 15.0%, 

0 : 0.2%, N : 0.001%, S : 0.006% t L /: # e, E

tjz&o iznsmt zmm¥&'jc&<Dfc¥mn, co,
C02, H, HO, HS, Hz, H2O, HaN, KO, HNO, NO2, 
Nz, N2O, O, O2, SO2, SO3, S, K, K2O, H2S, 
K2CO3, KOH, HzN, COS©25@T*,6.-maL"C 

M5*Jtl, >/- h*m 1%, y=latm ©%e©-^6© 

t/i/e^(10-'°^±) **

X©® $ £ //=0.1 m, M£ S ©####©%&&##

r(z) £ 6. mm* v ? a$&® a
NXz)=%x( n - r 6.

ff-|MJ^T©¥AiKcfco*:. 7^-;hit®/^7 
/-fa H]t#(10)^ 6 1 ©^ -f, L%d:?-Ce 

12 107 h «-#J*LTif a £{5S L

s 10
NO-

2600 30002200

Temperature, K

12 3 *'J7A->- K*!»»*«&&#XOfflfiS
em<, p=iatm, 0=1,

/C y- 1 Wt%)

(2)x am* 0 iB,ia+L 0,

5£(5)ti>6 Tm, 2 61: r/xU Tm)/# <2 0 NKm & 
#£>, fflS©ft-S!l»gfc*©E*JE^D*5fc^oT^ 

t %sw 6.ifcas*2&

&$-3r/^(i4)T^#L^M» y
Bit, Tc=2 200—2 600 K, T*= 

1 000K~TC, />=0.5~3.0atm(z t: 2 6 f — ^), x„ 

= 0.0~5.0-10~21 m2a"\ a„ = 1.0-107~5.0-107 kt5.

5. It * £ $

H 4 KE# £ £ 1 * t 2 © 766.5 nm fc 7 A

>/©.&< waMx-tf <6Si#it
< #m#©aa#m: 2 o a<

wa#fc ©y^ A
mtitbbfcEEijfc&v&qijLttm 

©S6ffl*iiAXUlRl^i:^'026S©5$S»M6TT6. % 
$iaa *mwistzm£>bmm.<Dmfa*yr--r. sss*5 

g3M&^©j£**D *:-$a.s###4'&ua;, 
Tw *;<SL < {5Tf 6. EI5 l:E

tltti) t:if j&nL, r = l k 9 /f

6.
m 6 bz r=l t: jo O 6zS@ 2 &g ©If $!I{B 2 ^ ^ ft

©±«e©<® t (Dmg&m&m t Eft l r t*© ^
bZgtoZfr&vk?. r<l<D&&T<DmgltZtl*><Dte 
J: V'Js%^-%mbzM&-f6. VL±&e>, SKUtcSS? 

A 'sffc&miLbf, r^O.5)
o*"x©^Kam$-1%##, io%^T©^m

EftJ£*>*D©IEfi£ftJim ttzE16

O.Satm

l.Oatm

O.Satm
l.Oatm

g+L TC=2600K 
(0) T„ = 1500K

3.0atm
m2 a” 1

J__ 1__ L

757.5 766.8Wavelength, 0.5nm/div

12 4 ^—$1*" X til do t7 •$> * V f A 766.5 nm 
##mi3 0(Z)A<M . %1RX^X h/U

-160-



.11'

p

9-o-

r
d«•
0*
d

tt-
0>

n
0>
4

Or

•€?
R
w
fy
#
r

n
nr
o-

3
3 
w 
d 
g
CT
£ r<

$ ^

!l
5h"
Cm

y pi S 4 m O- ptf
r i4 % y- a

3 *n r< a 0»r FFl3 n X % Z y
r \ n n -—n m rv r™
rv d 31

v^iL

V IE
7~j

94

d

r< ^
a
m
*
vJ>

CM

(4

r4x.
3
3
ti-+ v>

3
3
o- 3v> 3

w

# a
O rh
a #

94- 0V
a s

8 ?

y nr

n
d ^

n CM
4 sd
d CM
% "
x>
-k
V
Mt

nrft
O

S » 
%nr mju

a
SB

SB

n m
^ 4-
»y %
4 #

3-
vjv

7
$z ^
-4 CO

3
a

% m
d y
^ !g

cv
n

4
CM 
%

SB

^4
4
d
S*
Of

#a

m

U MT

N -k
a v
Sr
M %" *n 
£ 4
nr II
a
SB ^
m *

CM

hPn
Si

£
rv

y 4ir M * m H X, (4 4 o- p# rv
z 4 P Ml m hr 3I U n #

CM 1 31 4 # ru 4 cr- %8 X CM e
m %

(4
4
UJ Q

8<> d
&

a
s

f4
4

HV n
3i

d
CM

M
4 M

IT
X, El

n M V a r< Z>. s 4, 4 4 4 S
% Pi d rv ft i4 5- 3 5z Mi S ? I 4
P Q 94 d 9n- 4 n 53 ?t (“T -M- M- 1 m it
cn 4 % o« 4 ~A d Q S3 V rv 9-r
9-r rv /v nr 4r n # hr c §8 d ~n a ? a d
O 2t i® CM d •k> ti- ht ft s
ami
#

4
CM g

#
4

cn
y nr d r 94 O-

it
0>
*d r &'

rv
s 1

4
r
d
Si

o-e
w
M

r^
nr
o-

CM
r

?
94 id

4
rX

a1
T'
nr

m
w-c~

d
Mi

?
3

dt
&'Q

£
rv

P <4 d d 51 CM 1 o- <4 V 9-r -ir rv
rv
/W

d
94 *

nw
CM

o-
0*

4J 4
(4

4
a 04

1
4

d.
4

Pi94 g
Si <4

a 4
d-t

r\
%

m
w fVc p> r< a

m
X m

y? ia rt Si 4 /x a d da m » 7 Ul y 4 h r< 3
SB 94- n n< (4 4 n- II rv 4

Optical Thickness

1 1 - 17 (WTf)lxlOO, % Ratio of Optical Thickness, rn/ r,
Seep

?

•€3

°o 9, 9

o o cn o
0) Q) (U o

CO R
o II

O O —| f—I

o o o mo o o

92
6i

 
’gw

ift
' 1 

s a
 sf

 n
^E

-ii
O

T
M

 > 
'rc

D
Ys

tw
m

m
 r. 

sm
/z



1926 7/1/* V ftiJMBt

tztzL, An it 766.0 nm 

K0J£L As £0.4nm £'fc H^xtTtmLTHS. 0

io it ac<D&mt> vmmizMtzm&mt&tKD&w 
zftnLtzig&Thz. mmom&itTvtnsv»#^- 
Tt 0.5%l^mT*, D, k#? < 0
M&L, aa&XB %1%n4A£2nmTMi&lzmi]at 
S. A/ awentclfiv^-a-, SE ffa r-5

1 SfLa Tnhf t ¥ iZ^ZtlZ Tns <DWL&®Mmt 
mm^-k# < , 2l/Ui^Ltffc^§ 1:
J:5. @0#^, /V 1±, r = l O&SJ:

f %%%##&###. 
&& «£ ^©E t LX J/t=1.0~2.0nm

r*)6.
j£&aasS!l^T£ -6 d a

tzm<x-f 6. liXT, aa t ±mum 
Tc?ftnztizm*MmtL, ac t

mti d i: **£>*>*. ^tcE^HA^D®

mmti A„-As iztb-f, Tw = l 000~2 600 KC®1

Tjsj:f $ ^c, si 13 c^-rx $ iz
7 *-7 Tto = l 000

~2 600 K Ofglt 2.5%J^rt©mm-Cft5EU#S. If

—1—1—1—

p-latm
Tc-2600K

-

-

r-2000K

Xn«766.0
-

/-1500K

Tv-lOOW

_j__ 1__ 1__

o«-2.0x!07

<n =3.0x10 ““nr2! 
—1—L. 1 1 1__ 1__1__

-»
_l__l__ 1__

-

0*0 0.5 nm/div 8.5
Wavelength Difference, Xn-Xf

m 11 ^d5)K:j:4^»rffifli©^,«[fc om;

:
Tc =26
Tv=l5

p-l£

r-r-r—1—
OOK
OO K -

i"

xlO7

OxlO7
-

- x^Vx

- l.OxlO7

III.

Xn =766.0

<n=3.0xl(
i 1 1

*2lm2a‘l -

0.5nm/div 8.5

Wavelength Difference, Xn-Xf

-
Xn*766.0 
Oa -2.CbclO’

nm
Tc-2600K

p=Iatm
-

Kf 3.0x10"■21m2a-1

2600K
:

-
2500K
20OOK

1500K

1 1 1

Tv-IOOOK
-

0.0 0.5 nm/div g 5
Wavelength Difference, Xn-Xf

19 Mra^(i5)a>6ft*£ft4 ffc fcMfffl®88: 12 ^(15) iz£iE.tifc&t)<D%i%t> om

2 0.0

Tc-2SOOK 
Xn »766.0nm

p-latm
2atm

0.5nm/div
Wavelength Difference, Xn-Xf

Tc=2600K 
p-l.Oatm 

aa«2.Qd07 
<n»3.0xl0-2lm2a

-

- Xn=766.0 nm
-

- Tv •2600K -

- 2000K .

Mook ° J -

1OOO K ' -

-

0.5 nm/div
Wavelength Difference, Xn-Xf

0 10 oc OK2i:SlftE^ kfiiS®®* 13 5£(15)KJ:£ affiO&fllk 9£S

-162-



1927

0-0 0.5nm/div

Wavelength Difference, Xn-Xf

8.5

14 l> 9&M:P&&X<D
wmmm

m# g(%, T«/) /ii, Xz
^3*!, mm a(a,,Tc)

Xl±.'V$U£>tZ etc t NKmn=TnlHx{An, Ctc, Tmn) <D ^

a, L%, 5%(i6).t

o,

NKm Tm

Hx(Ant Otc, Tm/) (17)

EixX 0 NKm 14 K^1\ ±
Nc t CDgkmt, m# NKm=t/Hx(A, da, Tm) *'

b^tzm 6 (D^X 0 %tL^m

(3) tfz<Dit¥&f£&g£*a<OiB&, u/x,

is
C-f K»A,fc**£, E^/A^r)
«sftfcE«n;#^.sai&fta5S^>f

(4) 6 fit gSggmK t: j: fUf 3 7 O
'>- KumBc&gfc io%uT(Dmm-cttmt z> z t 
»?rs 5. d0i#£©ff-«aggte 2&£03TOKJ: 
6f—mr* D, 9 Is 835g*f$K J: £

# ^ ^ a a.

6 titzitm&(DMft&J%:yt¥% 128^ ©

#-Q,

tlbltZ'DMT IWilZ^z^it 6T-/ET&Z).
%-cmm u y: )%# *- x m6%*# y n / ? A ^ c

@# v ^ tz tz v ^ tz mm ± k m
mz&t. £tz*&x¥mmfct$&nmtiLftmmffi&

m^zo-mx mm&A-?"/ ^x
omMLtz.

2: M

6. ifsn Effl

*VC;A(D##m766.5nm(D^^>^^

fum 2 m&A < 2

(D/< v ^ y r &mf fu#m#J h
# a.

(2) 2&m,
;/ y=x(^, a, T»J/*(/Le,
Tm/) 12, Ztl?tl<D$L&lzi5VZy6¥&Z<D}t r„/r, 
fcSfefcT«fcv>ffig-C#LV\ Z.<D&Mlt#AE.tl, 

/<y7/7>r,
23 ^kA,k'^#L^w.

(1) Riedmuller W., \ZA' 2 B,, Z. Naturforsch., 23a(1968), 
731.

(2) Daily, J. W. and Kruger, C. H., AIAA Paper, 76-134 
(1975).

( 3 ) Onda, K., f$ A1 2 Bi, J. Quant. Spectrosc. Radiat. Trans/., 

26(1981), 147.
( 4 ) Bauman, L. E. and VVolverton, M. K., Proc. 9th Int. 

Conf. MHD, 11(1986).
( 5 ) Self, S. A. and Kruger, C. H., j. Energy, 1-1(1977), 31.
(6) Kayukawa, N., Rev. Sci. Instrum., 53-11(1982), 1653.
(7) Michel, A. C. G. and Zemansky, M. W., Resonance 

Radiation and Excited Atoms, 3rd ed„ (1971), 162, 
Camb. Univ Press.

( 8 ) Radzig, A. A. and Smirnov, B. M., Reference Data on 

Atoms, Molecules and Ions, (1985), 226, Springer- 
Verlag.

( 9 ) Bauman. L. E.,}. Thermophys. Heat Trans/., 7-1 (1993), 
26.

(10) Hofmann, F. W. and Kohn, H., / Opt. Soc. Am., 51-5 
(1961), 512.

-163-



366

The Effects of Plasma Fluctuation in MHD
Generators*

(Studies with a Numerical Turbulence Model)

Naoyuki KAYUKAWA**

The effects of the spatiotemporal inhomogeneity of a plasma in thermal equilib
rium on the local and output characteristics of a Faraday-type MHD generator were 
investigated using numerically modeled turbulent velocity and temperature data. The 
conditions of Saha equilibrium in the range of the mean temperature level and the 
maximum turbulent frequency were given. The mean conductivity formula was also 
given as a function of the rms fluctuation. The average correlations between the 
electric field fluctuations and those of the conductivity in the mean Ohm’s law were 
evaluated in terms of the mean electrical parameters. Rosa’s G-factor was modified 
to include the spatiotemporal conductivity variance. It was shown that the one
dimensional anisotropic model somewhat underestimates the effective resistance of the 
turbulent MHD plasma with a two-dimensional anisotropy.

Key Words: MHD Power Generation, Combustion Plasma, Turbulence, Correla
tion, Effective Conductivity

1. Introducion

In many magnetohydrodynamic plasmas, the elec
trical fields fluctuate in time and space due to fluid- 
dynamical turbulence and/or combustion. In such 
circumstances, statistically averaged phenomena 
must be dealt with. However, the effect of the plasma 
fluctuation on the mean behavior of the electrical 
parameters has not yet been considered. We investi
gate the following subjects in this paper for a plasma 
in thermal equilibrium using simulated velocity and 
temperature turbulence data :

( 1 ) The temperature of the electrons and that of 
the gas atoms are almost always equal in combustion 
plasmas. However, the ionization and the recombina
tion reactions may not balance instantaneously when 
temperature is low and the fluctuation is rapid. From 
this viewpoint, the condition is examined in Sec. 2 
under which the Saha equilibrium is established. We 
also evaluate the error in the average electron density 
when the density is calculated from Saha's relation
ship.

* Received 3rd February, 1994. Japanese original: 
Trans. Jpn. Soc. Mech. Eng., Vol. 59, No. 562, B 
(1993) pp. 1863-1869. (Received 8th October, 1992)

** Center for Advanced Research of Energy Technol
ogy, Hokkaido University, Kita-ku, Kita 13, Nishi 8, 
Sapporo 060, Japan

(2) The electrical conductivity of the Saha 
plasma is a strong nonlinear function of the tempera
ture. Therefore, the conductivity calculated from the 
average temperature may be different from the aver
age of the conductivity itself. To date this effect has 
been ignored. In Sec. 4, we derive a formula for the 
average conductivity that will take the temperature 
fluctuation into account.

( 3 ) The mean behavior of the turbulent plasma 
should be described by the mean conservation equa
tions for the mass, momentum and energy, the mean 
generalized Ohm’s law and the Maxwell’s equations 
simplified by the MHD approximations.

In most papers published so far'" the turbulence 
model appropriate to ordinary fluids has been used 
approximately in the MHD conservation equations, 
but no model has been considered for the electrical 
equations, and instantaneous formulae have been used 
elsewhere. Clearly, the mean generalized Ohm’s law 
includes the correlation between the conductivity 
fluctuation and the electrical counterpart. Therefore, 
it is meaningful to examine the effect of gaseous 
turbulence on the mean electrical parameter. In Secs. 
6 and 7, using a one-dimensional nonuniform plasma, 
where the exact solutions can be obtained in space and 
time, we examine the influence of the fluctuation on 
the local mean electrical phenomena and on the power 
output characteristics of an MHD generator. The

Series B, Vol. 38, No. 3, 1995
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mean correlations will also be given explicitly as 
functions of the mean electric field and the current. In 
Sec. 8, in order to discuss the applicability of the one
dimensional model to a two-dimensional plasma, we 
analyze the instantaneous electrical phenomena under 
2 D turbulent velocity and temperature in the cross 
section of the MHD channel.

2. Relationship between Electron Number 
Density and Temperature Turbulence

Here, employing the ionization recombination 
rate equation for a combustion plasma, we investigate 
the response of the electron density to the fluctuation 
of the gaseous temperature and evaluate the influence 
of the mean temperature level and the fluctuation 
frequency on the mean electron number density. 
Denoting the electron density by ne and the seed atom 
number density by nK, the rate equation can be written 
as follows:

■^^-={ae+aB){nKK—nV) (1)

Here, the ionization equilibrium constant if is a 
unique function of the temperature and is given by

-#)K=( 2KmtkT )3/i exp
\ h2

. 0.5 -

time, 0.5 ms/div

(a) fmax=5 kHz, T=1800 K, p=105 Pa 
n0=5.32x20le/m3

Fig. 1(a) Nonequilibrium effect in the electron number 
density in a plasma with low-frequency tem
perature turbulence

time, 0.08 ms/di

(b) fmax=50 kHz, T=1800 K, p=105 Pa 

n0=5.67xlOle/m3

Fig. 1(b) Nonequilibrium effect in the electron number 
density in a plasma with high-frequency tem
perature turbulence

where e is the ionization potential, and me, k and h are 
the electron mass, Boltzmann’s constant and Planck’s 
constant, respectively. The Saha equilibrium value 
ns(t) can be calculated from the equation nxK—nl 
= 0. The recombination coefficients ae and ag are 
those of the reaction processes, where the third body 
is the electron and the gaseous particle, respectively. 
These are given by(2) ore = 1.09 x 10“2o«e7'~45 and by13' 

= 1.7 x Hr^ttpT-3'5. Equation ( 1 ) can be solved if 
we know the time-dependent temperature T(t) which 
is specified by an inverse Fourier transform method as 
described in Sec. 3. The gas particle density was 
evaluated by assuming the ideal gas law and the 
adiabatic condition. The calculated results are shown 
in Fig. 1(a) for a case with low maximum frequency 
and in Fig. 1(b) for one with high maximum fre
quency. The dotted lines are the Saha equilibrium 
values, which have the same time dependence as the 
given temperature. The normalization base density n0 
is the maximum ns value obtained in the time range 
analysed. Figure 1 shows a part of the whole period 
analyzed.

From Fig. 1(b) we see that, if the temperature 
fluctuation is rapid, then the phase of the electron 
density fluctuation becomes different from that of the 
given temperature and the turbulence level decreases. 
Figures 2 and 3 show how the error in ns changes with 
T and /max when the mean density is evaluated as the 
Saha equilibrium value. The error bars denote the 
finite number of samples. The error in ns has maxima 
with respect to the maximum frequency because the 
turbulence data have been generated from the spec
trum of first-order Markov type, which has a maxi
mum spectrum at zero frequency and has spectrum 
decreasing to zero at higher frequencies. The results 
shown above mean that the electron number density 
can be estimated from Saha’s equation if the mean

1000 1200 1400 1600 1800 2000
Mean temperature T, K

Fig. 2 Relation between the error in the mean electron 
density calculated by Saha equilibrium and the 
mean temperature

JSME International Journal
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K 14

if 8

25 30 35 40 45 50) 5 10 15 20

Maximum turbulent frequency f,

Fig. 3 Relation between the error in the mean electron 
density calculated by Saha equilibrium and the 
mximum turbulence frequency

Jc fi

Fig. 4 MHD generator channel and the coordinate 
system

temperature is higher than about 1 800 K and the 
frequency /max is lower than several kHz. When the 
temperature is lower than this and the frequency is 
higher than a few kHz, the Saha equilibrium equation 
cannot be adopted. In what follows, for simplicity we 
consider plasmas in the range of the Saha equilibrium 
conditions.

3. Numerical Data of the Velocity and 
the Temperature Fluctuation

The MHD generator channel and the coordinate 
system are shown in Fig. 4. We assume that the 
magnetic field B is in the z direction and uniform, that 
the electrodes are positioned at y = 0 and H and that 
the insulator walls are at z = 0 and W. The mean 
velocity and the temperature are given by the l/7th 
law within the boundary layers with a thickness 5. In 
the y direction, only the fluctuation part of the veloc
ity is considered and we assume no velocity compo
nent in the z direction, since the latter has primarily 
no influence on the electrical behavior. The fluctua
tion of the velocity components in the axial and in the 
electrode direction is denoted by u and v', respective
ly and that of the temperature by T'. The inverse 
Fourier transform method may be used for the turbu

lent power spectrum to calculate approximately the 
time series data of the fluctuation #'=(%', v', T'). 
Here, we employ the following spectrum of the first- 
order Markov type, because the spectrum of the MHD 
plasma is undetermined.

Sg(f)=W2 ^2 _|_ ^2 (3)

In the above, g72 is the variance of the fluctuation and 
$ is a constant. Introducing the random phase angle 
8j, the fluctuation data can be calculated from141

g'(t)= Cg 2 HnSgAfj • cos {2nfjt + &). (4)>=i
In the following analyses, the coefficient Ca was cho
sen to be Cu — 1, 0 = 5 and 0=4 so that the average 
intensity would equal the empirical turbulence level, 
and the maximum frequency was assumed to be 1.7 
kHz and the minimun to be 35 Hz. In order to make 
the variance zero on the walls and to obtain a maxi
mum within the boundary layer<5), we assumed the 
following weighting function for ~gn.

y^=(^)("y)''c'exp(-B'y) <5)

Here, H is the electrode height. The constants Ag and 
Bg can be determined by specifying the maximum and 
the minimum variance respectively at the point yme.x 
where Eq. (5) reaches the extremum, and at the 
center y = H/2. The signs of the fluctuations were 
determined statistically so that the signs of the mean 
correlations u'v' or v'T' are opposite to that of the 
gradient of the mean velocity u or mean temperature 
T.

Examples of the axial velocity and the tempera
ture at a vicinity close to the wall and in the core are 
shown in Figs. 5 and 6, where Y is the nondimensional 
distance y/H, and d/H was assumed to be 0.1818. The 
mean velocity and the temperature are given by u = 
uc{yl8)xn and T = TW + {TC~ Tw)(y/d)117, respectively. 
The mean correlations u'v', v'T', o'u' and a'v' are 
distributed as shown in Fig. 7. The turbulent conduc
tivity has the same sign as the turbulent temperature, 
and the correlations u'v' and v'T' take statistically 
the opposite sign to those of du/dy and dTldy. 
Therefore, o'u' is positive in the whole space, while 
a'v' is negative on the cathode side and positive on 
the anode side. In the above, the electrical conductiv
ity was approximated by the following formula that 
fits the chemical equilibrium composition analysis16’ of 
a KOH-seeded kerosene-oxygen combustion plasma 
with 1 wt % of potassium seed.

o{T,p) = 89.9 t--exp(—(6)

It should be noted that the maxima and minima of the 
variance calculated as above are smaller than those 
assumed in Eq.( 5 ) to specify the coefficients Ag and
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time, 4.38 ms/div

Fig. 5 Examples of the axial velocity turbulence data of 
1 D nonuniform model

f* 1.25 

~ 1.00
v-----T(t)/TRat Y=0.5

2! 0-75 *—T /t —A ' T(t)/1^atY=0.003

I l 0.50 h
c v
5 a 0.25 
c ^

M 0.00

"Tw/Tc=0.667

time, 4.38 ms/div

Fig. 6 Examples of the temperature turbulence data of 
1 D nonuniform model

o Eq. (7) T=2000 K

•h 1.15

T=2700 K

r i .00 L-o:

Fig. 9 Relation between the mean conductivity and the 
mean temperature

-21.8

(cathode) y/H (anode)

Bg, because of a finite number of samples and finite 
number of discrete frequencies considered.

4. Effects of Turbulence on Mean Conductivity

The spatial distribution of the conductivity calcu
lated from the data shown in Fig. 6 is given in Fig. 8. 
Compared with the temperature, the conductivity 
fluctuation is more noticeable. We note the mean 
conductivity increase in comparison with a{T)\ this 
increment due to the temperature fluctuation was 
calculated approximately from Eq.( 7 ). Results are 
shown in Fig. 9.

Equation (7) well describes the mean conductivity of 
an equilibrium turbulent plasma. The conductivity 
increment depends markedly on the mean tempera
ture, that is, from 10 to 20% in the temperature range

occurring in boundary layers and a few percent in the 
core temperature range. The mean intensity of the 
turbulence J T'2 is approximately proportional to the 
gradient of the mean temperature, so that if the 
fluctuation is not taken into account, a significant 
error may result when performing calculations for 
regions near the walls.

5. Average Electrical Parameters and 
Electrical Correlations

In this paper, we deal <\qth the influence of veloc
ity and temperature on the electrical parameters. 
Therefore, the basic equations are the generalized 
Ohm’s law and Maxwell’s equations. Neglecting the
ion slip and the induced magnetic field, we can write
the instantaneous forms as

J = o{E + V x B) — /J.J x B (8)
V x S’= 0 E = —V<J> (9)
V-J = 0 J = Vx 0, (10)

where E and J are the electric field and the current 
density, and 4> and 0 are the electric potential and the 
current stream function. The time average of the first- 
order fluctuation is zero and the fluctuation in mobility 
can be neglected because of its weak dependence on 
the temperature. Thus, we can write 

J = a{E + V x B) — /jJ x B 
+VW+W'xB. (11)

The averages of Eqs.(9) and (10) take the same 
form. As shown above, the mean current density J
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and the mean electric field E can be determined if the 

correlations a'E' and a’v' can be specified. The 

latter is related only to the plasma properties, while 

the former is affected generally not only by the plasma 

states but also by the external electrical load.Thus, 

we assume here a Faraday channel with infinitely 

segmented electrodes and perfectly insulated walls.

Once the mean current is given, the source term in 

the equation of motion can be written as J xB. On 

the other hand, the energy equation has the mean 

source term of the form J E or Pfa, which may be 

written as follows :

J7E = J’E+T7W (12)
JrJa=J-E+TTE7+J-(VxB) + J'-(V'xB)

(13)

Therefore, in order to close the turbulent MHD equa

tions, the evaluation of both J’-E' and •/'•( V x B) is 

also necessary.

6. Solutions for ID Nonuniform Plasmas

As seen in Eqs.(8) and (9), the electrical 

parameters of Saha equilibrium plasmas depend 

explicitly upon only the spatial coordinates. In this 

respect, the spatially averaged formulae for the 

effective current, the electric field and the conductiv

ity have been studied in several papers. Rosa<7) has 

proposed an effective conductivity formula of aeti= 
<o>/G* based on a one-dimensional plasma nonunifor

mity in the electrode direction only. Here, the bracket 

< > means the spatial average. With Hall’s parame

ter @ = G* is defined as

G* = <o>(^^)-</?>:. (14)

This factor accounts for the increment of the plasma 

resistance due to the spatial nonuniformity and is 

always larger than unity except in the case of uniform 

plasma. In this paper, we employ Rosa’s model for the 

spatial nonuniformity. According to this and to the 

infinite segmentation of electrodes, Ex and Jy are 

constant with respect to y, and from the assumption 

of a Faraday channel, <A> —0. Then the solutions of 

the potential and the current stream function can be 

obtained as follows:

— Ex(t)x— f Ey{t, y')dy' + Vc (15)

4>= ~Jy(t) + Jo Jx{t, y')dy’ (16)

The output voltage is given by Vc— VA-<f>(t, x, H), 
and I/W = </>(t, P, H) gives the output current per unit 

width in the z direction, where P is the electrode 

pitch. The electric field Ey and the current density Jx 
can be calculated from

Ey = aB + (7 <0> /

-4'-W)a (i7)

h={°^>~p)i"+°(v'~PP)B- (i8)
Hall’s electric field Ex is determined by the condition 

</x> = 0, and the output current density by Jy = I/PW. 
We calculate the time mean values by adding the 

number of instantaneous solutions for the velocity and 

the temperature data given in Sec. 3, the fluctuations 

by subtracting the time mean from the instant value, 

and the mean correlations by taking the product of 

any two fluctuations.

Figure 10 shows the solution 0, y), where, S/H 
= 0.1818, 0 = 3.15, and the load RlPWoc/H=4.0. The 

solution for the case without fluctuation is indicated 

by 4>*. The plot of a constant stream function <p = 
const( = 0) under the same plasma and load conditions 

is shown by x/H as a function of y/H in Fig. 11. Also, 

the power output per electrode is shown in Fig. 12. 

The power is supplied to the external load, when the 

electric field and the current density have opposite 

sign, so that a lower negative value means a higher 

power output.

From the results given above, we see that at first 

the local electric field fluctuates significantly. The 

open voltage Vo shows less fluctuation because it is 

affected by the velocity fluctuation only. However, 

the behavior of the electrode potential under loaded 

conditions is greatly affected by the conductivity tur

bulence. This tendency coincides with the experimen

tal observations. Furthermore, the mean cathode 

potential decreases in comparison with that of a 

plasma without fluctuation and the power output 

decreases considerably. The mean path of the current 

becomes asymmetrical due to the spatial characteris

tics of the correlation a'v'.

7. Correlations and the Effective G-Factor

In this section, we evaluate the mean correlation 

a' E' — oE —.oE in terms oi J, E and it. We took 

the conductivity fluctuation up to a'3 into account in

(cathode) (anode)

Fig. 10 Potential distribution in space and time
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0.5

0.0

-0.5
0.0

(cathode)

Fig. 11 Distribution of the current stream function in 
space and time

o 1 2 3 4 5
/<TT7^/Tcx100,Z

Fig. 13 Effects of the temperature fluctuation on the 
mean G-factor

Instantaneous power

Power with (u1,v',T'=0)
-0.103

time, 4.18 ms/div 

Fig. 12 Electrical power output

time, 4.38 ms/div

Fig. 14 G(t), G and G* (Numerical conditions are the
same as for Fig. 13)

substitution of the solutions Ex and Ey given in Sec. 6 
into oE. Considering the results shown in Fig. 7, we 
can neglect the spatial average a'v' ~~ 0; then we 
obtain the solutions as Eqs. (19) and (20) :

f’f/lgT.+oG*)

ir^+TOr T1&

+ d'w'BT zZB-y—G(?^)

(19)

(20)

As regards the other correlations, it can be shown 
numerically that J'-£,,~/y£'y~0.03/J, Ey, v'J'x~~0, 
and «7;~0. The correlation a'E'y is positive between 
the electrodes and has a similar distribution in y as 
o'u . The correlation o'E'x is negative near the 
electrodes and positive in the outer region. Its magni
tude is about o'E’y/20. It is also shown numerically 
that a\o')—~oPl! 10.

Defining the effective conductivity as

Oe ff = <Q> LH (21)C Vo- Vc 
we obtain G by the substitution of Eqs. (19) and (20) 
into Eq.(10) as follows:

1 + /?2

G = < o>

+ o(#:-^^-)=Go+JG (22)

The first and second terms on the right-hand side are 
replaced by Go, which describes the decrease in the 
conductivity due to the conductivity nonuniformity in 
the space. The influence of the spatiotemporal vari
ance is accounted for by AG. In the case of a plasma 
without fluctuation, we can set G = G0= G*.

In Fig. 13, the relation of G/Go to the temperature 
turbulence is shown for the case of 77 —1 800 K, 8/H 
= 0.1818 and />= 105 kPa. It is seen that in a spatially 
nonuniform plasma AG/Go is about 10%, and in a 
plasma that fluctuates in time but is uniform in space, 
AG/Go is about 3%. It should be noted that o in Go 
includes the effect of the temperature fluctuation. 
When Go is calculated from the mean temperature 
only, as is generally the case, then for the present 
plasma model G*/G~50% as seen in Fig. 14. In this 
case, the plasma resistance may be underestimated 
and the power output overestimated to a considerable 
extent.

S. Effects of Two-Dimensional Turbulence

Although an exact solution can be obtained for a 
one-dimensional nonuniform plasma, that model can
not describe the real situation accurately. Here, we 
examine the validity of the 1 D model using 2 D 
nonuniformity and fluctuations within the channel
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cross-sectional plane. Since axial convection is much 
larger than the transverse flow in an MHD channel, to 
a good approximation we can neglect the variation in 
the x direction. Accordingly, Ex is constant over the 
cross section. Rearranging Eqs.( 8 ) and ( 9 ) in terms 
of the electric potential, we obtain

<t>yy + (l + /S2)0zz + -^-0y + (l + y92)-^"0z

+ UyB — vyB--^-(/3Ex—uB + 0vB) = 0, (23)

where the subscripts, except in Ex, denote partial 
differentiation with respect to y and z. The time 
series data of the velocity and the temperature were 
given at the FDM mesh points by adding the fluctua
tion component to the mean 1/7 th profile, where the 
method explained in Sec. 3, (i.e. the weighting func
tion /g^) was extended to two dimensions. The 
boundary layer thickness of S/H= S/W = 0.15 and a 
wall temperature of Tw=l 800 K were assumed. 
Examples of the instantaneous distribution of the 
velocity and the temperature are given in Figs.15 and 
16, respectively. In these cases, the velocity variance 
is from 3.4 to 9.7% of uc and that of the temperature 
is from 2.7 to 3.8% of the mean core value 2 800 K.

Using these data and the boundary conditions 
d<p/dz = 0 on the electrodes and J2 — O on the insulator 
walls, the distribution of the potential was calculated 
as shown in Fig. 17, where Vc/ucBH — 0.5A and /? — 
1.93. The potential fluctuation in the electrode bound
ary layers is significant, and this means that the 1 D 
model which neglects the variation in the 2 direction 
is not appropriate. Although no figures are presented 
here, it should be mentioned that with decreasing wall 
temperatures, an eddy current appears in the insulator

boundary layers and results in decreases in Jy, the 
output current and the open voltage.

A number of the analyses mentioned above were 
performed and the results were added to obtain the 
mean plasma resistance. Final results are compared 
in Fig. 18 with those of the 1 D model. It is shown that 
if we assume the 2 D model to be correct, the 1 D 
model overestimates the plasma resistance when the 
wall temperature is high, while it underestimates the 
resistance when the wall temperature is low. The 
actual wall temperature may be less than about 
2 000 K. Therefore, we conclude that the influence of 
the plasma turbulence in time and space upon the 
effective mean values is more critical than is esti
mated by the 1 D turbulent model.

Cathode(1800)

Anode(1800)

Fig. 16 An example of the two-dimensional turbulence 
of the temperature [isotherm plot, dark area : 
2 800 TS3 090 K(=+M point)]

Fig. 15 An example of the two-dimensional turbulence
of the axial velocity data [constant u/tic plots, Fig. 17 Distribution of the equipotential lines in the cross 
dark area : 1 S ul uc S 1.17(= +M point) plane
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6/H = 0.15~ 1.4

« 1.0

1800 2000 2200 2400 2600 2800

Wall Temperature, K

Fig. 18 Errors in the effective resistance in the evalua
tion with the one-dimensional model

9. Conclusions and Discussions

In order to pursue the influence of the statistical 
fluctation of Saha equilibrium plasmas upon the mean 
performance of a combustion plasma MHD power 
generator, we first clarified the range of the turbulent 
maximum frequency and the lowest temperature level 
for which Saha’s equilibrium can be assumed. It was 
confirmed that it is sufficient to take into account the 
temperature fluctuation up to the second order in the 
evaluation of mean scalar conductivity. Next, the 
electrical behavior was analyzed with the use of sta
tistical numerical data of velocity and temperature, 
from which it was shown that the deterioration of the 
output characteristics of an MHD generator due to 
turbulence is crucial. In order to evaluate this effect 
in terms of effective conductivity, the mean correla
tions between the conductivity fluctuation and the 
electric field counterparts in the mean generalized 
Ohm’s law were explicitly given, and then the conven
tional G-factor was modified to take the temporal 
fluctuation into account. Finally, the mean plasma 
resistance obtained by the potential analysis for two- 
dimensional turbulent plasmas was compared with the 
result of the one-dimensional model. It was concluded 
that the 1 D turbulence model somewhat overesti
mates the power output of an MHD generator.

The influence of the electrical parameter fluctua
tion upon the plasma behavior was not examined in 
this paper. In Saha equilibrium plasma with low 
magnetic Reynolds numbers, the electrical equations 
have no characteristic time. Therefore, the electrical 
behavior affects the thermal and fluid-dynamical 
plasma performance only through the Lorentz force

and Joule heat terms. The former may suppress 
turbulence u and v' perpendicular to the magnetic 
field in the core region and in the electrode boundary 
layers, where the current density is large. Hence, the 
turbulence effect is certainly less than those presented 
in this paper. For quantitative evaluation, we must 
solve the entire set of time-dependent MHD equa
tions. The effect of Joule heat term may differ depen
ding upon the amount of the local Joule heating and 
the heat conduction to the walls. When the thermal 
diffusion is sufficient, the plasma fluctuation induced 
by the electric field may be ignored. In the opposite 
case, an electrothermal instability181 may be induced. 
In thermal equilibrium plasmas, this phenomenon 
occurs dominantly in low-temperature boundary 
layers near electrodes with high frequencies in gen
eral, so that the assumption of Saha equilibrium may 
not be adopted. Discussion of such turbulent plasmas 
is beyond the scope of the present paper.
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The correlations between fluctuations of the flow and those of the electromagnetic fields in a partially ionized 
plasma were numerically investigated. The currents due to prescribed flow field fluctuations were calculated by the 
generalized Ohm’s law. The time-averaged flow fields were assumed to obey the 1 /7-th power law. Intensities of the 
velocity and temperature fluctuations were given as functions of the distance from the solid wall of the duct. The 
Reynolds’ stresses and the turbulent heat fluxes were also taken into account in evaluating fluctuations of velocity and 
temperature. Conventional methods ignore these factors in calculating the correlation of electromagnetic fluctuations 
with those of flow fields. This paper has shown that such a conventional method is valid only for the time-averaged 
electrical quantities of the plasma. It has also been shown that the externally-applied nonuniform magnetic field, 
known as the shaped B-field configuration (SFC), is effective in suppressing the Joule dissipation in the presence of 
these fluctuations.
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Table 1. Numerical conditions.
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Abstract

The applicability of the new depth-atomic absorption relationship to measurements of optical 
properties of an alkali metal in a non-uniform multi-component combustion flame was numerically 
studied. The relationship describes the equality between the ratio of the optical depths at far to near 
wing wavelengths and that of the atomic absorption coefficients at the respective wavelengths. An 
introduction of biases into theoretical wing intensities and the evaluation of the ratio of the atomic 
absorption coefficients with far wing temperatures are essential features in the formalism. It is 
shown that the relationship has sufficient sensitivities to the change of optical quantities to be 
measured under realistic flame pressures, temperatures and wing spectral levels when the two 
wavelengths are adequately separated.

Keywords: Spectroscopy; Flame; Alkali metal; Optical depth; AAC

1. Introduction

The knowledge of the flame temperature, the ground state atom density and the spec
tral properties of a specific radiating atom is of basic importance in combustion chemis
try, radiation heat transfer and in the field of combustion plasma technology. The mono
chromatic emission absorption method developed by Strong and Bundy [1] has been 
widely used to measure flame temperature employing an isolated spectrum emitted from 
alkali atoms added to the flame as the emission source or the seed to enhance the flame’s

1 Presented at the 30th Anniversary Conference of the Japan Society of Calorimetry and Thermal Analysis. 
Osaka. Japan, 31 October-2 November 1994.
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6 6
MonochromaterLens2 >imi* Lens3Lensl Lens4

Chopper

Flame

Fig. 1. A basic optical scheme of monochromatic emission-absorption measurement and the optical path co
ordinate.

electrical conductivity. In the optical scheme shown in Fig. 1, the flame temperature and 
the optical depth can be calculated by discriminatively measured monochromatic signals 
of each the lamp plus flame emission, flame emission only, and pre-flame lamp. Even 
when the flame temperature is non-uniform on the line of sight as in the case of channel 
flows with a hot core region bounded by cold boundary layers, it is known [2] that the 
temperature measured at an appropriately far wing wavelength is close to the hottest 
temperature in the core with definite errors of less than a few percent.

In principle, the ground state number density of the emitting species can be calculated 
by the optical depth per unit length divided by the atomic absorption coefficient (AAC). 
However, reliable measurement of the AAC requires correct identification of the colli
sion dominated half width of the resonance line (Lorentz breadth), which further requires 
a correct optical cross section (OCS) of the emitting atom. The correct Lorentz breadth 
may be obtainable by taking the effect of flame constituents and the adequate modelling 
of the OCS dependence on the flame temperature. In the past, emission absorption den
sity measurements of fossil fuel fired magnetohydrodynamic channel flows [3,4], con
stant OCS data of Hofmann and Kohn [5] or Hinnov and Kohn [6] obtained in a uniform 
acetylene-air flame based on Hinnov’s intensity density method [7] have been employed. 
The contribution of flame constituents on the collision process has also been neglected. A 
part of the relatively large error of from several tens to a hundred percent may have re
sulted from the uncertainty in the OCS and the Lorentz breadth.

Recently, we have shown [8] in the two wavelength emission absorption method that 
the ratio of the far wing optical depth to the near wing counterpart was closely equal to 
the ratio of the AAC at the same wavelengths, provided that the latter ratio was evaluated 
by the temperature measured at the far wing wavelength. This depth-AAC relationship 
can be used to calculate the OCS and the Lorentz breadth with the measurements of two 
wing optical depths and the far wing temperature. However, the experimental applicabil
ity is crucially dependent on the sensitivity of the relationship to the variation of the 
quantity to be measured. This paper is devoted mainly to examine the appropriate range 
of the wavelength separation, the gas pressure, the temperature non-uniformity and the 
bias level. The use of biases has been proposed to describe actual wing spectra, which, as 
observed by Bauman [9], are higher than the theoretical values by an order of magnitude.

The flame is a kerosene oxygen combustion gas in chemical equilibrium seeded with 
48% KOH aq. by 1 wt.% of potassium. An example of the calculated mole fractions of
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• Kerosene+02+1^% K
r p=ioo kPa

30002000

Temperature / K

Fig. 2. Major chemical constituents of kerosene-oxygen combustion flame with 1 wt.% potassium under at
mospheric pressure and an O? equivalence ratio of 1.0.

the major constituents is given in Fig. 2. In the following calculations, we considered 27 
neutral species in thermodynamic equilibrium. It is assumed that the flame has non- 
uniform temperature distribution on the optical path with boundary layers of the 1 /7th 
temperature profile and a constant temperature core layer (see Fig. 1).

2. Emission absorption theory and the depth-AAC relationship

The optical depth r(A) at the wavelength A is defined as the integration of the absorp
tion coefficient /c(A,x) = N(x)k(X,x) along the optical path x\

= Af(x)/c(A,x)dx (1)

where /c(X,x) and N(x) are the AAC and the potassium number density, respectively. The 
AAC k{X,x) is a function of x due to temperature non-uniformity. For potassium D-lines 
the total absorption coefficient may be the sum of each contribution from the resonance 
line A, (766.5 nm) and X2 (769.9 nm). Introducing a constant bias per emitting atom, 
the AAC is given by

K(X,x) = YJGiPi +Kn (2)
/=!

Here, C, = A' -(gh /gt)-Ahj /8jt,, gh and g, are the statistical weight of the excited and 
ground levels, and Ah, is Einstein’s coefficient of spontaneous emission. According to 
Radzig and Smirnov [10], G, = 1.87 x 10"5 m2 s_1 and C2 - 0.92 x 10~5 m2 s_1. The 
probability function P, is generally given by the following Voigt function [11]:
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rv2 Vln2/7T aj j.

Av Di 71

exp(-) )
<3: +

d)’ (3)

For wing spectra, Hq. (3) can be simplified by the approximation w, >> y to result in the 
following Lorentz function:

P:
2 Avp 

71 AVp +4(v- v,)2 (4)

Here, af = AvD,V(ln 2)/Avp, AvD/ = V(8jt/?7 In 2)/2,- is the Doppler breadth, Arp is the 
Lorentz breadth, R is the potassium gas constant, T is the temperature w, = (v - v,)V(ln 2)/ 
Avd/, V/ = c/2,- is the frequency of the ith resonance center, v = c/2, and c is the speed of 
light. The Lorentz breadth Avp is defined by

Avp = 'Ln,(v!k)Q!k (5)
s*K

where /V, is the number density of neutral species except potassium, and 
(vsk) - ^(%kBT/7rmsK) is the relative speed, where kB and msK = msmKl{ms + mK) are the 
Boltzmann constant and the reduced mass, respectively.

In many past emission absorption studies on the potassium seeded combustion plas
mas, a constant optical cross section QsK has been assumed, i.e. QsK = 6.0 x 10~19 m2 for 
21 or <2sk = 5.77 x 10-19 m2 for X2 [5]. Also, the effect of each component on the Lorentz 
breadth has been neglected. However, as mentioned above, the OCS of potassium may be 
different in each flame with different temperature and collision partners. Therefore, ac
cording to Margnau and Watson [12], we assume here the temperature dependence of the 
OCS as <2sk = C(vsK)~2/5, where C is a constant of the order of 10~37 m6 s_1, that relates to 
Van der Waals’ force and the model of the interaction potential. However, no rigorous 
expression of C has yet been given for alkali metals in combustion gases. Neglecting the 
difference in <2sk for 2, and 22, we can write Eq. (5) as

Ayo = apT~°J
s*K

1 1 
+

0.3

Mr M K )
(6)

Here, the new constant coefficient is defined as a = C(8/?0/jr)0%B, R0 is the universal gas 
constant, p is the pressure, Ms and MK are the molecular weight of s and K, respectively. 
Xs is the mole fraction of s, which is calculated by the equilibrium combustion analysis as 
function of the temperature and pressure. The flame temperature can be evaluated by the 
following formula [13]:

TmW = T,
he <Po (2) + 0l(2)-0 l(2) JJ

-l

(7)
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where the suffix m stands for the measured value, h is Planck’s constant, K] is the 
transmissivity of the incident system (lenses 1 and 2 in Fig. 1) and TL is the brightness 
temperature of the lamp filament. 0L(A) is the lamp light intensity defined under the 
condition of no absorption (no potassium). The intensities <pg + L(A) and (pg{X) are the 
emissions with and without the incidence of the lamp light, respectively. Assuming no 
optical loss in the detection system after lens 3, (pg + L(A) and (pg(X) are given approxi
mately by the solution of the one-dimensional radiation transfer equation [2] as follows:

(A) = exp(-r(A))(&(A, %)B(A, x) exp(JJ&(A, %') dbr')) dx (8)

+ = ^L(^)6xp(-T(A)) + ^g(A) (9)

where B{X,x) is Planck’s blackbody function, which is given under Wien’s approximation 
hc/kBTX » 1 as

B(A,x)
2 he f he
——exp---------------

A^ t, AAgTWj (10)

The lamp emission is given by <pL(A) = S(A,7L). The experimental formula of the opti
cal depth r(A) can be obtained from Eq. (9) as

r(A) = In
0 LW

(ID

The temperature given by Eq. (7) is derived from the ratio B(X,Tm)/B(X,TL) by assum
ing constant properties at Tm in Eq. (8). For wavelengths outside the center region, typi
cally at optical depths of less than unity, Tm and absorption coefficients evaluated with 
Tm well describe the values corresponding to the core region [2], Therefore, if the coef
ficient a, namely the Lorentz breadth is known, the core potassium density can be ap
proximately evaluated by

'VmG) = r(l)
Hk(X, a, 7j„ (A))

(12)

where the absorption coefficient per atom is defined by Eq. (2). In cases where an exact 
AAC is known, the error in /Vm(A) relative to the core value is about 10% at wing wave
lengths, where r(A) < 1.0.

A method so far known to determine the Lorentz breadth is the intensity density 
method developed by Hinnov [7], which, unfortunately, cannot be applied to non- 
uniform gases and fixed potassium density.

On the other hand, we have shown numerically that there exists the following ap
proximate equality in two wavelength emission absorption spectroscopy [8]:
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A =757.0 '~766.0 nm

Fig. 3. Relationship between the ratio of optical depths 7(An)/7(Af) and the ratio of atomic absorption coeffi
cients k (A n ,a a,7m(Af)//c(Af ,a a,7m(Af)) for various wavelength separations An -Af and pressures.

t<7J _ ^rg^nihf)) (]3)

r(Af) K(A[,a,Tm(Xf))

where An and Xf are the near and far wing wavelengths, respectively. It is to be noted that 
the temperature dependence of the AAC at Xn is described by Tm(Xj). Together with an 
appropriate modelling of the temperature dependence of the Lorentz breadth as in Eq. 
(6), the accuracy of Eq. (13) is assured by the use of Tm(Xf) in tc(X,a,T) at An. Assuming 
the non-uniform temperatures in boundary layers as Tg(x) = Tw + (Tc- Tw)(x/c5)in, we 
can calculate emission absorption spectra from Eqs. (8) and (9), the optical depth from 
Eq. (11) and the AAC from Eq. (2). The coefficient a, the bias k„, the pressure p, the 
boundary and core temperatures Tw and Tc are considered as given parameters with 
fixed d and H in the following calculation. The ratios r(An)/r(Af) and 
rc(Xn,a,Tm(Xf))/k(Xf,a,Tm(Xf)) thus calculated for d = 0.02 m and H - 0.1 m are plotted in 
Fig. 3 under various wavelength separation AX =Xn - Af and pressures. This result clearly 
demonstrates the equality (13). The equality has been confirmed also for a wide range of 
temperatures Tw = 900-2000 K, Tc = 2000-3000 K and biases /cn=1.0x 10-25- 
1.56 x 10~21 m2 atom-1.

3. Sensitivity of the depth-AAC relationship

The depth-AAC relationship (Eq. 13) can be regarded as an algebraic equation with 
respect to the coefficient a. However, experimental determination of a with measured 
optical depths and temperatures requires a high sensitivity of the relationship to the 
variation of a. We define the sensitivity S as

^n) /C(A„,G,7m(Af))

T(Af ) K(Af,<3,Tm(Af ))
(14)
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100.0

-- 5.0
-- 3.0

-50.0

-100.0

Coefficient of Lorentz Breadth a

Fig. 4. Sensitivity of the depth-AAC relationship to a at different separations of far and near wavelengths.

Fig. 4 shows the sensitivity to the coefficient a under various wavelength separations, 
Here, aa is the prescribed “true” coefficient and the horizontal axis are arbitrarily as
sumed values. The ratio r(An)/r/(Af) and Tm(Af) are calculated with aa. The point where 
the curve intersects the line S(a) = 0 gives experimental values of a. We see that the 
sensitivity decreases when An and Af are close to each other. However, it is sufficiently 
high when An - Af > 5.0 nm with Xn fixed at 766.4 nm in the present case. That the a value 
of the intersection is close to the prescribed value irrespective of AA may indicate that 
quite accurate measurements of the Lorentz breadth can be expected by this formalism.

In Figs. 5-7 the sensitivity is calculated with varying the pressure, the boundary tem
perature and the bias level, respectively, under fixed An and Af. Figs. 5 and 6 indicate that 
the sensitivity is high enough, and it is insensitive to the gas pressure and especially to

100.0

-- 101.3
-• 152.0
-• 202.6

303.9
405.2

-50.0

-100.0

Coefficient of Lorentz Breadth a

Fig. 5. Sensitivity of the depth-AAC relationship to a at different gas pressures.
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Fig. 6. Sensitivity of the depth-AAC relationship to a at different boundary edge temperatures.

the temperature non-uniformity. However, it is sensitive to the bias. Fig. 7 shows that in 
cases of extremely low or extremely high bias levels the applicability of the depths-AAC 
relationship becomes doubtful. The highest sensitivity can be expected for the bias of 
order 10-23— 10-22 m2 atom™1. Referring to Ref. [4], this order of Kn well describes the 
wing intensity of the potassium seeded coal combustion plasmas.

The sensitivity has a common tendency to increase with the increase in the wave 
length difference. However, it is also affected by An as well as Af itself. If Xn is set ex
tremely close to the center, the separation of the flame emission from the flame plus lamp 
emission becomes difficult due to self-absorption effects [2], Also, when Af is extremely 
far away from the center a large error may be introduced due to low signal to noise ratio

100.0
Knl m2a'1
• • • 1.00x10 

------2.50x10

-----6.25x10'
------1.56x10

-50.0

-100.0

Coefficient of Lorentz Breadth a

Fig. 7. Sensitivity of the depth-AAC relationship to a at different wing bias levels.
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in the flame emission. The determination of optimum sets of An and Af is an important 
subject of further experimental work.

115

4. Concluding remarks

The depth-atomic absorption relationship, the equality of the ratio of the near wing to 
the far wing optical depths to the ratio of the respective atomic absorption coefficients, 
has been outlined. It is emphasized that the formalism is based on the appropriate model
ling of both the Lorentz breadth and the optical cross section.

The evaluation both of the atomic absorption coefficient with the far wing temperature 
and the wing spectra with the bias are essential in the proposed measurement scheme. 
The appropriate bias can be calculated by comparing the measured spectra with the theo
retical values.

Numerical studies on the applicability of the new formula to the measurement of the 
Lorentz breadth and the optical cross section of alkali atoms in a non-uniform combus
tion flame have shown that, when the separation of two wing wavelengths is adequate, 
the relationship has sufficient sensitivity against the coefficient of the Lorentz breadth 
which is to be determined experimentally under realistic pressures, the temperature non
uniformities and the level of wing spectral intensities.
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Abstract
Average measurements of conductivities and Hall parameters in a Faraday-type Magnetohydrodynamic (MHD) 

generator are presented. The measurement scheme is simple and requires no optical observations other than probes 
thar provide two-dimensional voltage field measurements in the generator. No corrections are made for the conductivity 
profiles at the generator walls. The use of this scheme for the estimation of average flow velocities is described, and 
may provide a valuable tool to diagnose the generator performance in real time.

1. Introduction

To date, efforts to measure electrical conductivities of Magnetohydrodynamic (MHD) plasma 
have mainly been directed toward spectroscopic, microwave, or induction coil measurements, as 
reported in the literature [1-4]. Although such methods attempt to provide local measurements 
and conductivity profiles, they require special access ports, such as mirrors, moving mechanisms, 
etc., which are difficult to provide inside the warm bore of an MHD magnet.

Bulk conductivity measurements, however crude, provide useful information that can be utilized 
for the analysis or performance diagnosis of MHD generators. To the knowledge of the author 
few measurements of electrical conductivity distributions in an operating generator with MHD 
interaction have been reported [5].

In contrast, the technique presented here can provide simultaneous measurements of the bulk 
electrical conductivity and Hall parameter distributions in a Faraday-type MHD generator. It 
needs no special access ports, is rugged, and relies totally on electrical signal processing that can 
be obtained by simple electrical conductors out of the magnet bore.

The experimental observation of channel conductivities can be important in evaluating the
performance of interaction-domined generators. Measurable changes in the electrical conductivity
can occur owing to the transition to subsonic conditions in such generators.

0925-2096/95/S06.00 ©1995 IOS Press
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2. Theoretical background

The two-dimensional Ohm laws relate the interaction of the hydroelectromagnetic force fields 
in an MHD generator as follows:

Jz = O-Ez - (H

= (%(EE - Ey)4-/3Jz, (2)

where the positive directions of the quantities Jx,Jy,Ex and Ey are shown in Fig. 1, and the 
symbols refer to physical parameters as described in Nomenclature1. The perturbed form of these 
equations reads

^ - /?j;, (3)

(4)

subject to the assumption that all hydrodynamic parameters have zero perturbation, hence a' = 
3' = U' — 0. Electrical perturbations of the quantities Jx,Jy,Ex and E'y can be easily induced 
in the generator by providing an excitational axial current Ix from one end of the generator to 
the other. Presuming that there are no wall defects, one can assume that Ix flows in the core of 
the generator causing a Jx — I'x/A distribution which, via the interaction with the B field, gives 
rise to Ex, J'y and E'y fields. Should the excitational frequencies be on the order of the resonant 
duct frequencies of the generator / ~ U/L, one may expect that the assumption of U' = 0 is 
not justified. The inertia of fluid particles, however, does not allow them to respond to higher 
frequencies where electrical perturbation quantities may be described by Eqs (3) and (4), from 
which one concludes

(4)- + (JD-

E^j; + E^4

(5)

(6)

A

A >’

■> X

E,
<-

*1,

\/ U x B

Fig. 1. Channel flow and directions.

U
->

1 See nomenclature on page 219.
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indicating that the measurements of E'x, E'y and J'y allow the quantitative evaluation of the elec
trical conductivity a and the Hall parameter /3 simultaneously. Oikawa et al. showed [6] that 
with increasing temperature fluctuations, the effective conductivity decreases in the model of the 
Generalized Ohm’s law in partially ionized plasmas with the spatial gradient of electrical conduc
tivity, although the time-averaged conductivity increases because of the nonlinear dependence of 
the conductivity on temperature. It has also been shown that effects of plasma non-uniformity on 
evaluation of a and (5 can be ignored when one can set the excitational frequencies be on the order 
of the resonant duct frequencies of the generator.

Having acquired a and /3, one can evaluate from Eq. (2) that the plasma velocity in the core of 
the generator is

U =
Jy—(3Jz Ei

B (7)

where the nonperturbed quantities Jx,Jy and Ey can be measured simultaneously with the per
turbation quantities. For a Faraday-type generator with fine segmentation, Jx = 0; hence, from
Eq. (7)

U = v
B (S)

3. MEM spectral analysis

The mathematical properties of the maximum entropy method (MEM) proposed by Burg [7] 
have been discussed in detail by Lacoss [8], Burg [9], Ulrych [10], and others, and the algorithm 
and program for computating the MEM power spectral densities and autocorrelational functions 
have been reported in detail by Andersen [11], and Hino [12]. A brief summary of the MEM 
spectral estimation of time-series data with equal sampling period At is given in the Appendix. 
The MEM power spectrum P{f) can be calculated from Eq. (A. 1) using the values of Pm (Eqs 
(A.3) and (A.8)), jmfc (Eqs (A.4) and (A.5)), and the autocorrelation function R(m) (Eqs (A.6) 
and (A.7)).

In order to precisely determine the frequency spectrum by MEM, suitable criteria are required 
for determining the optimum value of the prediction-error filter order M: the MEM spectrum is 
considered to be established as long as this criterion is satisfactory (see Sections 4 and 6). The 
choice of M is a critical problem. Many workers have discussed this and have proposed several 
kinds of criteria for choosing M. Taking into account the statistical properties of the time-series 
data under analysis. Haykin and Kesler reported that M lies in the range from 0.05A' to 0.2A’ [13]. 
where N is the data length. From a similar point of view, Akaike and Nakagawa also reported 
that 2V/V < M < 3\fN [14]. As N = 1024, the values of M range from 51 to 205 for the 
former and from 64 to 96 for the latter. These are too rough to determine the value of M. Here, 
it should be recalled that the spectral density estimate by autoregression (AR) takes on a form 
equivalent to the MEM estimate [15]. Thus, in the present study, we can adopt the following three 
criteria: the Final Prediction-Error (FPE) [16], Akaike’s Information Criterion (AIC) [17], and the 
Autoregressive Transfer Function Criterion (CAT) [18]. The optimum value of M is determined 
by the minimization of FPE, AIC, and CAT. The expressions for the criteria are given in the 
Appendix and some discussions of them are given in Section 6.
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4. Experimental verification of measurements

4.1. MHD channel and electrical excitation system

The experimental demonstration of this measurement technique was performed in the shock-tube 
MHD generator at Hokkaido University. The operating parameters of the generator are shown in 
Table 1. The channel was of the segmented Faraday type with 25 electrode pairs. The cross 
section of the MHD channel is shown schematically in Fig. 2. The channel was finely segmented 
by electrodes of 12 mm pitch, providing ideal Faraday load configuration, with no axial current 
flow in the core of the generator.

The signal from a laboratory sine wave generator, shown in Fig. 3, amplified by a 1.2 kW

Table 1
Typical channel operating conditions

Working gas 
Seed

argon
1 % potassium 
(powder K2CO3)

Inlet Mach number 0.8
Peak current density Jy, A/m2 8000 
Peak Hall field Ex, V/m ~ 12i1200

Fig. 2. Cross sectional view of experimental generator.
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MHD GENERATOR

PLASMA
FLOW

AMPLIFIER

SIGNAL
GENERATOR

Fig. 3. Channel excitation system.

audio amplifier was connected in series with capacitor C which sustained the channel Hall voltage. 
The amplifier output provided a sinusoidal axial current excitation Ix from the inlet to the outlet 
of the channel, resulting in J'x = l'x/A distribution. Ey and E'x responses were detected by the 
sidewall probes with the use of high frequency voltage transducers and Jy was acquired from 
the load current measurement with high-frequency current transducers. NF Design Block wave 
memories were used for the voltage and current data acquisition and, in addition to the perturbation 
measurements, provided average (dc) measurements of the above electrical quantities.

4.2. Data analysis

The perturbation quantities were analyzed by a maximum entropy spectral analysis after sub- 
stracting their dc bias by recording the signals in the ac mode of wave memories. Prior to data 
acquisition, the channel responses to various excitational frequencies were observed. As shown 
in Fig. 4, appreciable noise was generated in the channel with its excitation. The signal was 
totally immersed in the noise when the excitational frequency was 40 kHz, which coincided with 
the characteristic flow time in the channel at tis operating conditions. At 10 kHz, however, an 
appreciable signal-to-noise ration was obtained which enabled the evaluation of the desired per
turbation quantities and the calculation of the electrical conductivity a and the Hall parameter ,3 
at the measurement stations. The results of the calculations are presented in Table 2, which shows 
simultaneously measured static pressures, current densities, and electrical fields.

Table 2
Results of measurements

Magnetic field density B, T 1.0 1.5 2.0

Electrical conductivity a, S/m 9.0 9.1 8.8
Hall parameter /3 0.90 1.14 1.35
Statistic pressure, kPa 120 1 IS 121
Cross flow electric field Ey, V/m 466 688 925
Current density Jy, A/m" 3040 4660 5950
Axial field Ex, V/m 305 584 912
Velocity U, m/s 804 800 801
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Fig. 4. MEM spectra of data (Ey,E'x,J'y and J'x from upper to lower figure)

It is important to mention here that the analysis was performed without the consideration of the 
influence of electrical conductivity profiles at the channel walls on the measurements. The current 
densities estimated from the electrode or axial current measurements are usually lower than the
actual values in the generator owing to the blockage of current flow by the cold boundary layers. 
Hence, the above estimates of a and (3 are average ones between two measuring points and reflect 
the core values less reliably as boundary layers develop and fill the entire generator.

5. Measurement of fluid dynamic quantities

As mentioned earlier, measurement of the plasma velocity can be performed by the measurement 
of Jy and Ey. These may be substituted together with the already found a and (3 values in Eq. (8). 
Ey, estimated from the cross-flow plasma voltage, traverses by the sidewall probes as depicted
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Fig. 5. Faraday voltage distribution.
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Fig. 6. Velocity distribution.

in Fig. 5, Jy and Ex deduced from the electrode currents and the interelectrode voltages at the 
measurement station, respectively, are shown in Table 2. The plasma velocities calculated from 
Eq. (8) above are also presented in the same table. The measured velocities are average quantities 
and no corrections for boundary layers were attempted. Small variations in B were not effective 
to change the velocity measurements appreciably, as shown in Fig. 6.
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Fig. 7. Comparison of Ex measurement with Jy,d/cx.

A comparison between the measured axial field Bx with that calculated from Ex = Jv3/a for 
Jx — 0 is shown in Fig. 7, providing verification of the validity of the measurements and the 
theory behind them. It is also shown that MHD interaction in the channel is weak.

The experimental measurements can easily be performed automatically by the use of proper 
filters that can detect the amplitudes and phases of the electrical perturbation quantities in response 
to the Ix excitation. The algebraic calculations for the evaluations of the quantities cr,j3 and U in 
real time can be done by a microcomputer and the results may be displayed on an x — y plotter. 
The development of the necessary electronic circuitry is presently in progress and results will be 
reported in due time.

6. Determination of optimum filter order M

Although the superiority of MEM over other conventional spectral estimation methods, partic
ularly for short data length, is recognized, the usefulness of this approach is limited by the lack 
of a criterion for choosing the optimum prediction error filter order M. In Figs 8 and 9. MEM 
autocorrelation functions and power spectral densities for Ey are shown with the variations of the 
prediction error filter order m. As seen in the figures, for too small an m, a highly smoothed 
spectrum is obtained, and, for an excessively large an rn, spurious detail is introduced into the 
spectrum. Accordingly, the correct choice of M is required for obtaining a meaningful estimate 
of the power spectrum as well as of the autocorrelation function.

The estimation procedure proposed by Akaike [16], called the final prediction error (FPE, Eq. 
(A.9)), was the first successful method, and its application to MEM spectral analysis can remove
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Fig. 9. MEM power spectral densities for Ey with variation of rn. - ■ - : m = 10, —: rn = 25.----- : m = 50.
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the main shortcoming of this technique in some cases. However, the minimum often disappears 
in the calculated FPE curve. In the present study, a rather small minimum was observed, though 
it clearly appeared (Fig. 10(a)). The second criterion, also proposed by Akaike [17], called the 
information theoretical criterion (AIC, Eq. (A. 10)), is an important technique known as a versatile 
statistical identification criterion. AIC and FPE are expected to give identical results for M. 
Unfortunately, the application of AIC to the present data was unsatisfactory (Fig. 10(b)). Thus, 
a third criterion is required for more distinct determination of M. The third criterion, proposed 
by Parzen [18], is known as the autoregressive transfer function criterion (CAT, Eq. (A.11)). 
This scheme is considered to behave in a way similar to AIC. The results of the CAT indicated 
an extremely sharp minimum at the same position of rn as that of FPE (Fig. 10(c)). Thus, the 
optimum value of M is 25, and it can be safely said that with M — 25 the true spectral density 
as well as the corresponding autocorrelation function was obtained by a combination of FPE, AIC 
and CAT, though the comparative properties of these three criteria require much further study.

7. Conclusions

A measurement technique for monitoring the average plasma electrical conductivity and Hall 
parameter distributions in MHD generators is described. As the measurements involved are only 
electrical in nature, they are characterized as rugged and well suited for MHD channels, where no 
special access ports inside the warm bore of the magnet are needed. With suitable data acquisition 
and the processing equipment that is being developed, core velocity distributions measurements in 
the channel may be possible in real time, without any optical observation.
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Fig. 10. Three kinds of MEM criteria calculated for time-series data of Eu with variation of m (a) PEP. »b) AIC. 
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Appendix. Maximum Entropy Method (MEM)

The MEM power spectrum P(f) is estimated from the relationship [11, 12]

P(/)

1 + £ Imk exp( —i27r//cAt) 
k— 1

(Al)

where Pm is the output power of a prediction-error filter of order m and (m = 0, 1,2,..., M; 
k = 0, 1,2,... ,m; M is the optimum filter order) is the corresponding filter coefficient. Pm and 
7mA- are determined by the equation

P(0) P(-l) .. P(-m)
P(l) P(0) -- P(l-TTl)

R(m — 1) R(m — 2) 
R(m) R(m - 1)

A(-l)
#(0)

" 1 ■ fPml

7m 1 0

7771 771- 1 0

7mm . o _

(A2)

This matrix equation is the set of m + 1 equations pertaining to a prediction-error filter of order 
m. R(m) is the autocorrelation function with m, 7m.A and Pm.

Equation (A2) can be solved using Burg’s procedure [9-12], giving

2 / ™ , V"
T I Ri+m. T / y 7mA^-i + 771 — k IPm —

2(N — m)

N — m

E
k= 1

A- i "T ^ ^ 7m kX j + k

k k= 1 /
(A3)

and

7mA

A" - m
— 2 £ bmz'bm

i=l
N — 771

i— 1

(A4)

where

bm i — bm - 1 i T 7m - 1 ?n- 1 bm _ | | ,

bmi = ^m-1 I T 7771— 1 771- 1 ^771-1 z+1 >
b()i — b()i = Xx,

b\i — X{ and — X^+1.

The coeficients 7mA: for k < m are determined by the recursion formula derived from the m in the 
lower matrix of Eq. (A2) as follows:

frill: — 7 m — 1 kfinm • • • 7?n — 1 m—k 1 > 2, . ■ ■ > 771 1). (A5)

In the mth line of Eq. (A2), R{m) is obtained by
771

R(m) — - ^2 fmkR(m ~ k) (A6)
k= 1
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and by using an extended form of R(m):

R{m + l) — — ImkR(m — k + £) (l ^ 1). (A7)
fc=i

The recursion formula for Pm is derived by inserting Eq. (A7) into Eq. (A2), that is,

Pm = Pm- 1 (1 - 7mm)- (A8)

The expressions for the three criteria required for the MEM estimate are as follows [16-18]:
N + m + 1

FPE(m) =
N — m — 1 

2m

Pm>

AIC(m) = lnPm +

and

CAT(m) = -J2 NPk

k= 1

where

CAT(O) = - ( 1 4-

N '

N — k N — m

(A9)

(A10)

(Al 1)

N

Nomenclature

B magnetic field density, T 
Ex axial (Hall) field, V/m 
Ey cross flow (Faraday) field, V/m 
/ frequency, Hz

Jx axial (Hall) current density, AVm2 
Jy load (Faraday) current density, A/m2 

M optimum filter order 
m prediction error filter order 

P(f) MEM power spectral density 
R(m) Autocorrelation function with m 

T plasma static temperature, K 
U flow velocity, m/s 
(3 Hall parameter 
a electrical conductivity, S/m 

( / perturbation quantities
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Consideration of Optimal Magnet Coil Design Using Nb-Ti Superconductor 
for 200 MWe Magnetohydrodynamic Generator
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We report on the effect of the cross-sectional shape of a magnet coil upon the reduction of the magneto- 
hydrodymanic (MHD) channel length. We have optimized a cross-sectional shape of a magnet coil, including an 
MHD channel, for a 200 MWe coal-fired Faraday-type MHD generator. It is shown that the channel length can be 
shortened by more than 30% and the stored energy of the magnet coil can be reduced in comparison with the case 
of the crescent-shaped coil producing a uniform magnetic field without the decrease of enthalpy extraction. Also, 
for a stand-alone commercial MHD/steam combined plant, it is estimated by this coil shape optimization that the 
capital cost can be decreased by more than 8% and the cost of electricity can be reduced by about 3%.
KEYWORDS: MHD, MHD power generation, Faraday-type MHD generator, magnet coil, optimization
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1. Introduction
A magnetohvdrodynamic (MHD) generator is based 

on the same induction principle as a conventional elec
tric generator except that the electric conductor is an 
ionized fluid instead of the solid windings of an arma
ture. The essential elements of a simplified MHD gener
ator are shown in Fig. 1. A magnetic flux density B is 
applied transversely to the motion of an electric conduc
tive gas flow with a velocity u in a duct. Charged parti
cles moving with the gas will experience an induced 
electric field u~xB which tends to drive an electric cur
rent in the direction perpendicular to both u and B. 
The current is collected by pairs of electrodes.L2)

Performance of an MHD generator is crucially depend
ent upon the electromagnetic parameter distribution 
among the cross section of the channel. Particularly, an 
optimal design of the applied magnetic field distribu
tion across the plasma flow is needed to achieve the im
proved generator characteristics. However, almost all 
analyses and experiments have so far been carried out 
with a uniform magnetic field.

For commercial applications, the reduction of both 
the plant cost and the cost of electricity is an important 
subject. For example, a superconducting magnet and 
an MHD channel are expensive subsystems. It is esti
mated that the magnet and the channel represent 
about 10% and 8% of the total plant cost, respectively. 
It is also estimated that a 20% increase in magnet cost 
results in a 1% increase in the cost of electricity. These 
estimations are based on a stand-alone 500 MWe com
mercial plant. For a retrofit configuration or a small- 
scale plant, the percentage of plant cost attributable to 
the magnet and the channel becomes larger.1’

In this paper, we propose a method to decrease both 
the capital cost and the cost of electricity of power 
generation for relatively large scale open-cycle MHD 
generators by increasing the enthalpy extraction per 
unit length and by reducing the stored energy of the 
magnet coil. We have examined the effects of the mag

*Present Address: Department of Electrical and Information En
gineering, Yamagata University. 4-3-16 Jonan, Yonezawa 992, 
Japan.

net coil shape as well as nonuniformity of the applied 
magnetic field along the length of the channel under 
specified gaseous conditions at the inlet and a given 
stagnation pressure at the outlet.

2. Basic Equations
For the calculation of the electrical power output, 

the enthalpy extraction and the channel length, the sta
tionary turbulent one-dimensional equations have been 
solved. The coordinate system used in the calculation 
is shown in Fig. 2. The equations are solved under the 
following assumptions.

(a) The channel is a Faraday-type with infinitely seg
mented electrode walls and perfectly insulating 
sidewalls.

(b) The constant velocity condition is adopted.
(c) The gas velocity has only an x-component.
(d) The z-components of the electrical field and cur-

2504
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Fig. 1. Simplified MHD generator.
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MHD channel

Fig. 2. Coordinate system used for analysis, and an MHD channel.

rent density and the effects of the z- and y-com
ponents of the magnetic field are neglected.

(e) The gas pressure is constant over the channel 
cross section.

The 1-D equations with the MHD source terms 
averaged over the cross section are written as follows 
for the constant velocity condition.31 
Continuity:

IdA 
A dz 

Momentum:

dp
dT

l dTldz + dp\ dP 
dP/rdx

— — (J x B —/ 
dz

Energy:

pu
dh \ dT dh\ dP' 

dP/7dz.
= (J E >av-(jf

(1)

(2)

(3)

Here. A is the cross-sectional area, p the density, u the 
velocity, T the temperature, P the pressure, h the en
thalpy, jy, 0) the electrical current density,
B = (0, 0, B:) the magnetic flux density, and E = {EZ, 
£», 0) the electrical field, respectively. The brackets < Xv 

indicate the average over the channel cross section. 
Equations (l), (2) and (3) are solved by using the 
Runge-Kutta-Fehlberg method with the initial condi
tions specified at the inlet. The channel length is deter
mined at the axial point where the stagnation pressure 
reaches a specified level.

The frictional force/and the heat-transfer loss q per 
unit volume are given by the following formulae:11

f=2C(pu1/Dh (4)
<7 = 4 StpuC'p(Ts- Tj/Dh. (5)

where Ct is the frictional coefficient. St the Stanton 
number. A the mean hydraulic diameter, Tsi. the slag 
surface temperature, and C? the specific heat at con
stant pressure, respectively.

The electric field and the current density inside the 
MHD channel cross section are calculated by using 
Maxwell's equations and the generalized Ohm's law, 
neglecting the effect of the ion slip:3’

VxE = 0, (6)
VJ=0, (7)

J=o{E + u xB)-/ieJxB, (8)

where a is the electrical conductivity, u — (u, 0, 0) the
velocity of the working fluid, and the electron mobili
ty, respectively. The magnetic field is calculated by the
usual Biot-Savart’s law.

Under the assumptions (a) and (d), eqs 
imply that

. (6) and (?)

£z=£ro = const in y and z, (9)
Ey=Ey{y) (const in z), (10)
X=J»(Z) (const in y). (11)

In order to consider the effects of the plasma 
nonuniformity in both y- and z-directions, we define the 
parameters S1-S5 as follows:41

51 =

52 =
1 +01

<A>,

s,=
i+piy1

a ly

A=

Si — (‘(<7 X):

<uB.X(,5-X

1+01

(12.a)

(12.b)

(12.c) 

(12.d)

(12.e)

where ( >v denotes the y-average, ( ]. denotes the z-
average and p: is the Hall parameter defined as 
0z=HeB;. The y- and z-averages are calculated for the 
yz-cross section of the channel. The y-averages are cal
culated by integrating the quantities with respect to y 
between the electrodes facing each other for a fixed 
value for z. Then, the z-averages are calculated by in
tegrating the y-averages with respect to z between the 
insulating walls facing each other.

By using these parameters, we can write the average 
values of the electrodynamic quantities inside the chan
nel as follows:41

(13)

e
(14)

Oh

(15)

(<X->yi.- = 0 (16)

where I\ is the load factor defined as the ratio of the 
load resistance to the sum of the load and interna! 
resistance. And (S\Sb + S-iS^I{SiSh + S\) in eq. (13) cor
responds to emf.

We introduce the parameter G as follows to describe 
the plasma nonuniformity:41
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[<g>v];5o
(17)

If plasma nonuniformity exists only in the {/-direc
tion. the above parameter G becomes Rosa's G-Fac- 
tor.3) Using this parameter, we rewrite eq. (15) as

[<g>JcSlSi + &S4
G SsSs + Sr

(K-l). (18)

Then the generator power output density is calculated

3. Procedure of Analysis
In order to minimize the length of an MHD channel, 

the coil shape is optimized with the following proce
dures:

(i) A crescent coil was determined to produce the 
maximum uniform magnetic field under the given limi
tations (reference crescent coil).

(ii) For this crescent coil, a constant velocity chan
nel is determined. This channel was used as the refer
ence channel.

(iii) The crescent coil obtained in (i) is segmented 
by rectangular elements.

(iv) Again applying the constant velocity condition, 
the 1-D analysis is carried out in order to find the ele
ment which makes the least contribution to the power 
generation.

(v) This element is moved in order to minimize the 
channel length.

(vi) The above relocation procedure (iv)-(v) was 
repeated until all elements are placed at the appropri
ate positions where the shortest channel length is ob
tained without the decrease of the enthalpy extraction.

We define a channel aspect ratio D/W as the ratio of 
the channel width D to the height IV. For each inlet 
channel aspect ratio, the coil shape is optimized in or
der to find the optimal inlet channel aspect ratio which 
gives the maximum power output and the shortest 
channel length.

The above procedure can be applied to any coupled 
system of an MHD channel and a magnet coil with ar
bitrary sizes because it is the steepest-gradient 
method.

4. Numerical Results
The adopted conditions for the working gas, the 

MHD channel and the magnet coil are as follows:
(a) The electrode distance D is varied, while the in

sulator distance IV is fixed.
(b) The magnet coil is parallel to the channel axis.
(c) The effect of the end turn of the coil is 

neglected.
(d) The velocity and the temperature have the 

same boundary layer thickness with the l/7th turbu
lent profile.

(e) The plasma is KzCOs-seeded coal-fired gas 
obeying the semiperfect gas law.

The thermodynamic and transport properties of the 
working gas are approximately given by the following 
formulae.51

a = 7.8272
/ T
\ 252565

xexplS.9547xlO-xJ_)
1.1752

3

= 0.48
T \°'!

25655/
1-1.190

h = 1.4145 X 106p-O.OW5923(rx i 0 3)1 3423 

P = 0.39501P10U1C(TX nr3)-1-1152

(19)

(20)

(21)
(22)

The above formulae are the least square approxima
tions of the thermodynamic properties of a coal (Illinois 
#6) combustion gas. The properties are the solutions of 
the NASA SP-273 chemical equilibrium computer code 
modified to include the electron collision frequency, 
mobility and electrical conductivity.6)

The other parameters for numerical evaluation are 
listed in Table I. The stagnation pressure, the stagna
tion temperature and the Mach number at the inlet are 
5.4 atm, 3200 K, and 1.53, respectively, for these 
parameters.

Also, we assume that Nb-Ti superconducting wire 
stabilized in a copper matrix is used for the magnet coil 
material.

4.1 Crescent coil case (Uniform magnetic field)
It is well known that a crescent coil with a cross sec

tion that consists of two ellipses, as shown in Fig. 3, 
can produce a uniform magnetic field in direction z 
within the intersection region. The field strength is 
given by the following equation:3)

q _ VoJcC
: 1+RjRt

(23)

where R\ and R? are the radii of the ellipses, C is the dis
tance between the centers of the two ellipses, and Jc is 
the overall coil current density.

Table II shows the design parameters Pi, R? and C 
and the magnetic flux density of the reference crescent 
coil for each inlet channel aspect ratio. Table III shows 
the channel sizes, electrical parameters and power 
output.

Table I. Basic parameters of MHD channel for numerical evalua- 
tion.

Channel cross-sectional area 4S00 cm2
Maximum coil cross-sectional area (Total) 4600 cm2
Static pressure at the inlet 2.3 atm
Stagnation pressure at the outlet 1 atm
Core flow velocity at the inlet 1500 m/s
Core flow temperature at the inlet 2800 K
Boundary layer thickness at the inlet
Minimum distance between the coil and plasma

in direction y (J,) 10 cm (see Fig. 3)
in direction : (A) 10 cm (see Fig. 3)

Maximum coil current densitv 10s A/m2
Slag laver thickness 1.5 mm
Slag surface temperature 1870 K
Wall temperature 1000 K
Load factor 0.8
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z
k

Magnet Coil

Fig. 3. Cross section of a crescent coil and an M H D channel and the 
coordinate system.

4.2 Optimal coil case
In order to further improve the generator perfor

mance, we optimized the coil cross-sectional shape. Us
ing the procedure described in §3, the coil shape was op
timized to minimize the channel length without the 
decrease of the power output. The crescent coil was 
segmented by 92 rectangular elements with the size of

Table II. The design parameters and the magnetic yx density of 
the reference crescent coil.

Inleft
channel
aspect 
ratio D/IV

/?, (cm) R, (cm) C (cm)

Magnetic 
flux 

density 
Bm.lx (T)

0.33 137 120 10 5.6
0.5 170 97 12 5.4
1 214 90 13 4.7
2 28$ 76 15 4.0

5 cm x 10 cm and relocated element by element.
Table IV shows the channel sizes, electrical 

parameters, power output, and the maximum magnetic 
flux density for the optimal coil. We can see that the op
timal inlet channel aspect ratio exists between 0.5 and 
1. Figure 4 shows the arrangement of the optimal coil 
and MHD channel for the case where D/W= 1 at the in
let. As shown in Fig. 5, this optimal coil can be con
structed by the combination of saddle coils.'1 By this op
timization, the channel length is shortened by more 
than 30% in comparison with the uniform-magnetic- 
field design. This also means that the enthalpy extrac
tion per unit channel length is improved by more than 
23% on the average.

This optimal coils shape will be changed if the basic 
specifications, e.g., the cross-sectional area of the coil 
and channel, are changed.

5. Discussion
The following is the discussion for the case where 

D/W= 1 at the inlet.

5.1 Generator characteristics
Figure 6 shows the value of the G-parameter at each 

axial point, and Fig. 7 shows the distribution of electri
cal power output density. For the optimal coil case, the 
power output density near the inlet is much higher than 
that in the uniform-magnetic-field case and most of the 
power is generated in the upstream region. However, it 
is shown that the power is not generated so much near 
the outlet because the effective plasma resistance in
creases rapidly due to the rapid increase of the G- 
parameter. Because the power generated near the inlet 
is large enough, the channel length is shortened 
without decreasing the power output.

Figure 8 shows the distribution of the magnetic field 
produced by the optimal coil. We can see that the op
timized magnetic field is almost uniform at the inlet.

R. Nishi.mura et al. 2507

Table III. The sizes, the electrical parameters and the power output for the reference crescent coil (uniform magnetic 
field).

Inlet
channel

ratio

Channel
length

(m)
An'-
(cm)

Au'.let
(cm)

IV"
(cm)

Power
output
(MW)

Enthalpy
extraction

(%)
■W,

(A/crn") (V/cm)

0.33 4.4 40 196 120 196 15 -1.0 -50
0.5 4. 1 40 240 93 199 15 - 1.0
1 4.6 69 340 69 199 15 - 1.0 -54
2 o. 7 95 479 49 193 15 -1.0 -46

Table IV. The sizes the electrical parameters and the power output forthe optimal coil.

Inlet
channel
aspect
ratio

(cm) (cm)
IV

(cm)

Power
output
(MW)

Enthalpy
extraction

(%)

<.te)
(V/cm) (T)

0.33 3.2 40 196 120 199 15 -l.i -73 11.0
0.5 3.1 49 240 98 201 15 -1.2 -71 11.6
1 3.1 69 340 69 204 15 -1.3 -59 5.5
2 4.3 95 479 49 195 15 -1.2 -37 11.9

a) inside the coil.
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Magnetic flux density 
inside the coil

s 8T 

> 8T
5cmn

Coil
element

Fig. 4. Cross section of the optimal coil and the MHD channel for the case where D/\V= 1 at the inlet.

Fig. 5. Schematic design of the optimal coil.

However, it becomes nonuniform near the outlet. It is 
strengthened at the central region of the channel cross 
section and weakened near the electrodes. This also 
means that the magnetic field should be strengthened 
and should be uniform near the inlet in order to reduce 
the plasma nonuniformity, to obtain high power output 
density and to shorten the channel length without a 
decrease of power output.

The Faraday current density (Jy) and the Hall elec
tric field (£,) have a great influence on channel life. 
Although the maximum values of these parameters ob
tained in this analysis are higher than the present level 
of a prototype channel (Jy=l A/cm2. Ez = 2o V/cm), 
this problem will be solved by:
•Adjustment of the conditions, such as the distribution 
of the load factor along the channel length and the gas

D/W=1 at the inlet

Optimal 
Coil —

Crescent
Coil
(4.7T)

Channel Length[m]

Fig. 6. G-parameter distribution along the channel length.

pressure.
•Improvement of channel structure.

5.2 Coil current density
We have assumed the coil current density to be 10' 

A/m2. Though this value is higher than values used in 
other research, it can be realized by the adjustment of
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D/W=1 at the inlet

Optimal
Coil

Crescent
Coil
(4.7T)

Channel Length[m]

Fig. 7. Power output density distribution along the channel length.

the Nb/Ti-ratio of superconductor and the improve
ment of the coil-cooling method.s>

5.3 Effects of By on the generator characteristics
The ^-component of the magnetic flux density By has 

been neglected in the above 1-D analysis. In order to es
timate its effects, we perform two-dimensional ana
lyses by using the finite element method (FEM) for the 
channel cross section with the optimal coil.

Table V shows the electrical quantities of the chan
nel at each channel axial point, comparing the case

R. Nishimura et al. 2509

Table V. The effect of B, on the generator characteristics (D/ll'= 1 
at the inlet).

(a) Neglecting B, (B,=0)

Distance 
from 

the inlet 
(m)

Power output 
density 

(MW/m1)

Faraday
voltage

(kV)

Averaged J, 
(A/cm1)

E.
(V/cm)

0 104 4.8 1.5 13.7
1 86 7.2 1.2 22
2 66 12.3 0.9 42
3 20 20.0 0.3 37

(b) Considering B,

Distance 
from 

the inlet 
(m)

Power output 
density 

(MW/m3)

Faraday
voltage

(kV)
AIS £,

(V/cm)

0 104 4.8 1.5 13.7
1 86 7.2 1.2 22
2 66 12.3 1.0 43
3 20 20.0 0.4 39

neglecting By and the case considering it. As shown in 
this table, By hardly contributes to the generator perfor
mance.

5.4 Validity of the analytical model adopted in 1-D 
analysis

In this 1-D analysis, not only By but also the effects of 
J: and E; are neglected. In order to estimate the effects 
of these z-components of electrodynamic quantities, 
we perform 2-D analyses for the optimal-magnetic-field 
case neglecting the effects of By. Figures 9 show the 
differences in the average Faraday current density (a), 
the Hall field (b) and the Faraday voltage (c) between 
the case considering Jz and E: (2-D analysis) and the 
case neglecting them (l-D analysis) for each channel

Channel inlet
Fig. S. Optimal magnetic fl.ux density distribution over the channel cross section for the case where D/ll’— 1 at the inlet.
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Faraday Current Density Faraday Voltage

(a) (c)

60

50

_ 40 
Eo
^,30-

LU

20-

TOh

Hall Electric Field 
(Optimal Magnetic field)

0"’1-D Analysis 
□ •••2-D Analysis

1 2 
Channel Lengthen]

(b)

axial point. As shown in these figures, there is little 
difference in these electrical quantities between 1-D
and 2-D analyses.

From these considerations of the effects of J: and 
E:, the analytical model adopted in this 1-D analysis, 
which neglects them, is suitable for estimating the elec
trical characteristics of the large-scale MHD genera
tor.

5.5 Methods of limiting the magnetic field inside the 
coil

In order to use the Nb-Ti superconductor for the 
magnet coil, the magnetic flux density inside the coil

Fig. 9. (a) Difference in the average Faraday current density be
tween 1-D and 2-D analyses (D/11'= 1 at the inlet. Optimal-mag 
netic-field case), (b) Difference in the Hall electric field between 1- 
D and 2-D analyses (D/\V= 1 at the inlet. Optimal-magnetic-field 
case), (c) Difference in the Faraday voltage between 1-D and 2-D 
analyses (D/1lz= 1 at the inlet. Optimal-magnetic-field case).

should be limited so as to be smaller than the critical 
field density of 8 T.9) However, as shown in Table IV. 
the magnetic flux density inside the optimal coil ex
ceeds this critical value. XVe solve this problem by the 
following two methods.
1) Reducing the cross-sectional area of the magnet 

coil.
2) Reducing the coil current density.

Maintaining the coil current density at 10s A/nr,
when the coil cross-sectional area is reduced from 4600 
cm2 to 4000 cm2, the magnetic flux density inside the 
coil is limited to less than 8 T (Method l). Figure 10 
shows the cross section of the optimal coil of which 
cross-sectional area is 4000 cm2. In this case, the chan
nel length is shortened by 20%.

Also, when the coil current density is reduced from 
10* A/m2 to 0.9 x 10s A/m2 without changing the shape 
of the optimal coil illustrated in Fig. 4. the magnetic 
flux density inside the coil is limited below the critical 
value (Method 2). In this case, the channel length is 
shortened by about 24%.

Table VI shows the sizes, electrical parameters and 
power output for the optimal coils obtained by the 
above two methods.

5.6 Cost reduction by coil-shape optimization
As described in ref. 1, the MHD channel represents 

about 8% and the superconducting magnet represents
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60cm

Fig. 10. Cross section of the optimal coil of which cross-sectional area is 4000 cm2 and the MHD channel for the case 
where D/\V=\ at the inlet (Coil current density is 103 A/m2).

Table VI. The sizes, the electrical parameters and the power output for the optimal coil.

Coil cross 
sectional 

area 
(cm2)

Coil current 
densitv 
(A/m2)

Channel
length

(m)
(cm) (cm)

\V
(cm)

Power
output
(MW)

Enthalpy
extraction

(%)
(V/cm)

Method 1 4000 10 s 3.9 69 340 69 200 15 1.2 -46
Method 2 4600 0.9X10* 3.7 69 340 69 201 15 -1.2 -51

a) inside the coil.

Table VII. The coil-energy parameter of optimal coils and the refer
ence crescent coil.

Warm bore Square of the C’oil-energy
volume magnetic field parameter

VB2 (m5T2)V (m3) B2 (T2)

Optimal coil 
(Method l)

12.64 22. T1 230

Optimal coil 
(Method 2) 11.99 23.4 ‘ 230

Reference 
crescent coil 30.77 22.1 630

"the mean square volume inside the warm bore.

about 10% of the total plant cost.
When Method 2 (combination of coil-shape optimiza

tion and reduction of coil current density) is adopted, 
the channel length is shortened by about 24% . This 
means that the channel cost can be decreased by about 
24% , assuming that the channel cost is roughly propor
tional to the length.

For the large-scale magnet, the magnet cost is 
roughly proportional to the stored energy that can be 
represented as VB1 (product of the warm bore volume 
V and the square of the magnetic held B ').11 Also, the 
20% decrease in magnet cost results in a decrease of 
the electricity cost by 1%.11 Table VII shows the coil 
energy parameter VB2 of the optimal coils obtained by 
Method 1 and Method 2. compared with that of the 
reference crescent coil. When Method 2 is adopted, the 
stored energy is decreased by about 60%.

From the above considerations, the capital cost and 
the cost of electricity can be reduced by 8% and 3% . re

spectively, when Method 2 is adopted.

6. Conclusions
In order to shorten the length of the Faraday-type 

MHD channel, we optimized the coil cross-sectional 
shape assuming a supersonic constant-velocity chan
nel. We obtained the following results:

(1) With the coil shape optimization, the length of 
the MHD channel and the magnet coil system can be 
shortened by more than 30% without decrease of the 
enthalpy extraction in comparison with the case of the 
crescent coil producing the uniform magnetic field.

(2) The optimal inlet channel aspect ratio that 
gives the maximum power output and the shortest 
length is between 0.5 and 1.

(3) For the channel where D/W= 1 at the inlet, the 
stored energy of the magnet coil can be decreased by 
about 60% by the coil shape optimization, in compari
son with the crescent-coil case.

(4) It is also estimated that the total capital cost of 
the commercial MH D/stcam combined-cycle plant 
adopting this channel and coil system can be decreased 
by more than S% and that the cost of electricity can be 
reduced by about 3% by the combination of this type of 
coil-shape optimization and the coil-current-density 
reduction.
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Facilities for in situ ion beam studies in transmission electron microscopes

Charles W. Allen3, Some! Ohnukib and Heishichiro Takahashib

aHVEM-Tandem Facility, Materials Science Division, Argonne National Laboratory, Argonne, IL 60439 
USA

bFaculty of Engineering, Hokkaido University, Sapporo, 060 JAPAN.

Interfacing an ion accelerator to a transmission electron microscope (TEM) allows the analytical 
functions of TEM imaging and electron diffraction from very small regions to be employed during ion- 
irradiation effects studies. At present there are ten such installations in Japan, one in France and one 
in the USA. General specifications of facilities which are operational in 1993 are summarized, and 
additional facilities which are planned or being proposed are briefly described.

1 . INTRODUCTION

Irradiation effects studies employing 
transmission electron microscopes (TEM) as 
analytical tools have been conducted for almost 
as many years as the materials community has 
employed TEM, motivated at least initially by 
materials needs for nuclear reactor 
development. Such studies have focussed on 
irradiation-induced and irradiation-enhanced 
microstructural and chemical changes, 
including phase transformations such as 
precipitation and dissolution, crystallization and 
amorphization, and order-disorder reactions. 
From the introduction of high voltage electron 
microscopes (HVEM) in the mid-1960s, studies 
of electron irradiation effects have constituted 
an important part of HVEM application in 
metallurgy and materials science. While electron 
accelerators had existed for several decades 
earlier, it was the introduction of HVEMs in the 
1960s which made large electron flux and thus 
high dose studies possible in a known area of 
specimen with simultaneous observation and 
characterization of that area. For irradiation 
effects studies two additional developments are 
of especial importance, (1) the availability of 
specimen holders in which specimen 
temperature can be controlled in the range 10- 
2200 K during an experiment and (2) the 
interfacing of ion accelerators which allows in 
situ TEM studies of irradiation effects and the 
ion beam modification of materials by ion 
implantation.

The importance of in situ experiments in 
general is threefold; (1) such experiments can 
be performed rather quickly, often with a stream 
of simultaneously generated analytical 
information; (2) particularly for experiments at 
elevated or cryogenic temperatures, analysis at 
temperature may be essential in order to avoid 
mitigating effects during warmup or cooldown; 
(3) realtime observation of one region may be 
essential in correctly concluding what is the 
physical mechanism of a phenomenon. The 
purpose of this presentation is to survey briefly 
the present and near-term state of in situ ion 
beam capability internationally in the context of 
transmission electron microscopy.

2. FACILITIES—OPERATIONAL

At this writing there are twelve installations 
in the world utilizing transmission electron 
microscopes (TEM) with in situ ion beam 
capability. Table 1 summarizes several relevant 
specifications for each of the facilities which was 
operational during 1993. Also included as 
footnotes to Table 1 are installations which are 
planned to be brought into service in 1994. An 
excellent historical perspective of ion beam 
studies performed in TEM has been presented 
by Ishino [1].

With regard to Table 1, it is clear that the 
spectrum of specifications , both for TEMs and 
for ion accelerators is very broad. At present, 
three of the installations utilize high voltage
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Table 1. Transmission electron microscopes with in situ ion-beam capability. Operational in 1993.

LOCATION fDATF)NATION REF ACCELERATOR VOLTAGE TEM VOLTAGE

Argonne (1981) USA [2] 0.2-2 MV
20-650 kV

(Not simultaneous dual ion)

0.1-1.2 MV**

CSNSM-CNRS (1980) France [3] 5-200 kV 100-120 kV

ERIEPI(1983) Japan [4] 20 kV 100-200 kV

Hitachi, Ltd. (1984) Japan [5] 10-400 kV 100-200 kV

Hokkaido U. (1984) Japan [6] 20-300 kV 0.4-1.3 MV

Inst. Rhys. Chem. (1987) Japan - 0.4-1.0 MV 100-200 kV

JAERI—Tokai(1990) Japan [7] Two 2-40 kV 
(Simultaneous dual ion)

100-400 kV**'

JAERI—Tokai (1986) Japan [8] 10 kV 100 kV

Kyushu U. (1991) 
(Kasuga)

Japan [9] 0.1-10 kV 40-200 kV

Kyushu U. (1988) 
(Hakozaki)

[10] 1-30 kV 0.25-1.25 MV

NRIM—Tsukuba (1989) Japan 10-100 kV
10-30 kV

(Simultaneous dual ion)

100-200 kV***’

U. Tokyo—Tokai (1978) Japan [11] 10-400 kV 100-200 kV

* Year in which the first in situ ion beam experiment was performed.
** In 1994, 100-300 or 400 kV TEM is planned at Argonne, interfaced to existing ion accelerators. 

Not simultaneous dual ion.
*** Transferred from JAERI—Tokai to JAERI—Takasaki late in 1993 where IVEM is now interfaced to 

40 kV and 300 kV accelertors for in situ dual ion irradiations.
**** In 1994, 0.4-1.25 MV HVEM is planned at NRIM, interfaced to 30-200 and 10-100 kV ion 

implanters. Simultaneous dual ion.

electron microscopes (HVEM: >400 kV) and 
only one involves an intermediate voltage 
electron microscope (IVEM: 300-400 kV). All 
but two of the sites (Argonne and CSNSM— 
Orsay) are located in Japan.

As indicated in the footnotes of Table 1, 
during 1994, an HVEM is planned for the 
National Research Institute for Metals (NRIM— 
Tsukuba) with dual ion capability, and an IVEM, 
for the HVEM-Tandem Facility at Argonne
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Table 2. Transmission electron microscopes (TEM) with in situ ion-beam capability. Proposed.

LOCATION fDATE*) NATION ION ACCELERATION VOLTAGE TEM VOLTAGE

Argonne (1996)** USA 20-400 kV
0.3-3.0 MV 

(Simultaneous dual ion) 
and

1-20 kV
20-400 kV

(Simultaneous dual ion)

0.1-2.0 MV

100-300 or 400 kV*

Hokkaido U. (1995) Japan 20-300 kV 0.4-1.3 MV

Kyushu U. (1995) Japan 1-50 kV
20-400 kV

(Simultaneous dual ion)

0.25-1.5 MV

* Proposed starting date for project.
** Project known as HVEM-Tandem II; HVEM known as MicroLab.
*** Intermediate voltage electron microscope indicated in second footnote of Table 1.

National Laboratory, the latter utilizing existing 
accelerators individually, i.e., not for in situ dual 
ion irradiation studies.

Most of the facilities listed in Table 1 have 
been developed for the research programs of 
specific groups within the individual institutions. 
The possibility for collaboration of other 
scientists and engineers with these groups 
always exists, however. In addition, the 
Argonne facility is funded for the materials 
research community specifically as a user 
facility, free of charge for non-proprietary 
studies.

3. FACILITIES—PROPOSED

Table 2 summarizes installations which have 
been proposed prior to the end of 1993. Each 
of these is an upgrade of an existing facility, 
which includes a new HVEM to replace aging 
existing equipment. Several other new 
installations or significant modifications of 
existing facilities were still in the preproposal 
stage in this period, and inclusion in this report 
was deemed to be premature therefore.

With significant improvements in 
microscope design and the adaptation of 
techniques for elemental microanalysis during 
in situ experiments, important scientific and 
technological contributions by users of these 
new facilities and of those already planned can 
be expected, which heretofore have not been 
possible due to experimental limitations.

Argonne National Laboratory is proposing 
to replace most of the equipment of the present 
HVEM-Tandem Facility with state-of-the-art 
equipment. The proposed HVEM is a 2 MV 
version of the 3 MV instrument constructed by 
Hitachi during 1992/93 for the Research Center 
for Ultra High Voltage Electron Microscopy at 
Osaka University. The specimen regions of 
these instruments are unusually large and 
accessible, designed specifically for in situ 
studies involving a spectrum of analytical 
techniques.

Hokkaido University is planning to replace 
the present HVEM-ion accelerator system. The 
new system will be employed for surface 
modification studies involving the implantation 
of various ions, including metals. In
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approximately the same time frame, the HVEM 
Laboratory at Kyushu University is proposing to 
replace the present HVEM-ion accelerator 
system with a similar, state-of-the-art HVEM 
interfaced to two accelerators for dual ion 
studies. The new HVEM is expected to provide 
various functions for observation of structural, 
chemical and electronic changes in materials.
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Microchemical Change and Grain Boundary Migration due to 
Recess Defects Flow under Irradiation

H. Takahashi,N. Hashimoto and S. Watartabe 
Faculty of Engineering, Hokkaido University, 
Kita-ku,kita-13,nishi-8, Sapporo 060,Japan

A Fe-Cr-Ni model alloy was electron-irradiated using a high volage 
electron microscopy(100OkV), and in situ observation on structural 
evolution and microchemical analyses were carried out.When the Fe- Cr-Ni alloy was irradiated,the nucleation of dislocation loops fol
lowed by voids was observed and at the same time a grain boundary 
migration occurred.The conpositional analysis after irradiation of 
an area including a grain boundary indicated nickel enrichment and 
chromium depletion near the grain boundary. It is suggested that 
when the radiation -induced point defects flow into the grain 
boundary, boundary migration and solutesredistributionare induced 
and the magnitudes depend on net point defects flow,especially that 
of interstitial atoms. The microchemical, changes were also simulat
ed by model calculation.

1. Introduction
Austenitic stainless steels, 

such as type 316, have been considered 
as the primary candidate structural 
materials for fusion reactors, and are 
used as light-water reactor core 
components[1,2,3]. In these stees 
radiation-induced solute redistribu
tion (segregation) at grain boundaries 
and grain boundary migration cause 
deleterious effects on their physi
cal,chemical and mechanical properties 
[4] . Therefore it is of great impor
tance to investigate the mechanisms 
for retardation of radiation-induced 
solute redistribution (RISK)[5,6], 
namely , segregation, and then the be
haviors of grain boundary migration 
with the segregation under irradiation[7,8].

This paper is focused on RISK 
and the grain boundary migration be
havior during electron irradiation of 
Fe-Cr-Ni alloy systems. The grain 
boundary migration behavior is also 
discussed based on solute segregation 
and point defect flow by comparing it 
with computer simulation.
2. ^diastLomi—induced phenomena

It is well-known that many kinds 
of phenomena are induced during ir
radiation of materials by high energy

particles .such as neutrons, electrons 
and ions. The main radiation-induced 
phenomena (RIP) are, radiation-induced 
segregation (RIS), radiation-enhanced 
diffusion, precipitation dissolution, 
radiation-induced grain boundary 
migration and/or radiation-induced 
amorphization etc. These RIPs are 
closely related to point defects be
havior introduced due to collision 
with high energy particles.

In present paper the RIP oc
curred near a grain boundary as
sociated with segregation and boundary 
migration will be discussed.

The segregation of solute under 
irradiation is induced inverse Kirken- 
dall effect which is attributed to 
excess point defects migration, and it 
has been clarified that the point defects interact with solute in the 
alloys and under sized solute flow 
toward the same direction of intersti
tial atom diffusion, while over sized 
one migrates to inverse direction of 
vacancy due to exchange mechanism of 
diffusion. As the result the under
sized solute is enriched and over 
sized one tends to deplete from defect 
sink.

A typical example of RIS at 
grain boundary for various alloys is 
given in Table 1.

From this table it can be seen 
that the results obtained after ir
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radiation'by electrons, C+ions and 
neutrons for different kinds of crys
talline systems indicate enrichment 
and depletion of solute concentration 
for the under sized solutes and over 
sized solutes comparing to solvent 
atom in each alloy systems, respec
tively. However, for the case of 
C+ions irradiation the segregation

Table 1 Segregation and size factor
.Electron Irradia t i on

Alloy systems Redistribution Size Factors (:)

Cu-N i Enrichment - 2.504
Cu-Ag Depletion ♦ 13.067

Precipitation
Cu-Fe Enrichment - 0,313

Precipiration
Cu-S i Depletion 3.443
Ni-Cu Depletion > 2.564
N1 -AT Depletion ♦ 14.928
Ag-Cu Enrichment - 11.557
N1-S1 ( Enrichment ) ♦ 6.100
F*-Hn Depletion . 2.590
Fe-Cr Depletion ♦ 0.628
Fe-Ho Depletion ♦ 9.890
Fe-Tl Depletion ♦ 14.397
F*-S1 ♦ 3.768

C*ion- Irradiation

ft- 13 Cr
Cr Enrichment

Ft- !3Cr-1
Cr
Si

SI
Enrichment
Enrichment

Fe-13Cr-l
Cr
TI

Ti
Depretion
Enrichment

Neutron -Irradiation

( 1 1
Y-3 Fe Enrichment 18.86
V - 3 Ho Depletion ♦ 9.83
v-3 fib Depletion ♦ 27.93

behavior is different from that of 
other irradiation, namely in Fe-Cr and 
Fe-Cr-Si alloys, Cr and Si under C + ion irradiation are identified as 
enrichment even though the solutes are 
over sized ones. On the other hand, in 
Fe-Cr-Ti alloy Cr depletes according 
to size effect and Ti is enriched. 
This fact depends on the interaction 
between the implanted C atom and 
solute. The alloying elements of Cr,Si 
and Ti are carbide former elements, 
therefore the segregation behavior is influenced by the affinity among them. 
Especially, Ti atom is stronger car
bide former than others so that Ti 
carbide is preferentially formed 
rather than Cr carbide. As a result of

consumption of implanted C atoms to 
form carbide with Ti , the Cr behaves 
to cause the depletion according to 
size effect.
3. Effect of solute on point defect 

migration

It is indicated above that 
point defects interact with solutes 
according to size effect. Therefore it is important to estimate the interac
tion energy between defect and solute 
to understand segregation process . 
The migration energies of vacancy and 
interstitials during irradiation can 
be estimated by measuring the growth 
rate of interstitial loop and the 
nucleated loop density as a function 
of temperature, respectively.

Figs.l and 2 show the examples 
of them for 316 stainless steel and 
modified steels by adding over sized

Temperature (K)
773 723 673

3161-Ti. E>1.21eV

3161-Nb. E>1.25eV

1/Temoerature (K"1)

Fig.l Temperature dependence of dis
location loop growth rate in 
316 steels.

Ti, Zr, Hf and Nb elements. It can be 
found that the values of defect 
migration energy inthe modified ones 
were greater than that of the standard 
316 stainless steel without modifica
tion. The differences among the values 
might be corresponded that of binding
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Temperature (K)
823 773 723 673 623 573

316L-TI
316L-Zr

1/Temperature (K'O

energy between point defect and solute. This increment of the migra
tion energy also influences defect 
mobility and/or net defect flow, 
therefore the amount of segregation 
at defect sink.Fig. 3 shows the concentration 
profile of nickel solute after 
electron irradiation of the same 
modified 316 stainless steels 
described above( each 3 at% addition). 
The amount of concentration change due 
to segregation is different depending 
on additional element and larger addi
tive such as Zr and Hf shows strong 
retardation effect against the 
segregation. From the results on in
teraction energy and this segregation 
tendency it is obvious that the addi
tion of element with strong binding 
energy with point defect is very ef
fective for segregation retardation.

Fig. 4 shows an example of com
parison of concentration profile near 
a grain boundary between experimental 
and simulation calculation using the -

Fig.2 Temperature dependence of dis
location loop density.

Fe—Cr-Ni.—Ta

Fe-Cr-Hi-Zr f

2 10 12 

Distance from a grain boundary (/*m)
Fig.3 Ni concentration profile near a 

grain boundary in modified 316 
stainless steel after electron 
irradiation.

Fig.4 Concentration profiles near a 
grain boundary obtained from 
experimental result and computer 
calculation.

coupled rate equation with defect 
f1ux[9,10]. This profile was calcu
lated considering the values of migra
tion energy obtained from the experi
ment for the same alloy systems.

It can be seen that both
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cocentration profiles is qualitatively coincident. However, for the more 
precise quantitative analysis not 
only the theoretical treatment but 
also the more detailed experimental 
analysis are required.
4. Segregation and grain boundary 

migration

The grain boundary migrations 
were observed during electron irradia
tion of Fe-Cr-Ni alloy at 763 to 783 K 
and the occurrence of boundary migra
tion seems to be dependent on orienta
tion relationship between the boundary 
interfaces, because the migration did 
not occur when crystalline orienta
tions of the interface between two 
grains are close and the grain bound
ary consisting of two grains with 
large orientation difference migrated 
remarkably as being given in Table 2.
Table 2 Orientation relationship of 

irradiated grain and bound
ary interface.

Irradiated Plane G.B.Plane

(110) / (110) (200)--------*-(311)

(200)-------- ►(331)

(111)----- ► (200)

(111)----- ►(311)

(110) / (013) (200)----- »(311)

(110) / (122) (220)--------►(420)

(110) / (123) (111)--------►(331)

-----------► Direction of Migration

The boundary migration began 
before formation of voids and con
tinued to migrate even after the void 
nucleation. When the migrating bound
ary front reached some voids, they 
shrank quickly and the boundary migra
tion velocity was accelerated .

Fig. 5 shows the relation be
tween the boundary migration and ir
radiation dose in the temperature 
range of 763 and 783 K. There is not

remarkable difference in the migration 
distance up to 1 dpa. However, above 
1 dpa, the distance strongly depended 
on irradiation temperature. At lower 
temperature of 763 K,.the migration 
distance is not largely decreased 
even at higher irradiation dose, but

Fig.5 Grain boundary migration in Fe- 
Cr-Ni alley as a function of ir
radiation dose.

at higher temperatures of 773 K and 
783 K the distance increased with in
creasing irradiation dose. The dis
tance of boundary migration at given 
doses of 1.8 and 4.2 dpa were shown in 
Fig. 6 as a function of irradiation 
temperatures.

Ooc

i

740 750 760 770 780 790 800 810
Temperature, T/K

Fig.6 Grain boundary migration dis
tance as a function of irrad
iation tenperature.

A peak value of the migration distance 
was obtained at 773 K irradiation. The 
temperature giving maximum grain 
boundary migration was close to that 
of minimum void number density.

After irradiation of a region
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including a grain boundary, the 
solutes concentration in this area was 
analyzed using EDS. As the general 
characteristics of the segregation be
havior, nickel was enriched and 
chromium was depleted at the grain 
boundary region.

Fig. 7 shows the temperature de
pendence of the amount of solute 
segregation which was defined as a difference between the concentration 
near grain boundary regions ir
radiated and unirradiated. Nickel en
richment and chromium depletion took 
place at all temperatures examined. 
Both concentration changes were 
prominent at 773 K and 783 K. Thus

Cr

780 790

Temperature, T /K

Fig.7 Temperature dependence of segr
egation after irradiation to 
4.2 dpa.

temperature dependence of segregation 
is similar tendency to that of grain 
boundary migration rate and the 
migrated distance. These facts also 
suggest that the behavior of the 
boundary migration is related to that of radiation introduced point defect 
flew. That is, a coincidence of maxi
mum changes of solutes concentration 
and migration distance at a given dose 
is indicating that point defect flow 
induces the grain boundary migration. 
Namely the excess vacancy and inter
stitial atom introduced during electron irradiation tend to migrate 
toward grain boundary and simul
taneously the segregation is high ac
cording to the size effect [11,12,13].

Fig. 8 shows a relation between 
the amount of solute segregation and

grain boundary migration distance. The 
amount of segregation increases with 
the migration distance. This suggests 
that in the process of boundary migra
tion the solute concentration con
tinues to change at the grain boundry.

RIS o ( Ni
RIS o r Cr

C 20

Migration Distance, d I fi m
Fig.8 Relationship between amount of 

segregation and grain boundary 
migration distance in Fe-Cr-Ni 
alloy(Cr is amount of depletion)

This tendency is remarkable for nickel 
rather than chromium, because diffu
sion of nickel solute as interstitials 
toward grain boundary is very fast, 
while over sized chromium diffuses 
away from the boundary. Furthermore 
these facts suggest that the role of 
interstitials is very important for 
grain boundary migration under ir
radiation, that is, the interstitials 
migrated to grain boundary interface 
contributes to grow the inter
face, i.e., boundary migration. There
fore, the migrating distance of the 
grain boundary is reflecting the ef
fective flux of point defects.The more detailed mechanism of 
boundary migration related to point 
defect flow with solute redistribution 
should be studied as a future inves
tigation, especially by considering 
the nature of boundary interface.
5- Concluding remarks

During electron irradiation of 
Fe-Cr-Ni alloys, the redistribution of 
nickel and chromium solutes near grain 
boundary according to size effect and 
the grain boundary migration occurred. 
At the same time the occurrence and
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direction of boundary migration 
depends on the orientation relation
ship between two grain facing each 
other.These results are suggesting 
that grain boundary migration is 
strongly attributed to point defects 
flow into grain boundary, mostly in
terstitial atoms and vacancies may as
sist the rearrangement of interstitial 
atoms at the interface through bound
ary diffusion. However,the detailed 
migration mechanism should be inves
tigated based on defects flew and 
atomic rearrangement process at bound
ary interface.
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SOLID TRANSMUTATION EFFECT IN 
FUSION REACTOR MATERIALS
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Addition of 1 at% Ni to VandV-1 OTi, followed by irradiation along with the Ni free metals in 
HFIR to 17.7 dpaat 400C has been used to study the influence of He on microstructural 
evolution and embittlement. Approximately 15.3.% of the V transmuted to Cr in these alloys. 
The 50 atppm He generated from the 58Ni(n,r) 59Ni(n,a) SGFe sequencewas found to exert 
much less influence than either the Ni directly or the Cr formed by transmutation. The V- 
1 OTi and V-10Ti-l Ni alloys developedan extreme fragility and broke into smaller pieces 
during handling. The embrittlement was found to arise from the strongly synergistic effects 
of Cr andTi in elevating the ductile-to-brittle transition temperature.

1. Introduction

Transmutation effect has been considered with 
only the point of gaseouselements, such as He and 
H, However, recent studies [1,2] have pointed 
out the obvious effect of solid transmutation on 
microstructural change in neutron irradiated 
materials which has considered to be used for 
fusion reactor materials. In this work the solid 
transmutation effect in V base alloy will be 
discussed as a typical example.

2. Experimental procedure

V, V-1 Ni, V-10Ti and V-10Ti-1 Ni (nominal 
compositions, all in at%) specimens were 
irradiated in the HFIR target position at 400C to 
17.7 dpa. The residual radioactivity after two 
years decay was 10 mR/h at contact for 
specimens without Ni and- 150 mR/h for Ni- 
containing specimens. After irradiation density 
measurment, transmission electron microscopy 
and scanning electron microscopy were carried 
out, which were equipped with EDS 
microanalysis.

3. Results

The density change data are shown in Table 1 The 
density changes are relatively small in V and V- 
1 Ni but significant decreases occurred in both V- 
1 OTi and V-1 OTi-1 Ni, with Ni additions 
appearing to decrease the change somewhat, 
density changes are anticipated to result from 
both void swelling and transmutation-induced

changesin lattice parameter.

On the broken specimens of both V-1 OTi and V- 
lOTHNi, the fracture surface is dominated 
primarily by transglanular cleavage facets and 
secondarily by grain boundary separation. With 
the exception of a few small precipitates on the 
grain boundary, there were no reasonable 
features on the facets or grain boundaries that 
would indicate the presence of voids or bubbles.

The microstructure observed in V and V-1 Ni 
contained comparable density ( 5 x lO^ cm-3) of 
small (<5rtm) cavities; The two specimens 
developed very different surfaces during 
electropolishing, however. While the V-1 Ni had a 
very smooth surface the V developed a very 
irregular surface, indicative of selective electro
polishing. The regions protruding above the 
average surface plane appear to be related to be 
regions of higher Cr level.

As shown in Table 2, the bulk level of 
transmutant Cr determined by broad-beam 
electron scans in the JSM 840 of the surfaces of 
V, V-1 OTi and V-1 OTi-1 Ni are consistent with 
15.35 + 0.35% of the original V having 
transmuted to Cr. The foil analysis of VandV-1 Ni 
in the JEOL 2000 yielded comparable but 
somewhat more variable measurements of 1 6.0 
and 14.0% respectively. These results are in 
excellent agreement with the predictions of 
Greenwood and Garner [2] who predicted 19.3% 
at 22 dpa. When interpolated, this yields a 
predicted value of 15.5% at 17.7 dpa, compared
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Table 1. Density change after irradiation.
Unirradiated density.

&cmT
Irradiated density.

g cm*3
Change f%V

V 6.13038 6.1525 0.30

V-INi 6.19391 6.1784 -0.25

V-lOTi 5.97293 5.8336
5.8354“

-2.33
-2.30

V-lOTi-INi 5.98426 5.8955
5.8926”

-1.48
-1.53

Change contains contributions from both cavities and transmutation-induced changes in 
composition. A negative sign implies volumetric swelling.

*' Second independent measurement.

Table 2. Transmutation measured by EDS
V Cr Ti Ni Method* %V-»Cr

Pure V 84.3 15.7 - - SEM/EDS 15.7

Pure V 84.0 16.0 - - TEM/EDS 16.0

V-INi 80.0 13.9 - 0.9 TEM/EDS 14.0

V-lOTi 77.1 13.6 9.4 - SEM/EDS 15.0

V-lOTi-INi 77.0 13.7 8.7 0.7 SEM/EDS 15.3

Scanning electron microscope or transmission electron microscope used to perform x-ray 
energy dispersive spectroscopy.

to the measured mean of 1 5.3%.

Typical EDS spectra from the scanning electron 
microscopy are shown in Figure 1, and clearly 
show the significant amount of Cr formed. Figure 
2 shows that Cr tends to segregate at grain 
boundaries in the absence of Ni, but not to 
segregate in Ni’s presence. Ni tends to segregate 
at grain boundaries, however.

4. Discussion

Although Ni was addedto enhance He production, 
a significant role of he on cavity nucleation is not 
evident. At this point, however, the He build-up 
was not very large (50 atppm), due to delay 
required to form 59|\li from 58Ni. The small sizes 
of the cavities are consistent with their 
invisibility on the fracture surface. Even more 
important, the extreme fragility seems to be 
associated with the presence of Ti rather than to 
the presence of either Ni and He. At this point, it 
is tempting to also preclude Cr as a cause of the 
enbrittlement, since within 10%, the Cr levels

are all approximately equal in the four alloys. V- 
Cr binaries ■ (Cr=5.0-14.1%) have been 
irradiated in FFTF to exposure levels ranging 
from 42 to 77 dpa at temperatures from 400 to 
600 C in earlier studies, and did not exhibit such 
fragility [3j.

The preferential polishing does appear to be 
associatedwith segregation of Cr, but the

120» Prtsci: 120i Rceainln*:

v-xfl
Cr-Ke

Cr-KJ

< 1.0 5.260 kcU 6.5 >

Figure 1. Typical EDS spectrum from V irradiated 
in HFIR to 17.7 dpa.
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Figure 2. Segregation profile observed on grain 
boundaries of V and V-1 Ni irradiated in HFIR.

50 V- 1TI
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41 V-15Cr-5Tl

- 44 V - 10Cr - 911
10 V - 7Cr - 15TI

unirradiated

O O TEM Impact
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Cr + Ti Concentration, Wt. %

Figure 3. Change of DBTT after irradiation in 
FFTF [3],

presence of Ni alters Cr segregation at grain 
boundaries and presumably at other sinks such as 
dislocations, thereby also influencing the electro
polishing behavior.

While He derived from Ni appears to play no 
large or direct role on cavity structure or 
density change in V and V-1 Ni, Ni addition 
appears to depress swelling somewhatin V 1 OTj 
The density change values should not be 
interpreted to result from cavity swelling alone, 
however, since Cr addition tend to increase the 
density of V alloys [3]. Thus the swelling of V- 
1 OTi and V-10Ti-l Ni may actually be larger 
than inferred from the data in Table 1.

Ni additions tend to reduce the density of V alloys 
[3], but they also been shown to exert a strong 
direct role in alteration of radiation-induced 
microstructure in electron irradiation [4] and 
fast rector irradiation [.3],-neither of which lead 
to significant -generation-of He.

It does appear, however, that the extreme 
enbrittlement does arise from the transmutation 
of Cr, at least when it occurs in alloys containing 
significant levels ofTi. Loomis and coworkers [3] 
have shown that the ductile-to-brittle transition 
temperature (DBTT) of V-Ti binaries increases 
strongly for Ti concentrations greater that 5 wt% 
after fast reactor irradiation, (no significant 
transmutation) at 420C to 34-44 dpa, but 
increases even more strongly V-Ti-Cr alloys for 
increasing Cr levels above 5% Cr[]. For (Cr+Ti) 
levels above 9%, the DBTT after irradiation 
increases 200C or more,, as shown in Figure 3. 
Since (Cr+Ti) level of broken specimens after 
irradiation is on the order of 25%, the DBTT of 
these.specimens may be 250C or greater. Note 
that even before irradiation, the DBTT of such 
high solute alloys in near room temperature.

As shown by Greenwoodand Garner [2], however, 
the transmutation rates experienced by V in HFIR 
are more than an order of magnitude greater than 
those expectedin fusion neutron spectra or that of 
liquid metal cooled fission reactors. Mori [5] has 
calculated that for- the International
Thermonuclear Experiment Reactor (ITER), 
transmutation ofVtoCr would be less tan 1% per 
year at any position on the first wall when 
operating at 2MW/m 2. Therefore, the extreme 
fragility exhibited by V-Ti alloys after
irradiation in HFIR is completely atypical of the 
response that will occur in fusion and liquid 
metal reactors. Therefore, if fusion-relevalent 
test are to be successfully conductedin mixed 
spectrum reactors, the thermal componentof the 
neutron flux must be reduced significantly by 
shielding the specimens with materials that are 
strong absorbers of low energy neutrons.

This experiment demonstratesonceagain that the 
possible Influence of solid transmutation must be 
taken into account when designing and evaluating 
experiments which will be conductedin neutron 
spectra which are only surrogates for the 
spectrum of actual application. A summary of 
previously-cited situations where transmutation
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was found to be an important concern is presented 
in other papers [1,2]. Also demonstrated in this 
experiment is the principle that the impact of 
elemental tailoring of alloys to study the effects 
of transmutant He is often overshadowed by the 
direct action of the tailoring agentitself.

5. Conclusion

The addition of Ni to V and V-10 f appears to 
influence swelling of these alloys when irradiated 
at 400C in HFIR, but its action appears to be 
related to Mi's direct influence on 
microstructural evolution,, rather than to its role 
as a source of He. He’s role in determination of 
mechanical properties and enbrittlement of V 
alloys in jHFIR is also overshadowed by the 
influence of large levels of transmutant Cr 
formed (T%/dpa) during irradiation in HFIR. 
While increasing Cr levels tend to increase the 
DBTT, the increase is very strongly synergistic 
when Ti exists at significant levels in V alloys. 
The extreme enbrittlement observed in this 
experiment resulting from Cr formation will not 
be representative of that expected in fusion 
neutron spectra, where the V-Cr transmutation 
rate per dpa will be lower than by more than an 
order of magnitude.
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Fe-Cr-Mn steels have been proposed as materials for structural components of 
the fusion reactor because of their lower radio-activity in comparison with SUS 
316 austenitic stainless steels. Therefore, it is required to characterize the 
material with respect to its mechanical properties and microstructural changes 
during neutron irradiation for the doses and temperatures relevant for first 
wall condition. For these objectives, a series of Fe-Cr-Mn-(Al) steels with 
different compositions have been examined in tensile tests and by electron 
microscopy after neutron irradiation up to 8 x l(n n/nr at 473 K. The 0.2% 
proof stress, ultimate tensile stress and total elongation were compared before 
and after irradiation. The results indicate that both Fe-10%Cr-(20-25)%Mn-3%Al 
and Fe-10%Cr-30%Mn steels show most radiation-resistant.
KEYWORDS: low activation, radiation hardening, defect cluster, alloying element, 
fusion reactor

1. Introduction
Manganese steels are candidate 

materials for structural components of 
fusion reactors because of their low 
induced long-term radioactivity compared 
to that of typical Fe-Cr-Ni austenitic 
steels ’ '. However, recent studies on 
Fe-Cr-Mn steels have indicated that 
neutron irradiations at high temperature 
lead to both degradation of the 
mechanical properties and phase 
instabilities caused by manganese loss 
from the surface ' '. Commercial Fe-Cr- 

Mn steels have been developed for low- 
temperature non-magnetic structural 
materials. However, when these steels are 
used at high temperatures, oxidation 
resistance, mechanical properties and 
phase instabilities should be considered 

'. There have been some attempts to 
improve those properties by the addition 
of alloying elements. For example, the 
addition of aluminum can improve tensile 
properties and oxidation resistance of 
these steels ’ * '.

Recently, fusion devices have been 
designed to operate at relatively low 
temperatures and low neutron doses. There 
are not enough data on mechanical 
properties of Fe-Cr-Mn steels for these 

conditions.
The aim of this study is to find the 

optimum composition of Fe-Cr-Mn steels 
for irradiations at medium temperatures, 
and to study the effects of alloying 
elements and irradiation dose on the 

mechanical properties.

2. Experimental Procedure
Twenty four manganese steels were used 

in this experiment. Steels composed of 
( 8-11)wt.%Cr, ( 5-2 5)wt.%Mn and (0 -
7)wt.%Al were mainly ferritic structures, 

and the compositions of (8-11)wt.%Cr, 
(2.5-10) wt. %Cr and (30-40 )wt. %Mn, (0-
l.l)wt.%C, (0-0.l)wt.%N were austenitic 
structures. Detailed chemical 
compositions, have been reported in 
elsewhere ' '. Specimen dimensions are
plates of 4 x 16 x 0.2 mm for tensile 
test and disks of 3mm diameter for 
microscopic observation. After solution
annealing at 1323 K for 30min in vacuum 
condition, the specimens were irradiated 

in aluminum capsule filled with helium. 
Neutron irradiation was performed in JMTR 
(Japan Material Testing Reactor) at about 
473 K to doses of 5, 11 and 80 x 10^

n/m . Several specimens of each alloy 
were assigned for tensile test under the 
strain rate of 1.4 x 10 /s at room 
temperature. Microstructural examinations 
were performed by a 200 keV TEM, and 
compositional analysis (EDS). 
Electropolishing proceeded using a 
conventional method employing an 
electrolyte solution of 5% HCIO^ in 
CH3COOH.

3. Results and Discussion
3.1 Solute Concentration Dependence

From tensile test of unirradiated 
specimens, it has been confirmed that 
good mechanical properties have been 
achieved in Fe-10Cr-30Mn and Fe-lOCr-(15-

63
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25)Mn-3Al for austenitic and ferritic 

steels, respectively. Especially, the 
addition of A1 to manganese steels of Fe- 
XCr-YMn steels is effective for improving 
elongation, 0.2% proof stress and 
ultimate tensile stress (UTS) .

Figure 1 shows the dependence of 
manganese content on mechanical 
properties, 0.2% proof stress, UTS and 
total elongation, in austenitic Fe-XCr- 
YMn steels irradiated with different 
neutron doses. A large amount of 
elongation was especially shown in Fe- 
10Cr-30Mn steel even if the irradiation 
dose increased.

Figure 2 shows the dependence of 
aluminum content on mechanical properties 
in Fe-XCr-YMn-Al steels irradiated with 
different neutron doses. Reasonable 
elongation and stress were developed by 
the addition of aluminum until 3%, 
especially, a large elongation was shown 
in Fe-10Cr-15Mn-3Al steel even if the 
irradiation dose increased. Therefore, 
desirable aluminum content is about 3wt.% 
even in irradiation condition.

Radiation hardening can be defined as a 

difference in 0.2% proof stress before 
and after irradiation '. Figure 3 shows 
manganese dependence on the radiation 
hardening in Fe-10Cr-XMn and Fe-10Cr-XMn- 
3A1 steels. In the case of ferritic Fe- 
10Cr-XMn-3Al steels, radiation hardening 
increased with increasing of manganese 
content, which means that relatively 
lower manganese content could be 
desirable in the irradiated condition. 
However, in the case of austenitic Fe- 
lOCr-XMn steels, radiation hardening was 
not depend on the manganese content.

To clarify the details in the 
elongation behavior, the work hardening 
rate, n, was determined, as shown in 
figure 4 for both Fe-lOCr-XMn and Fe~ 
10Cr-XMn-3Al which were unirradiated and 
irradiated to 5 x 10 n/m . In the case 
of Fe-10Cr-XMn, the rate showed a minimum 
value at middle of manganese content. In 
the case of Fe-10Cr-XMn-3Al steels, the 
rate increased a little at the middle of 
manganese content. In almost all alloys 
the work hardening rate decreased 
obviously comparing with that of 
unirradiated condition. It can be 
suggested that neutron irradiation to 
such low doses can reduce the work 
hardening, which means enhance the 
homogeneous elongation.

From those results, it is indicated 
that Fe-lOCr-(15-25)Mn-3Al and Fe-lOCr- 
30Mn steels, which have good mechanical

properties at unirradiated condition, 
have desirable properties even if after 

neutron irradiation.

3.2 Dose Dependence
Figure 5 shows neutron dose dependence 

of mechanical properties in Fe-10Cr-30Mn 
austenitic steel. With increasing of 
dose, the proof stress and UTS increased 
slightly. The elongataion decreased, but 
it showed obviously a saturation at high 

dose.
Figure 6 shows the dose dependence of 

mechanical properties in Fe-10Cr-15Mn-3Al 
ferritic steel. Both proof stress and UTS 
increased almost linear with the dose, 
but they showed relatively higher values 
in comparison with austenitic steels. The 
elongation decreased with dose until a 
saturation was reached, though it had 
relatively lower values in comparison 
with austenitic steels. Comparing other 
steels such as 316 steels irradiated to 
low doses, the yield stress of these Fe- 
Cr-Mn steels was almost the same or less 
12,13).

3.3 Radiation Hardening
Radiation hardening can be explained by 

small sized defect clusters, which act as 
obstacles for dislocation motion 11 ^. In 

this experiment, small sized cluster 
formation was confirmed in several steels 
by means of dark-field images of 
transmission electron microscopy. The 
radiation hardening is expressed by the 
following relation,

A<r0J =anb(Nd)l/2,
where Acr : stress increase, a : strength 
factor for the obstacles, ft ."shear 
modulus, b :Burgers vector, N :number 
density of defect cluster, d :mean size 
of defect cluster.

Figure 7 shows the relation between thg 
increment of proof stress and (Nd)1' 

after irradiation of various steels to 
two levels of neutron doses of 5 x ICr 
(solid symbols) and 1.1 x 10 n/m (open 
symbols). The slope of the line from 
origin lay between 0.11 and 0.24. The 
highest value is mainly for low manganese 
steels and high manganese steels with 
high carbon and nitrogen, and the value 
tends to decrease with increasing 
irradiation doses. This means that when 
the hardening is due to defect clusters 
which act as obstacles of dislocation 
motion, the strength of defect clusters 
could decrease with increasing 
irradiation doses as a result of
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Figure 1. Influence of manganese content 
on mechanical properties, 0.2% proof 
stress, UTS and total elongation in 
austenitic Fe-XCr-YMn steels irradiated 
with different neutron doses at 473 K.
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Figure 2. Influence of aluminum content 
on mechanical properties, 0.2% proof
stress, UTS and total elongation in 
ferritic Fe-XCr-YMn-Al steels irradiated 
with different neutron doses at 473 K.
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Figure 3. Radiation-hardening as a 
function of manganese content in Fe-lOCr- 
xMn and Fe-10Cr-xMn-3Al steels irradiated 
at 473 K.
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Figure 4. Work hardening rate as a 
function of manganese content in Fe-10Cr- 
xMn and Fe-10Cr-xMn-3Al steels irradiated 

at 473K.
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Figure 5. Influence of neutron dose on 
yield stress, UTS and elongation in Fe- 

10Cr-30Mn steel.
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Figure 6. Influence of neutron dose on 
yield stress, UTS and elongation in Fe- 
10Cr-15Mn-3Al steel.
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Figure 7. Relation between radiation- 
hardening and (Nd) ' for defect cluster 
in various steels irradiated at 473 K.

reduction in interstitial impurities such 
as carbon and nitrogen atoms. Therefore, 
the fraction of trapped impurities could 
reduce with increasing of clusters at 
higher irradiation doses.

In the case of aluminum added steels, 
the micrographs showed that the size and 
number density of defect clusters were 
smaller than in Fe-10Cr-30Mn. This means 
that aluminum solute could reduce the 
concentration of free point defects due 
to defect trapping which enhances the
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recombination. Therefore, the defect 
cluster concentration is reduced.

Cnclusion
The 0.2% proof stress, ultimate tensile 

stress and total elongation were measured 
before and after irradiation to 
relatively low doses at 473 K. The best 
results were obtained for compositions of 
Fe-10%Cr-30%Mn and Fe-10%Cr-(20-25)%Mn- 
3%A1. The strength of Cr-Mn-(Al) steels 
was comparable to that of 316 steels even 
after the irradiation. Radiation 
hardening can be explained by the 
increase in strength due to defect 
cluster formation, which is enhanced by 
interstitial impurities. The addition of 
small amount of aluminum to Fe-10Cr-15Mn 
steels has two effects, a phase 
instability and a reduction in the defect 
cluster formation.

Acknowledgment
The authors wish to acknowledge Prof. 

H. Kayano, and Mr. Narui in Oarai branch 
of Tohoku University for useful 
discussions, and also thank Mr. A. 
Yonezawa and S. Watanabe of Hokkaido 
University for helpful assistance in this 
experimental work.

References
1) D.G.Doran, H.L.Heinish and F.M.Mann: 
J. Nucl. Mater., 133-134(1985),892.
2) F.A.Garner, F.Abe and T.Noda: J. Nucl. 
Mater., 155-157(1988), 870.
3) J.M.McCarthy and F.A.Garner: J. Nucl. 
Mater., 155-157(1988), 877.
4) F.A.Garner and J.M.McCarthy: Reduced 

Activation Materials for Fusion Reactors, 
ASTM STP 1047, ed. R.L.Klueh, D.S.Gelles,
M. Okada and N.H.Packan, American Society 
for Testing and Materials, Philadelphia, 
PA, (1990), p.19.
5) Y.Okazaki, M.Mochizuki, K.Miyahara and 
Y.Hosoi: Reduced Activation Materials for 
Fusion Reactors, ASTM STP 1047, ed.
R.L.Klueh, D.S.Gelles, M.Okada and
N. H.Packan, American Society for Testing 
and Materials, Philadelphia, PA, (1990),
P. 80.
6) N.Yukawa, M.Morinaga, K . Nishiyama,
Y.Mat sumoto, Y.Murata and H.Ezaki: 
Reduced Activation Materials for Fusion 
Reactors, ASTM STP 1047, ed. R.L.Klueh, 
D.S.Gelles, M.Okada and N.H.Packan, 
American Society for Testing and 
Materials, Philadelphia, PA, (1990), 
p. 30.
7) W.Schule, E. Lang and A . Panzarasa : 
Report EUR 11756 EN, (1988).

8) J.I.Cole, D.S.Gelles and J.J.Hoyt: J. 
Nucl. Mater, 191-194 (1992),657.
9) H.Takahashi and S.Ohnuki, Proc. High 
Manganese Austenitic Steels, Chicago, ASM 

International, (1993), p.161.
10) H.Takahashi, K.Shiba,
S.Nakahigasgshi, S.Ohnuki, H.Kinoshita 
and F.A.Garner: Reduced Activation 
Materials for Fusion Reactors, ASTM STP 
1047, ed. R.L.Klueh, D.S.Gelles, M.Okada 
and N.H.Packan, American Society for 
Testing and Materials, Philadelphia, PA, 
(1990),p.93.
11) J.Moteff, D.J.Mutual and V.K.Sikka, 
Defect and Defect Clusters in BCC Metals 
and Their Alloys, ed. by R.J.Arsennault, 
ASM (1973) p.198-215.
12) H.L.Heinisch, S.D.Atkin and
C. Martinez, J. Nucl. Marter., 141-143
(1986) 807-815.
13) H.L.Heinisch, M.L.Hami1 ton, 
W.F.Sommer and P.D.Ferguson, J . Nucl. 
Marter., 191-194 (1992) 1177-1182.

-229



ELSEVIER Journal of Nuclear Materials 226 (1995) 330-331

journal of 
nuclear 

materials

Letter to the Editors

Concentration dependence of radiation-induced segregation
in Fe-Cr-Ni alloy

S. Watanabe, H. Kinoshita, N. Sakaguchi, H. Takahashi
Ultra-Functional Materials Laboratory, Center for Advanced Research of Energy Technology, Hokkaido University, Kita-ku, Kita-13,

Nisi-8, Sapporo 060, Japan

Received 22 April 1994; accepted 7 September 1995

In a previous paper [1], we reported, through theo
retical study, that the initial concentration of the alloy 
component in Fe-Cr-Ni may significantly influence 
the radiation-induced segregation (RIS). It can also be 
qualitatively understood in terms of the discriminant 
which is a function of intrinsic diffusivities and initial 
concentration of the alloy elements [2], In this Letter 
we will show an experimental indication for the con
centration dependence on RIS at the grain boundary 
in Fe-15Cr-(15-40)Ni due to electron irradiation by 
HVEM. We believe that the present study will rein
force the previous theoretical prediction. The peculiar
ity in the dependence of elemental concentration of 
the less diffusivity (Ni diffusion via vacancy mechanism 
in Fe-Cr-Ni) is thought universal in the RIS in multi- 
component alloys.

Specimens of Fe-15Cr-xNi (x = 15, 20, 25, 30, 35, 
40) alloys with impurity levels of 0.003 C and 0.0011 N 
(in wt%) were used. After heat treatment at 1273 K for 
30 min, the specimens were irradiated up to 7.2 dpa at 
723 K with 1 MeV electrons using a high voltage 
electron microscope. The mean damage rate was 2.0 x 
10-3 dpa/s. After irradiation, the chemical composi
tion was determined using a 200 kV transmission elec
tron microscope (JEOL-2000FX) equipped with an en
ergy dispersive X-ray (EDS) analyzer.

Fig. 1 shows the dependence of concentration of 
alloy elements on segregation amount at the grain 
boundary, fixing the initial Cr concentration to 15 wt% 
and varying Ni concentration in Fe-15Cr-xNi alloy. 
The ordinate, AC, is the difference between the initial 
(bulk) concentration and that after irradiation at the 
grain boundary. The lines indicate theoretical results. 
We performed the calculation by solving the coupled

rate equations one-dimensionally for concentrations, 
C’s, at a time at positions with the appropriate divi
sions and did so up to the time corresponding to the 
dose irradiated [1], In the present calculation we used 
a = 1, as the ideal solution condition, and 77 = 1.0, as 
the damage efficiency of the electron irradiation at a 
damage rate of 2 X 10-3 dpa/s and at 723 K. The 
probe size of 20 nm in diameter for the EDS analysis 
is, further, assumed [1], For the other parameters we 
adopt ones seen in literature [3,4].

A remarkable point is that in Fig. 1 peaks of segre
gation have been seen in the concentration depen
dence: Ni lines have maxima and inversely Fe lines 
have minima at about 30 wt% of the abscissa in the 
figure. We simulated also (without averaging [1]), in 
Fig. 2, the dependence of segregation amount at a 
grain boundary on alloy composition at various doses 
up to steady state. In Fig. 2 peaks of segregation can 
also be seen: Ni lines have maxima and inversely Fe 
lines have minima at an initial Ni concentration of 
about 20 wt%. Moreover, the peak, in this case, slightly 
shifts to the lower initial Ni concentration region of the 
abscissa as the dose is increased. However, the emer
gence of the peaks could not be seen in Fig. 3, which is 
the case of varying Cr alloy content and fixing the 
initial Ni concentration to 20 wt% in the Fe-Cr-Ni 
alloy at the same irradiation condition.

The above results mean that the fraction of Ni 
atoms contributing to the segregation decreases as 
solute Ni concentration increases, while not so for 
solute Cr. This comes from whether the solute enriches 
or depletes. Since in the RIS process the fraction of 
enriched Ni atoms contributing to the segregation at a 
grain boundary becomes larger when the fraction of

0022-3115/95/S09.50 © 1995 Elsevier Science B.V. All rights reserved 
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Calculation Experiment '

Ni concentration (wt.%]

Fig. 1. Concentration dependence of RIS at the grain bound
ary in Fe-15Cr-xNi alloy irradiated to 7.2 dpa at 723 K. The 
initial Cr concentration fixed to 15 wt% and AC = CG B - 
CBulk• The theoretical results are indicated by lines, while 
elperimental ones by unfilled characters.

the initial composition is low and, on the contrary, 
becomes smaller when the initial composition is high, 
the segregation amount itself thus shows a maximum 
somewhere in the composition. This is comparative to 
the fact that a monotonically decreasing function - of

O.ldpa

Odpa i

Ni concentration (wt.%)

Fig. 2. Concentration dependence of RIS at grain boundary in 
Fe-15Cr-.vNi alloy after irradiation to various doses at 723 
K. The initial Cr concentration was fixed to 15 wt%.

O.ldpa

Cr concentration (wt.%)

Fig. 3. Concentration dependence of RIS at the grain bound
ary in Fe-xCr-20Ni alloy after irradiation to various dose at 
723 K. The initial Ni concentration was fixed to 20 wt%.

the fractional segregation amount: AC/Cbu,k, multi
plied by a linearly increased function - of concentra
tion of the element: Cbulk, gives a salient function. (See 
Fig. 12 in Ref. [1] for more detail and notice that the 
temperature is 773 K in that case.) Trivially, for Cr, as 
in Fig. 3 this does not hold because Cr in the Fe-Cr-Ni 
alloy is a depletion element in the system. We have 
reported the similar emergence of a peak in concentra
tion dependence, predicted from a discriminant consid
eration in Ref. [2] (Table 1).

In concluding remarks, we have studied the concen
tration dependence of solute elements, Ni and Cr, 
upon radiation-induced segregation at grain bound
aries in the Fe-Cr-Ni alloy system, and evidenced a 
peculiarity of concentration dependence for the solute 
Ni. Although further experimental confirmation is nec
essary, especially, for the Cr variation case, this work 
might suggest that we should include the initial con
centration of the alloy as an important physical factor 
in the course of the RIS study.
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Abstract

An irradiation-induced phenomenon was studied on account of solute segregation and concurrent grain boundary 
migration in a model Fe-Cr-Ni alloy during electron irradiation with a high voltage electron microscope (1000 kV) 
and also by computer simulation. The calculation was conducted by solving the coupled rate equations for solute and 
defect concentrations, which involve the Kirkendall effects at a grain boundary sink, so that the solute redistribution 
profiles experimentally obtained were quantitatively explained. We also extensively studied the effects of the probe 
size in the EDS analysis on composition profiles, the Gibbsian segregation in the vicinity of a grain boundary and the 
discriminant of segregation under irradiation, as well as other important factors that influence the phenomenon.

1. Introduction

Irradiation with energetic particles generates solute 
redistribution in a concentrated alloy because of the 
preferential interaction between the solute atoms and 
the induced super-saturated point defects moving to
ward sinks, such as a surface or a grain boundary. It 
has been known that radiation-induced segregation 
(RIS) near grain boundaries and radiation-induced 
grain boundary migration might cause a significant 
deleterious effect upon their physical, chemical and/or 
mechanical properties [1,2] in alloys such as, c.g., a 
type 316 stainless steel, which have been considered as 
the primary candidate for structural materials in fusion 
reactors and which are used as light-water reactor core 
components [3,4]. It is thus demanded to investigate 
the mechanism for retardation of radiation-induced 
solute redistribution [5,6] and behavior of concurrent 
grain boundary migration [7-10] under irradiation.

It was already known at the end of 1950s that 
reactor irradiation produced lattice vacancies and in
terstitial atoms and that radiation-enhanced diffusion 
could cause instability in reactor materials [11]. Notice
able experimental and theoretical studies on RIS

started in the early ’70. Johnson and Lam [12], Okamoto 
and Wiedersich [13,14], and, independently later. Mar
wick [15] and Perks et al. [16] extensively studied RIS 
near alloy surfaces. Recently, RIS in the vicinity of the 
grain boundary has been of interest [6,17], because of 
the problem of the irradiation-assisted stress corrosion 
cracking (IASCC), which promotes the cracking sus
ceptibility in irradiated stainless steels.

In this paper we shall first review recent studies on 
the irradiation-induced grain boundary migration with 
segregation in an Fe-Ni-Cr alloy during electron irra
diation, which was studied by in-situ observation with a 
high voltage electron microscope (1MV) [9] and by 
computer simulation [10,18,19]. Solute segregation and 
simultaneous grain boundary migration arc discussed 
in a consistent manner based upon the point defect 
flow. To clarify and confirm the correctness of our 
physical interpretation of the problem, a model calcu
lation involving coupled rate equations for solute and 
point defect concentrations has been carried out [6.10]. 
We shall also extensively discuss, in this paper, the 
effects of the probe size in the energy-dispersive X-ray 
spectrometer (EDS) analysis for composition profiles 
[20], the Gibbsian segregation in the vicinity of grain

0022-3115/95/S09.50 £ 1995 Elsevier Science B.V. All rights reserved 
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boundary [21,22] and the discriminant of segregation 
under irradiation [6] as well as some other important 
factors related to the phenomenon.

2. Experimental procedure

Specimens of an Fe-Ni-Cr alloy containing 20.1 Ni,
15.2 Cr and, as impurities, 0.003 C and 0.0011 N (in 
wt%) were used. After heat treatment at 1273 K for 30 
min, the specimens were irradiated with 1 MeV elec
trons in the temperature range from 743 to 803 K using 
a high voltage electron microscope. The mean damage 
rate was 5.0 X 10~4 dpa/s. After irradiation, the chem
ical composition was determined using a 200 kV trans
mission electron microscope (JEOL-2000FX) equipped 
with an energy dispersive X-ray analyzer. The direc
tions of irradiation were mainly (110), (122) and (123) 
[9]-

3. Experimental results

3.1. Grain boundary migration during irradiation

The typical microstructures observed during irradia
tion of regions near a grain boundary were as follows. 
Under irradiation, the formation of defect clusters 
such as dislocation loops occurred initially in the ma
trix and voids were nucleated substantially. The forma
tion of defect clusters near a grain boundary occurred 
at a lower rate, i.e., dislocation density and number 
density of voids were lower in a case where grain

4.2dpa
l .8dpa

u 0.3

'-5 0.2

740 750 760 770 780 790 800 810
Temperature (K)

Fig. 1. Temperature dependence of the grain boundary migra
tion distance by electron irradiation [9].

boundary migration took place. Some grain boundaries 
in the irradiated region migrated but no grain bound
ary migration occurred in the unirradiated area. Fig. 1 

shows the temperature dependence of the migration 
distance. Similar microstructures were observed at 
those irradiation temperatures. Grain boundary migra
tion was observed during irradiation at temperatures 
from 763 to 783 K. The occurrence of a grain boundary 
migration seems to depend on the orientation of the 
boundary interfaces. The migration did not occur in 
the case of symmetrical grain boundaries, while asym
metrical boundaries migrated remarkably, and the mi
gration occurred predominantly in the direction per
pendicular to the close packed planes [9]. Boundary- 
migration began before the formation of voids and 
continued even after the void nucleation.
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Fig. 2. Solute concentration profiles [9] in Fe-15Cr-20Ni alloy after electron irradiation to 4.2 dpa; (a) at 793 K. (b) at 773 K. 
Grain boundary migration occurred in (b). Lines are simulation results (averaged by two-dimensional Gaussian formula (S)).
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3.2. With solute segregation near grain boundary

After irradiation of a region near a grain boundary, 
the solute concentration near a grain boundary was 
measured with a 200 kV TEM-EDS instrument. Nickel 
enrichment and chromium depletion took place at all 
the temperatures examined. Concentration changes 
were prominent at 773 and 783 K. The amount of 
segregation increased almost linearly with the migra
tion distance [9]. Therefore, the solute concentration 
seemed to change during the migration process. This 
tendency was more remarkable for nickel than for 
chromium.

Figs. 2a and 2b show, by dots, typical concentration 
profiles of nickel and chromium after irradiation to 4.2 
dpa. In Fig. 2b the grain boundary migration is accom
panied by solute segregation. The boundary positions 
before and after irradiation are indicated. In general, 
nickel enrichment and chromium depletion were ob
served in the grain boundary region. Outside the area 
of nickel enrichment and chromium depletion, nickel 
depletion and chromium enrichment were observed. It 
was also recognized that, at lower temperatures, the 
solute concentration changes occurred only in the 
vicinity of the last position of the migrated boundary. 
This indicates that solute redistribution took place at 
the migrating boundary. The opposite concentration 
changes of chromium and nickel outside the region 
swept by the migrating boundary were large at the 
lower irradiation temperatures.

The lines in Fig. 2 are results of computer simula
tion. In the next section we shall theoretically recon
sider the observed RIS effect and grain boundary mi
gration. Before discussing the details, we shall first

briefly review the theory and the basic rate equations 
we used for the simulation.

4. Computer simulation and comparison with experi
mental results

4.1 Theory and simulation method

Radiation-induced phenomena have their origin in 
the coupling between the fluxes of defects and of 
solute elements. Those defects which are mobile and 
escape recombination are reincorporated into sinks 
such as surfaces or grain boundaries. The defect flow 
in an initially homogeneous alloy then causes enrich
ment or depletion of the alloying elements in the 
vicinity of those defect sinks. The concentration gradi
ents induce back diffusion of the segregating elements, 
and a quasi-steady state may be set up during irradia
tion whenever the defect-driven solute fluxes are bal
anced by the back diffusion. On this account, the 
diffusion process is important because differences in 
the diffusivities of the components of the alloy drive 
the solute redistribution. The approach [14,15] is to 
solve the coupled diffusion equations for vacancies, 
interstitials and solute atoms to provide the terms 
which couple the defect and atom fluxes. Solute redis
tribution near a sink can affect the diffusion of defects 
to the sink, due to so-called the inverse Kirkendall 
effect.

The continuity equations we used for the quantities 
of interest are
dQ

Table 1
Main parameters used in the present calculation
Parameter Notation Value Reference
Vacancy jump rate via Fe atoms ''Fc-v 2.5 X 10'3/s [15]
Vacancy jump rate via Cr atoms "Cr-v 3.5 x 10'3/s [15]
Vacancy jump rate via Ni atoms ''Ni-v 1.5 x 10'3/s [15]
Interstitial jump rate V\ 5.0X 10':/s [21]
Vacancy migration energy E? 1.2 eV [assumed]
Interstitial migration energy via Fe atoms 0.3 eV [21]
Interstitial migration energy via Cr atoms % 0.3 eV [21]
Interstitial migration energy via Ni atoms ^Ni-i 0.9 eV [21]
Ni—interstitial binding energy 0.75 eV [assumed]
Formation enthalpy of vacancy El 1.4 eV [15]
Formation enthalpy of interstitial E\ 4.0 eV [21]
Formation entropy of vacancy sl 5k [21]
Formation entropy of interstitial s! 0 [21]
Unit cell size A 3.52 x 10" 10 m [21]
Internal dislocation density Pd ~ 1.0 X 1014 m"2 (at 773 K) [assumed]
Damage efficiency V 1.0 [assumed]
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(K denotes elements A, B and C; i.e., Fe, Cr and Ni)

^Z=_V-4 + 77Ko- - C°),
dr

(2)

££i_ -V /i + r!X0-/!CvC1-X,!C,(Ci-C»), (3)
d/

Cv and C; are the concentration of vacancies and 
interstitials, and C° and Cf are the bulk equilibrium 
defect concentrations, respectively.

The fluxes, J, of the three elements (A, B and C) 
and the two defects (v and i) are of the form
E2JA = -DAaVCA + ^AvCaVCv - dAjCAVCj, 

f}JB = — DBaVCB + dBvCBVCv — dBiCBVCj, 

flJc = — DcaVCc + dCvC(57Cv — dCiCcVCi, 

flJ\ = - (^Ai ~ ^a)Ci«VCA - (dBi- ^Ci)C,aVCB
-D;VC,,

f2Jv = (dAv - dCv)CvaVCA + (dBv - dCv)CvaVCB

-D,VC,, (4)

where fl, K0, R, a and Kvs are the atomic volume, the 
damage rate, the recombination coefficient, the ther
modynamic factor and the internal sink (voids and 
dislocations) strength coefficient, respectively.

The total diffusivities, D, and intrinsic diffusivities, 
d, are of the form

^A =^Av^v + ^Ai^i'
Dv = (dAv + dBv + dCv)Cv, etc., 

and

with defect (y) and solute (k) pair jump frequency, 
vjK = exp(-E'/f/kT). Here Z and A are the recom
bination site number and the unit size as a jump 
distance. The migration energies, E™, are entered in 
the partial diffusivity through the Boltzmann factor.

With the appropriate physical parameters in Table 
1 for an austenitic Fe-Cr-Ni alloy, and with the 
boundary conditions:

C" = exp(Sl/k) exp( - E[/kT),

and

C° = exp(S{/k) exp(~E\/kT),

at the grain boundary, and 7 = 0, deep in the bulk 
(~ 10 p.m) where 5^ and E[. { are the defect formation 
entropy and energy, respectively, we solved the one-di
mensional Eqs. (l)-(3) for C numerically as a function 
of position up to the time corresponding to the dose 
irradiated. In the actual calculation we used a = 1 
(ideal solution condition) and 17 = 1.0 for the damage

efficiency of the electron irradiation. For the other 
parameters we adopt ones seen in the literature [15,21]. 
Since our model alloy is relatively pure, the actual 
migration energies might be smaller.

The calculations were performed to evaluate con
centration profiles one-dimensionally, as a function of 
time, for various experimental parameters: tempera
ture, production rate, internal sink concentration and 
solute concentration, etc. The LSODE package of sub
routines [24] was used for the numerical integration of 
the rate equations. In addition, we considered spatial 
resolution by means of averaging the calculated con
centration profile with an appropriate EDS probe size 
[20]. The latter technique, as we shall discuss in a later 
section (Section 5.3), is of importance for simulating 
the actual profile data taken by TEM-EDS analysis.

4.2. Grain boundary migration and segregation

Typical theoretical results on segregation without 
grain boundary migration are shown by lines in Fig. 2a 
and with boundary migration, in Fig. 2b. For the calcu
lation of the segregation profile at the migrating 
boundary we forcibly moved the grain boundary at 
each time step so that the final grain boundary position 
coincided to the experimental results (~ 0.36 pm) and 
that the total sample thickness was kept constant. Fig. 
3 shows the grain migration distance versus the time. 
Obtaining the composition profiles, which are here
after indicated by “As calculated”, we averaged them 
by the two dimensional Gaussian average (Eq. (8)) with 
appropriate choices of parameters of the probe size 
and the deviation constant. (The probe radius is 10 nm

3 0.3

™ 0.2

Time (x103sec)
Fig. 3. Time dependence of grain boundary migration used in 
the simulation.
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Fig. 4. Calculated dose dependence of solute concentration at 
a grain boundary in an Fe-15Cr-20Ni (at%) alloy irradiated 
at 1 x 10~3 dpa s~773 K (without averaging).

(a)
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Fig. 6. Calculated damage rate dependences of solute concen
tration at a grain boundary in Fe-18Cr-12Ni (at%) alloy 
irradiated to 3 dpa; (a) at 573 K, (b) at 673 K.

and the deviation constant is 1 X 10~2 nm"2 in Fig. 2.) 
From Fig. 2b it is evident that the profile is not 
symmetric with respect to the grain boundary and that 
the segregation effect is more pronounced behind the 
migrating boundary than ahead of it. Disregarding the

(a)

Temperature (K)
Fig. 5. Calculated temperature dependences of solute concen
tration at a grain boundary in Fe-18Cr-12Ni alloy irradiated 
to 3 dpa; (a) at 1 X 10”3 dpa s~ (b) at 1 X 10“5 dpa s_ *.

details, the overall agreement between the theory and 
the experiment is remarkably good.

5. Discussion

5.1. Dose, temperature and damage rate dependences on 
R1S

In this section we discuss, with simulated results, 
the effects of main irradiation parameters; dose, tem
perature and damage rate, on RIS at a grain boundary. 
Firstly, the dose dependence of RIS is shown in Fig. 4 
for an austenitic stainless alloy. The solutes of Ni and 
Cr at a grain boundary segregate rapidly at a low dose 
and the segregation increases as dose increases. Segre
gation of Ni is more pronounced than that of Cr. We 
show the temperature dependence of RIS at a dose of 
3dpa in Fig. 5 and damage rate dependence in Fig. 6. 
The cusps or peaks are seen in the both figures and 
they shift from condition to condition. To clarify the 
peak shift, we extensively show, in Fig. 7, the RIS at a 
grain boundary for a constant dose of one dpa as a 
function of both temperature and damage rate by 
means of three-dimensional drawings. It is noteworthy 
that the RIS at a grain boundary is suppressed at 
higher temperatures and at a lower damage rate be
cause of the back diffusion from the grain boundary 
after segregation by irradiation; on the other hand, at a 
lower temperature and at a higher damage rate the 
suppression of RIS also occurs because, instead of
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Fig. 7. 3D-plot of damage rate and temperature dependence of RIS at a grain boundary in Fe-18Cr-12Ni alloy irradiated to 1 dpa; 
(a) for Ni, (b) for Cr.

back-diffusion, recombination becomes dominant. As 
schematically illustrated in Fig. 8, RIS is considered to 
be prominent in the intermediate region [25].

5.2. The discriminant and concentration dependence in

In Fig. 4 the increase of RIS at a grain boundary seems 
to saturate at higher doses. There is then a possibility 
that at a certain dose the increase of the RIS stops, 
i.c., a quasi-steady state is established. This is the 
situation that the segregation is balanced with the 
back-diffusion. We showed, in Fig. 9, dose dependence 
of the ratio of the solute gradients at a grain boundary 
in an Fe-20Cr-10Ni (at %) alloy, in order to clarify 
how the quasi-steady state is accomplished. The inset

A

LLI
DC
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DC
ID
Q.
ID

BACK DIFFUSION 

REGION

R I S

RECOMBINATION

REGION

DAMAGE RATE ---------►
Fig. S. Schematic diagram to explain dependence of tempera
ture and damage rate on RIS.

of “dynamical calculation” indicates a result from the 
direct evaluation by solving Eqs. (1)—(3). On the other 
hand, the inset of “discriminant” shows the ratio of the 
discriminants, MNj/A/Cr, where Mj, a ratio of posi
tional derivatives for vacancy and element concentra
tions, is given by

djyCj y dkiCk dj\Cj _ dkvCk
^ _ ac/aw D,. ^ "ol 4"

(5)

which is obtained considering steady state [6],

x
ro

O
O

x

o
ro

II) : 10' 103 105
Dose (dpa )

Fig. 9. Calculated dose dependence of OCN, /d.Y)/(dCCr /b.\') 
at a grain boundary in Fe-20Cr-lONi (at%) irradiated at
2x 10"^ dpa s"', 673 K.
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Eq. (5) is derived from the condition that the rate 
change of concentration in Eq. (1)—(3) is zero [6], 
Notice that the discriminant is a function of the ele
ment concentration at the grain boundary. In the first 
order approximation. MSl/MCr is proportional to the 
segregation ratio of the elements at the sink. Therefore 
we can know from Fig. 9 that the amount of segrega
tion of Ni (enrichment), compared with that of Cr 
(depletion), increases more as the dose increases and 
that the two lines of dynamical and discriminant are 
gradually merging around 105 dpa; at that time, steady 
state is established. The criterion may, more practi
cally, be relaxed to approximately 100 dpa in the pre
sent case. In another words, we can rely on the discrim
inant description when dose is more than 100 dpa. As a 
matter of course, this criterion should be changed at 
another condition. However, our trial survey suggests 
that 100 dpa is the most probable criterion under the 
usual circumstances.

From the discriminant, Eq. (5), we can also infer 
that the RIS may depend on the initial concentration, 
viz., a bulk concentration. Watanabe and Takahashi [6] 
indicated from a discriminant consideration that the 
dependence of RIS at a grain boundary on the initial 
concentration might show a peak at a certain concen
tration of an enriching element, e.g., Ni in an Fe-Cr-Ni 
alloy, but not so for Cr element. To give an idea for 
this being probable, we simulated (without averaging), 
in Fig. 10, the dependence of segregation amount at a 
grain boundary on alloy composition, fixing the initial 
Cr concentration to 20 at% in the Fe-Cr-Ni alloy and 
assuming electron irradiation at 773 K at various doses 
up to steady state. In Fig. 10 peaks of segregation can

1x10 dpa

Fig. 10. Simulated concentration dependence on the amount 
of RIS at a grain boundary for Fe-20Cr-xNi alloy irradiated 
at 2x 10“3 dpa s_ 1 at 773 K to various doses.

10 -
1x10* dpa

Initial Cr Cone, (at.%)
Fig. 11. Same as Fig. 10 in Fe-xCr-lONi alloy.

also be seen: Ni lines have maxima and inversely Fe 
lines have minima at an initial Ni concentration of 
about 35 at%. Moreover, the peak slightly shifts to the 
higher initial Ni concentration region of the abscissa as 
dose is increased. However, this tendency could not be 
seen in Fig. 11, which is the case of varying Cr alloy 
content and fixing the initial Ni concentration to 10 
at% in the Fe-Cr-Ni alloy at the same irradiation 
condition. The above things mean that the fraction of 
Ni atoms contributing to the segregation decreases as 
solute Ni concentration increases, while not so for 
solute Cr. This comes from whether the solute enriches 
or depletes. Since in the RIS process the fraction of 
enriched Ni atoms contributing to the segregation at a 
grain boundary becomes larger when the fraction of 
the initial composition is low and, on the contrary, 
becomes smaller when the initial composition is high, 
the segregation amount itself thus shows a maximum at 
somewhere in the composition. This is comparative to 
the fact that a monotonically decreasing function - of 
the fractional segregation amount: AC/CBulk in Fig. 
12, multiplied by a linearly increasing function - of 
concentration of the element: CBULK, gives a salient 
function. Trivially, for Cr, as in Fig. 11 this does not 
hold because Cr in the Fe-Cr-Ni alloy is a depletion 
element in RIS. We have reported the similar emer
gence of a peak in concentration dependence, pre
dicted by a discriminant consideration in Ref. [6] (Ta
ble 1).

5.3. Probe size and spatial resolution in EDS analysis

A TEM-EDS instrument enables one to obtain mi
crochemical information from nano-sized areas in solid
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-0.6 -

-1.2 -

Initial Ni Cone, (at.%)
Fig. 12. Concentration dependence of AC/CBulk in Fig. 10.

samples as well as high magnification pictures. In these 
microscopes the emitted X-rays from the samples are 
measured with an energy dispersive X-ray spectrome
ter. Quantitative electron probe microanalysis can then 
be accomplished when the focused beam is positioned 
at selected points on a specimen. In addition, elemen
tal identification and X-ray scanning can be performed 
with these instruments. The recent development of the 
field emission gun (PEG) makes it possible for TEM 
analysis to treat regions as small as a nanometer or 
less, while a conventional TEM, to analyze a ten times 
larger region, at least.

Even with use of an FEG-TEM at present, however, 
one is unable to directly detect the atomic scale con
centration change in a local region by EDS because, 
even disregarding the bottom effect, a nanometer elec
tron probe at a sample surface still encircles several 
atoms or atomic columns. This fact implies that what 
we acquire as a local profile of the specimen in EDS 
analysis is spatially averaged information on the true 
elemental distribution. The bottom effect in a foil of 
finite thickness, a broadening of probe size due to a 
scattering of the incident electrons by the atoms com
prising the sample, further enhances the averaging 
effect. On this account, the spatial resolution and its 
reduction by broadening [26-28] as well as absorption 
correction [28-30] are important factors in EDS micro- 
analysis.

We shall, in this section, focus on the effect of 
probe size and the effect of intensity distribution on 
the evaluation of a composition profile in the EDS 
analysis. We shall consider averaging with a Gaussian

function, supposing that the probe intensity profile for 
the EDS is of two dimensional Gaussian form:

p(R- x, y) =A(R) exp[-fl(.r2 -f y2)], (6)

where a is the deviation constant, and A(R) is the 
normalization constant, which is a function of the 
probe radius, R. Integration by the normalization con
dition gives [20]

(7)

Hence, the averaging formula for the two-dimensional 
Gaussian average for a one-dimensional concentration 
profile is expressed by [20]

C(R,X) = jR AxI'JfE/L iyA(R)

X exp [ - a ( x 2 + y2) ] C (,v + X )

rR /d/TT exp( -ax2)

J-r 1 - exp(-aR2)

Xerf[/a(#--x-) ]c(.r + %). (8)

Here we have introduced the error function to account 
for the y-component integration. The cross section of 
the intensity is presumably circular. X is the compo
nent in the x-coordinate of the probe position.

Fig. 13 shows the effect of the probe size on the 
average. The average is taken by Eq. (8), changing the 
probe radius to 1, 10 and 20 nm. The solid line indi
cated as "As calculated” in Fig. 13 is obtained assum-

As calculated

Distance from G.B. (nm)
Fig. 13. Simulated concentration profile changes by averaging 
with two-dimensional Gaussian average at various probe radii. 
R. a = 1 X 10 ~2 nm ~2 [20].
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ing 1 dpa electron irradiation near a grain boundary in 
an Fe-15Cr-20Ni (at%) alloy at 873 K. As can be 
expected, the averaged profiles arc blunted near the 
grain boundary and the profiles are broadened as the 
probe size increases. In the Gaussian averages the 
deviation constant might also be an important factor to 
be considered. The effect of the deviation constant is 
not so remarkable for a less than 1.0 X 10-2 nm-2, 
and that the averaged concentration profile is gradu
ally approaching to the original profile as a becomes 
large, corresponding to the probe intensity profile ap
proximating a delta function.

As previously mentioned, the lines in Fig. 2 were 
obtained by averaging the simulated concentration pro
file by the two-dimensional Gaussian formula (8), pre
suming the probe radius 10 nm.

5.4. Gibbsian segregation

In this section we discuss the effect of Gibbsian 
segregation [22] near a grain boundary. When the alloy 
system evolves toward equilibrium, a thermodynamic 
driving force gives rise to either enrichment or deple
tion of an alloying element at a free surface or a grain 
boundary, depending on whether the heat of adsorp
tion is negative or positive, respectively. This thermo
dynamic segregation phenomenon is known as Gibb
sian adsorption (GA) for a surface or Gibbsian segre- 
gation(GS) for a grain boundary, which tends to mini
mize the free energy. GS causes a slight modification 
in alloy compositions, within one or two atomic layers, 
near a grain boundary. Examples of GS may be found 
in the literature [31,32], though quantification was 
poorer because, at that time, relatively primitive instru
ments were available.

According to Guttmann and McLean [22], the ex
pression for the equilibrium concentration of the so
lute A and B at a grain boundary of a ternary alloy 
A-B-C is given by (Eq. (15) in Ref. [22] and Eq. (7) in 
Ref. [21])

c,.„ _ Cj exp( Hj/kT)
A 1 +E,,A,D[exp(W//*T)- \\C/

C£ exp(Hj/kT)

l+E,_A.B[exp(W,yW)-l]c!’’ m

where and Cg, and and 7/g are the bulk 
concentrations and the Gibbsian adsorption enthalpies 
of A-and B-atoms, respectively, k is the Boltzmann 
constant and T is the temperature. In 1989, Yacout, 
Lam and Stubbins [21] have first introduced the fluxes 
bulk-to-surface and surface-to-bulk by the Gibbsian 
adsorption and calculated RIS accompanied the GA in 
Eq. (9) at a surface in an Fe-Cr-Ni alloy. Following 
their technique we also studied Gibbsian segregation at 
a grain boundary. The Gibbsian enthalpy used in the 
calculation is 0.01 eV (-0.01 eV) for the Ni (for Cr) 
element, respectively. In Fig. 14, we showed the results 
for Fe-15Cr-20Ni alloys at 793 K before irradiation, in 
Fig. 14a, and after irradiated to 4.2 dpa, in Fig. 14b. 
From the figures, we can know that the effect of GS 
gives rise to very weak segregation; we may need to use 
an EDS with a fine probe such as an FEG-TEM to 
observe it, and that the effect is almost unseen after 
irradiation (c.f. Fig. 2b) because the segregation by RIS 
becomes dominant. In a low irradiated or in a 
solution-annealed alloy, however, GS might need to be 
considered. Using an FEG-TEM-EDS instrument, Ko- 
dama et al. [33], seem to have found, recently, an

As calculated

R = 1 nm

10 nm

-10 0 10 

Distance from G.B. (nm)

R = 10 nm

As calculated

-10 0 10 

Distance from G.B. (nm)
Fig. 14. Gibbsian segregation at a grain boundary at 793 K; (a) before irradiation and (b) after irradiation to 4.2 dpa (cf. Fig. 2b).
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evidence that the GS just as in Fig. 14(a) occurred at a 
grain boundary in a type 304 stainless steel after solu
tion annealing at 1323 K.

5.5. Grain boundary’ migration with segregation

By irradiation we observed that segregation near 
grain boundary and simultaneous grain boundary mi
gration occurred such that the concentration profile 
was asymmetric to both the original and the final grain 
boundary, and that the segregation effects were more 
pronounced behind the migrating boundary than ahead 
of it. The temperature dependencies of the grain 
boundary migration rate and the amount of segrega
tion are very similar. Therefore, it could be supposed 
that the boundary migration process is closely con
nected with the creation of radiation induced point 
defects. The extrema for the temperature dependen
cies of the amount of segregation and of the migration 
occur at the same temperature of 775 K, which indi
cates the relationship between the point defect flow 
and the boundary migration process. The point defects 
(vacancies and interstitial atoms) introduced during 
irradiation tend to migrate toward the point defect 
sinks, such as a grain boundary or the specimen sur
face. Since the grain boundaries are strong defect sinks 
in a polycrystal, the point defects partly flow into grain 
boundaries. Consequently, the supersaturated vacancy 
concentration is decreased in the matrix near a grain 
boundary so that void nucleation is retarded. It is also 
suggested that segregation of solute atoms takes place 
due to the size effect of the solute atoms [13]; namely, 
that oversized Cr atoms are depleted as a result of 
their interaction with vacancies and undersized Ni 
atoms are enriched according to the mixed dumbbell 
mechanism for the interstitials [12]. Therefore, the 
occurrence of radiation-induced segregation at grain 
boundaries means that the point defects flow into the 
grain boundaries during irradiation. The enrichment of 
Ni and the depletion of Cr atoms suggest a simultane
ous flow of interstitials and vacancies to the grain 
boundaries.

The diffusivity of the interstitials is higher than that 
of the vacancies. For example, at 723 K, the diffusivity 
of the interstitials is about twice as high as that of 
vacancies. Hence interstitialcy diffusion must be impor
tant for grain boundary migration under irradiation. 
The present results show that the amount of Ni atoms 
moved toward the grain boundary is larger than that of 
Cr atoms diffused away from the boundary. At a rela
tively low temperature, where interstitial can migrate 
but vacancy can not, we often observe the same ten
dency. This is probably an indication that the intersti
tialcy diffusion is predominant in such a RIS process 
and also in radiation-induced boundary migration, al
though further confirmative studies might be neces
sary.

6. Summary and remarks

During irradiation of an Fe-20Ni-15Cr alloy in a 
HVEM, Ni enrichment and Cr depletion were ob
served in the vicinity of the grain boundary. Grain 
boundary migration accompanied with radiation-in
duced segregation was observed such that: (1) The 
migration distance showed a linear dependence on the 
amount of segregation, and (2) The migration occurred 
predominantly in the perpendicular direction of the 
close packed planes.

The coupled rate equations for the defect and so
lute fluxes have been solved numerically and overall 
agreement with experimental results was obtained. The 
results of the model calculations for the concentrated 
alloys which exhibit solute segregation with simultane
ous grain boundary migration under irradiation quali
tatively reproduce the experimental results. Therefore, 
the physical model used, which takes into account the 
coupled point defect flow and the solute atom flow, 
reflects an important feature of the phenomenon of 
irradiation-induced segregation accompanied by grain 
boundary migration.

In concluding remarks, the present study indicates 
that the radiation-induced point defect flow generates 
solute redistribution and simultaneous grain boundary 
migration depending upon the net point defect flow - 
most probably the interstitial atoms.

We also extensively discussed the effect of the probe 
size on the composition profiles in the EDS analysis, 
which turns out to be important when we compare with 
the experimental data. The dependences of dose, dose 
rate, temperature and concentration on RIS are exten
sively studied. It is suggested that RIS show peaks at a 
certain composition for an enriching solute element 
such as Ni. The Gibbsian segregation in the vicinity of 
a grain boundary is also discussed. Experimental con
firmation and further investigation on the above are 
expected in the future.
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Abstract
Solute redistribution and microstructura1 development in the vicinity 
of grain boundaries in Fe-19Cr-XMn-3Al(X=5,10,15) alloys were studied 
under electron irradiation to about 10 dpa at 725 K in a high voltage 
electron microscope in order to simulate the segregation behavior 
during neutron irradiation. The oversized solute atoms, manganese and 
aluminum, were depleted at grain boundaries, whereas the concentration 
of chromium increased even though it is an oversized one. The segrega
tion behavior of aluminum and manganese was related to size effect. 
However,with increasing manganese concentration the size factor 
decreased and then the amount of depletion of the solutes decreased 
with manganese concentration. The enrichment of chromium seemed to 
be related to chromium-rich precipitate formation at the boundary.

1. INTRODUCTION

Austenitic stainless steels and ferritic steels are important 
candidate materials for fast breeder and fusion reactors. Therefore a 
lot of irradiation studies have been performed on these candidate 
materials[1-6]. Furthermore recently the development of lower radio
activation materials has been required in stead of commercial 
materials containing high radio-activation alloying elements[7].For 
instance W and Ta are used instead of MO and Nb in modified marten
sitic steels and Ni is replaced with Mn in austenitic stainless 
steels. The high manganese steels has been also noticed as the lew ac
tivation steels. However, an important problem of these materials is the phase instability under neutron irradiation at relatively higher 
temperature. This phase instability is strongly associated with solute 
segregation caused by point defects flow and it is well known that the 
grain boundaries are effective sinks for point defects in 
materials[8]. When the irradiation is carried out for the alloys, a 
lot of point defects are introduced in the materials. These point 
defects diffuse towards grain boundaries that it act as the defect 
sinks. With this process of the defect flow, Segregation of alloying
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elements is caused near the grain boundary [9-10]. This radiation- induced segregation(RIS)occurs from the relatively early irradiation 
stage. Theoretical treatment on the RIS have been done, based on mis
fit strain energy and predicts the direction of the flow of solute 
atoms [11-14]. Namely the undersized solutes migrate toward and the 
oversized ones away from from defect sinks during irradiation. This 
RIS occasionally causes solute enrichment due to the interaction of 
solutes with impurities [8]

In this paper the segregation behaviors was studied under 
electron irradiation of Fe-Cr-Mn-Al alley systems which are lower ac
tivation materials using a high voltage electron microscopy (100OkV) 
in order to clarify the effect of additional aluminum element and man
ganese content on segregation.
2. EXPERIMENTAL PROCEDURE

The materials used for electron-irradiation were Fe-10wt%Cr- 
Xwt%Mn-3wt%Al (X=5,10 and 15) and for the measurement of lattice 
parameter by X-ray diffraction were Fe- (8,10,12)wt%Cr-Xwt%Mn- 
(3wt%Al)(X=5,15,25). These chemical compositions are given in Table 1. 
The aluminum content is a critical value according to mechanical 
properties after neutron irradiation and high temperature oxidation 
resistance data. Disk foils with 3 mm diameter and 0.2 mm thickness 
were prepared after solution-annealed for 1800 sec. at 1423 K in a 
vacuum of lxl0~~>Pa followed by water quenching, then were electro- 
polished. X-ray diffraction analysis indicated that all of these 
materials were composed of single ferritic phase structure. The 
electron irradiation was performed in a H-1300 high voltage electron 
microscope at Hokkaido University, operated at 1MV. The beam spot size 
is about 2 microns in diameter and the irradiation flux was measured with a Faraday cup to be 4.0 x 1022 e/nrs, corresponding to a mean 
damage rate of 1.9 x 10™"^ dpa/s, assuming a threshold displacement 
energy of 24 eV. Foils of 400 nm in thickness were irradiated to 10 
dpa at 723 K,with the electron beam spot centered across a grain 
boundary.

After electron irradiation the sample were ion thinned by 4.2 kV argon ions to allow EDS analysis. Radiation-induced solute redistribu
tion in the vicinity of the grain boundary with lOOnm nm in thickness 
was analyzed with a 10 nm electron probe using a 20OkV TEM. X-ray dif
fraction analysis using Cu-K radiation was carried out for a series 
of nine materials presented in Table 1.

Table 1 Chemical compositions of Fe-Cr-Mn-Al alloys
Steel C SI Mn P S Ni Cr A1 N 0
Fe-10Cr-20Mn-3Al 0.003 <0.01 19.77 0. 003 0. 008 0.01 10.07 3.04 0.0020 0. 0004
Fe-10Cr-26kn-3Al 0.004 <0.01 24.73 0.003 0.009 0.01 9. 86 3. 07 0.0024 0.0003
Fe-8Cr-16Mn-3Al 0. 003 <0.01 16.29 0.003 0.007 0. 01 8. 14 2. 90 0.0070 0.0006
Fe-12Cr-15Mn-3A 1 0. 002 <0.01 16. 13 0. 003 0. 006 0.01 11.70 2.88 0.0093 0.0003
Fe-lOCr—6Mn 0.004 0.01 4.89 0.007 0. 003 0.06 9.71 0.03 0.0041 0.0113
Fe—lOCi—16Mn O. 004 0.01 13.83 0. 007 0. 006 — 9. 98 0. 003 0. 0038 0.0269
Fe-lOCr—6kn-3Al 0. 002 <0.01 6.06 0. 003 0.004 0.01 10. 29 2.91 0.0012 0. 0004
Fe-lOCr—10Mn-3Al 0. 003 0.01 9.88 0. 004 0.006 0.01 10.08 2.99 0.0024 0.0002
Fe-10Cr-16Mn-3Al 0. 006 <0.01 15. 03 0.003 0.007 0.01 10. 02 2.93 0.0018 0.0004

Fe: Balance

-244-



C3-111

3.RESULTS

3.1 Segregation behaviors of Fe-Cr-Mn-Al alloys
The concentration profiles of chromium, manganese and aluminum in 

the vicinity of the grain boundary for. the Fe-10Cr-XMn-3Al 
alleys(X=5,10,15)after irradiation to 10 dpa at 723 K are shown in 
Figure 1 (a-c). Besides enrichment of chromium, the depletion of man
ganese and aluminum was recognized at the grain boundary. The con
centration changes of manganese, chromium and aluminum depend on the
manganese content of the alloy. The 
the grain boundary, C(g.b)in the Fe- 
lOCr-XMnr 3A1 alloy after irradiation 
to a dose of 10 dpa at 723 K to that 
in the unirradiated matrix,C (unirr) 
,is shown in Figure 2 as a function 
of manganese content. The ratios,
C(g.b.irr) / C(unirr), for chromium, 
manganese and aluminum approached 
to the value of 1.0 with increasing 
manganese content. The increment of 
chromium due to irradiation decreas
ed with manganese content and the 
relative irradiation induced solute 
depletion of manganese and aluminum 
decreased with manganese content.

Furthermore, it is recognized 
that the amount of the depletion of 
aluminum after irradiation is great
er conpared to that of manganese.

On the other hand,in the unirra
diated area of the grain boundary, 
neither enrichment nor depletion of 
manganese and aluminum was detected 
after annealing at 723 K without 
irradiation but the concentration of
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(c)Figure 1(a-c).Concentration profiles of Fe-10Cr-XMn-3Al(X=5,10,15) 
alloys after irradiation at 723 K to a 10 dpa.
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chromium still increased at boundary. This chromium enrichment reduced with increasing manganese content in the Fe-10Cr-XMn-3Al alloy as 
shown in Figure 3. This tendency of segregation was similar to 
segregation behavior observed in irradiated areas. However,the amount 
of the chromium enrichment (the difference between the concentration at 
the grain boundary and that in the matrix in irradiated areas was more 
than twice the amount of enrichment in unirradiated areas. This sug
gests that the chromium enrichment is considerably enhanced at grain 
boundaries, even though manganese and aluminum segregation due to ir
radiation did not occur.

Fe-10Cr-xMn-3AI *

Mn concentration (at%)

Figure 2. Mn content dependence of Figure 3. Mn content dependence of 
solute segregation at grain bound- solute segregation at grain bound- 
after irradiation at 723k to lOdpa after annealing at 723 K.
3.2 Microstructura1 development during irradiation

A series of typical microstructure of Fe-10Cr-5Cr-3Al alloy 
during electron irradiation at 723 K is shown in Figure 4. before ir
radiation, very fine precipitates were often observed in the matrix 
and furthermore precipitates at grain boundaries were also observed 
as small dot contrast. These black dot contrasts increased in size 
during irradiation. The similar behavior was observed for other ir
radiated Fe-Cr-Mn-Al alloys. Due to further irradiation, interstitial 
dislocation loops formed and developed to tangle dislocation struc
tures.Figure 5(a,b) shows the dark field image of microstructure and 
the electron diffraction pattern from Fe-10Cr-15Mn-3Al alloy after ir
radiation at 723 K to 10 dpa. On the electron diffractions besides 
diffraction spots from matrix of ferrite phase, the extra spots were 
recognized, which corresponded to chi phase as shewn in fig.5 (b).
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and atomic volume was calculated using these parameters.
Figure 8 shews the atomic volume for the Fe-xCr-yMn-Al alloys as 

a function of manganese and aluminum contents. It is obvious that the 
atomic volume in each alloy increased with increasing manganese, 
aluminum and/or chromium concentration. Namely these solute atoms are 
oversized ones compared to mean atomic size of the solid solution 
state of the alloy matrix.

° • Fa-1 OCr-xMn-SAI
*: Fe-yCr-15Mn-3Al

(a) x=5

(b) x=10

(c) x=15

(d) x=20

(e) x=25 OofFH05*i(A)
: lUJxrV*

Concentration of x. y or z (at%)
Figure 7.The dependence of lattice lattice parameter on cos^ Figure 8.The dependence of atomic 

volume on solute concentration.
4. DISCUSSION

The volume size factors 
of manganese, chromium and 
aluminum in these Fe-Cr-Mn-Al

Table 2.Volume size factors of Cr,Mn,Al
Solute Volume size Solid solution

alloys shewn in table 2, are atoms factor#) * systems

the results of volume size Mn + 6.45 Fe-10Cr-xMn-3Alfactor obtained for each Cr + 11.8 Fe-yCr-15Mn-3Alalloy according to a method A1 +47 Fe-10Cr-5Mn-zAl
given by King[18].This factor AJ +29 Fe-10Cr-15Mn-Ml
is very important to study 5---------- ---------------------- -the influence on radiation- The volume Uam “ •™kbk He r- «nd
induced solute segregation, i-r*ny of 5 to 25,8 to 12 end 0 to 3, respectively.
as shewn in previous studies [9,15-17],

From table 2, all of these solute atoms are found to be over
sized,and the magnitude of with the size factors are in the order of 
Al,Cr,Mn. It should be noted that the size factor of aluminum in the 
Fe-10Cr-5Mn-3Al alloy is greater than that in the Fe-10Cr-15Mn-3Al al
ley. This smaller size factor for the alloy with higher manganese con
tent alloy is caused by the enlargement in atomic volume with increas
ing oversized manganese content, so that results in the reduction of 
the relative atomic size of aluminum. The amount of the depletion of 
aluminum at the grain boundary was higher than that of manganese as
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shown in fig.2. This is attributed to the volume size factor of 
aluminum being greater than that of manganese as seen in Table 2. The 
reduction in the amounts of solute depletion at the grain boundary 
both for manganese and aluminum due to increase in manganese 
content (fig. 2) is attributed to an expansion of the lattice parameter 
of Fe-10Cr-XMn-3Al alloy and to a concomitant reduction of the rela
tive atomic size of all solutes. For example, the size factor(+47%) 
reduced to +29% in Fe-10Cr-15Mn-3Al in which manganese concentration 
increased to 15 wt%. Thus, the tendency and the amount of radiation- 
induced segregation of manganese and aluminum near grain boundaries 
can be explained on the basis of the relative magnitude of their 
volume size factors in Fe-10Cr-XMn-3Al alloys.

However,.according to study of neutron irradiated lew activation 
ferritic steel containing Mn by Kimura et al.[21], the grain boundary 
segregation of Mn solute is not attributed to size effect. This may be 
come from the impurity effect, namely segregation behavior in pure al
loys mainly caused by size effect but in alloy with inpurities such as 
Si, C and others which are strongly interact with segregated solute, 
the segregation behavior is ruled out from size effect for segrega
tion. Thus, the enrichment of chromium at grain boundary also oc
curred even under irradiation as a result of formation of Cr rich 
precipitation even though the chromium of oversized solute should be 
depleted at the grain boundary. Figure 6 shows the microstructura1 
development near a grain boundary in the Fe-10Cr-5Mn-3A1 alloy ob
served during electron irradiation at 723K. Before irradiation, a few 
fine plate-like precipitates have already appeared in the matrix and 
very fine black dot contrasts were also observed on grain boundary. 
The dark field image of these dot precipitates and the electron dif
fraction pattern obtained from the area was shewn in Figure 7 and 
8,respectively. The black dot contrasts increased slightly in size 
during irradiation up to 10 dpa. Similar precipitate behavior was ob
served for the Fe-10Cr-10Mn-3Al and Fe-10Cr-15Mn-3Al alloys. However, 
no void formation and grain boundary migration were observed up to a 
dose of 10 dpa in any of the specimens. These facts suggest that the 
grain boundary segregation of chromium in the irradiated area is not 
related to the void formation [9.15.19] or grain boundary 
migration [16,20] , but is due to the formation of chromium-rich 
precipitates at grain boundary. From the electron diffraction pattern, 
these precipitates were identified as chi phases. The formation of 
these chi phases seems to be enhanced with Al and Mn depletion under 
irradiation.

Therefore, even if we can suppress the formation of chi phase by heat treatment and /or considering the suitable additional elements, 
it seems to be difficult to retard the segregation of solute,especially at higher temperature and furthermore the mechanical 
properties of ferritic steels are very structure sensitive so that low 
activation high manganese ferritics has still difficult to use for 
nuclear applications at present time.
5. SUMMARY

Compositional changes during electron-irradiation and effects of 
concentration of alloying elements on size factor and solute segrega
tion were examined. The main results obtained are as follows:
1) Over sized manganese and aluminum elements were depleted near

grain boundary according to size effects,but chromium concentration 
increased at grain boundary after annealing without electron-
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irradiation and after the irradiation and its amount of enrich
ment increased due to irradiation.

2) Volume size factors decreased with increasing manganese content so 
that the concentration changes at grain boundary are reduced.

3) The amount of segregation depended on the relative sizes among of 
solute, and thus the depletion of manganese which has a smaller 
size compared to aluminum was lower than for aluminum.

3) The enrichment of chromium at grain boundary was attributed to the 
formation of irradiation-enhanced chi phase.
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Abstract. The irradiation effect of the Al62Cu25.5Fei2.5 icosahedral quasicrystal (iqc) induced 
by 120 keV Ar ions and 1 MeV electrons has been studied in situ using high-voltage electron 
microscope-ion accelerator dual-irradiation facilities. The effect is dose and temperature 
dependent and we can define three critical temperatures 7C, 7j and Tp. When irradiated at 
T < rt., the IQC is transformed into a crystalline microtwin oriented according to icosahedral 
symmetry. When T > Tc, the IQC remains an iqc but with a higher (when T > 7j) or 
lower (when T < 7j) degree of perfection. The planar defects originally existing in the 
AIa2Cu25.sFei2.5 IQC foils are stable when T > Tp but disappear when T < Tp. For the 
Al62Cu25.sFei2.5 IQC, we found that Vc or 400 K, Tj ~ 450 K (for 1 MeV electrons) or 550 K 
(for 120 keV Ar ions) and Tp ~ 600 K.

1. Introduction

Irradiation-induced phase transformation in crystals has been an interesting research field 
for the past 20 years [1], Since the discovery of icosahedral quasicrystals (IQCs) in Al-based 
alloys by Shechtman et al [2], there have been some papers studying irradiation-induced 
phase transformation in IQCs. Urban et al [3] and Mayer et al [4] irradiated Al-Mn and 
Al-V IQCs by 1 MeV electrons. They found that IQCs were transformed into an amorphous 
phase when the irradiation temperature was sufficiently low and observed a reverse transition 
by post-irradiation heating. Wang et al [5] and Wang et al [6] studied phase transformations 
in an Al^gS^Mnzo IQC induced by 120 keV Ar+ ions and/or 1 MeV electrons. They found 
an amorphization effect when irradiated at lower temperatures (345 K or less for Ar ions; 
room temperature (RT) or less for electrons) and a disordering effect at medium temperatures. 
Under special irradiation conditions an A^S^M^o simple IQC may be transformed into an 
ordered face-centred IQC [5], Recently, Wang et al [7] irradiated an AlaiCuzs.sFe^.s iqc at 
RT with 120 keV Ar ions and observed an irradiation-induced phase transformation from an 
IQC to a CsCl(B2)-based structure and a reverse transition during heating.

The high-voltage electron microscope-ion accelerator dual-irradiation facilities installed 
at Hokkaido University [8] and equipped with a double-tilting heating stage provided a 
powerful tool for in situ observation of the temperature-dependent ion and/or electron 
irradiation effect. By using this facility we have studied phase transformations in an 
Al62Cu25.5Fe]2.5 IQC induced by irradiation of 1 MeV electrons and 120 keV Ar ions to 
different doses at different temperatures, and new results are reported.

0953-8984/95/102105+10$ 19.50 © 1995 1QP Publishing Ltd 2105
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2. Specimen preparation and experimental method

The alloy of composition A^Ci^s.sFe^.s was prepared by melting the high-purity elements 
in an induction furnace under an Ar atmosphere. The ingot was annealed at 1095 K for
47.2 h, cooled for 30 h to RT and then cut into slices of 3 mm in diameter. A synchrotron 
radiation topography study [9] showed that these slices are perfect IQCs with very large 
grains ranging from 0.1 to 3 mm in diameter. Foils for transmission electron microscopy 
(TEM) were prepared by mechanical thinning and Ar+ ion milling.

The Hitachi H-1300 high-voltage electron microscope-ion accelerator dual-irradiation 
facilities equipped with a double-tilting heating stage were used to heat and irradiate the 
TEM specimens at a given temperature. The high-energy particles utilized in the present 
work were 1 MeV electrons and/or 120 keV Ar ions. The electron beam current in the 
small irradiated region of 1 p.m diameter was 9.4 A cm-2 and the argon ion beam current 
covering the whole TEM specimen was unstable, ranging from 0.3 to 0.6 /zA cm"2.

The contrast images and electron diffraction patterns (EDPs) of the specimens were 
observed in situ by the Hitachi H-1300 high-voltage electron microscope operated at 1 MeV. 
A theoretical calculation shows that the projected range is 74.8 nm with 29.6 nm longitudinal 
straggling and 30.0 nm lateral straggling when the Al^Cuzs.gFeji.s alloy is bombarded by 
120 keV Ar+ ions, which is comparable with the foil thickness of the thin regions. For 
thicker regions observable by 1 MeV electrons in the high-voltage electron microscope, 
only the top surface layer of the foil was bombarded by the ions. On the other hand, most 
of the irradiated 1 MeV electrons were transmitted through the observable regions of the 
specimen.

3. Results

3.1. Microstructure and electron diffraction patterns before irradiation

TEM observation showed that the A^Cu^s.sFe^.s foils before irradiation are all face-centred 
IQCs, of which the EDPs along the fivefold (A5), twofold (A2), threefold (A3) and pseudo
twofold (A2P) axes are shown in figures 1(a), 1(b), 1(c) and (d), respectively. The grain is 
so large that the whole thin region of a foil belongs to a single grain, in accordance with 
the synchrotron radiation white-beam topography observation [9]. These foils contain high- 
density planar defects which appear as straight fringes parallel to the intersection lines of 
these planar defects with the foil surface, as shown in figure 1(e) which was photographed 
when one A5 axes of this grain is parallel to the incident beam, as studied already by Yang 
et al [10].

3.2. Simulated electron diffraction patterns of the CsCl-type microcrystals arranged 

according to the icosahedral symmetry

Figures 2(a), 2(b), 2(c) and 2(d) are EDPs after the Al62Cu25.5Fei2.5 TEM foils have been 
irradiated with 120 keV Ar ions, along the original AS, A2, A3 and A2P axes of the 
IQC, corresponding to figures 1(a), 1(b), 1(c) and 1(d), respectively. These EDPs still 
show fivefold, twofold, threefold and pseudo-twofold symmetries respectively but are quite 
different compared with figures 1(a), 1(b), 1(c) and 1(d). Some spots, such as A, B, C and 
D (in figure 2), are very strong compared with the corresponding spots in fiugre 1 while 
others, such as E, F and G (in figure 2), are very broad along the tangential direction and 
form arc sections. Most of the weak spots in figure 1 disappear in figure 2 and some spots
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Figure 3. Simulated edps along the original icosahedral (a) A5, (b) A2, (c) A3 and (d) A2P zone 
axes of crystalline microtwins of B2-type phase arranged according to the icosahedral symmetry

still correspond to an IQC (figure 5(f)) but with lower perfection compared with that before 
irradiation (figure 5(b)).

3.4. Heating experiment after electron irradiation

The electron-irradiated TEM foil (at RT) was heated in the high-voltage electron microscope 
and observed in situ. When the temperature was lower than 810 K; no discernible change 
in the BF images and EDPS of the foil was observed. When the foil was heated to 855 K, 
some larger grains about 0.1 pm in size appeared and these eventually grew to yield a 
polycrystalline aggregate of B2-type grains (about 0.5 pm in mean diameter) when the 
heating time was increased to 30 min. These large grains maintained their sizes, shapes 
and orientations after the foil had been cooled to RT. Figure 6 shows an example of the foil 
which was irradiated by 1 MeV electrons at RT to a dose of 3.2 x 1023 e~ cm-2, heated at 
855 K for 30 min and then cooled to RT. Figures 6(a) and (c) show dark-field (DF) images by 
selecting reflections B 1 (figure 6(b)) and Cl (figure 6(d)), respectively, where the reflection 
B1 belongs to the EDP of the [ 113]b (B2) zone axis and the reflection Cl belongs to the 
EDP of the [ 113]c (B2) zone axis. The fact that grain B in figure 6(a) and grain C in 
figure 6(c) are bright indicates that the EDPs [ 113]b and [ 1 13]c are produced by grains B 
and C, respectively. This indicates that grains B and C are related by a fivefold rotation 
around the A5(IQC) axis.

For the foil irradiated by 1 MeV electrons at 360 K to a dose of 1.1 x 1023 e~ cm"2, 
which was transformed into icosahedral microtwins of B2 phase (figures 5(g) and 5(h)), 
no change was observed when the heating temperature was lower than 690 K. After the
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dependent irradiation effect as follows: at higher temperatures (T > T&), the recovery 
process dominates, and hence no damage can be found; rather the thermal and irradiation- 
enhanced diffusion may increase the degree of order of the IQC. When the temperature is 
lower than the IQC —» B2-phase transformation point, irradiation-enhanced diffusion may 
accelerate this transformation. At medium temperatures (Tc < T < 7d), at the beginning of 
the irradiation, the recovery process is slower than the damage accumulation process which 
induces a decrease in the degree of order (or of the perfection) of the IQC. On increase 
in the defect density, defect-enhanced diffusion accelerates the recovery process until a 
dynamic balance is reached between the recovery and damage processes. Moreover, one 
can suppose that the planar defects are metastable at temperatures lower than Tp and hence 
that irradiation-enhanced diffusion accelerates the disappearance of the planar defects when 
r < 7p.

There is a substantial difference between the behaviour of Al-Cu-Fe IQC on the one 
hand and the Al-Mn [3], Al-V [4] and Al-Si-Mn [6] IQCs on the other hand after low- 
temperature irradiation. The former is transformed into a stable crystalline phase and the 
latter are transformed into the amorphous state. This may be explained by the higher degree 
of imperfection in the rapidly solidified Al-Mn, Al-V and Al-Si-Mn IQCs and the intimate 
structural relationship between the Al-Cu-Fe face-centred IQC and B2-type phases.

It shall be noted that both the microtwin structure (cf section 3.4 of the present paper) and 
the large grains (cf [7]) of the B2-type phase transformed from the IQC phase by irraadiation 
can reversibly transform to the IQC phase after heating to 820 K (cf section 3.4) or 880 K [7] 
under certain conditions. This supports the conclusion that the Al&zC^s.sFe^.s IQC phase 
is stable at higher temperatures and metastable at RT. The transformation temperature may 
be nearly equal to the temperature Tc (— 400 K) as revealed by the present study.
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Abstract

Addition of 1 at% nickel to vanadium and V-lOTi, followed by irradiation along with the nickel-free metals in 
HFIR to 2.3 X 1026 n m~2, E > 0.1 MeV (corresponding to 17.7 dpa) at 400°C, has been used to study the influence 
of helium on microstructural evolution and embrittlement. Approximately 15.3% of the vanadium transmuted to 
chromium in these alloys. The ~ 50 appm helium generated from the '^Nifn, y)^Ni(n, a)36Fe sequence was found 
to exert much less influence than either the nickel directly or the chromium formed by transmutation.

The V-lOTi and V-lOTi-INi alloys developed an extreme fragility and broke into smaller pieces in response to 
minor physical insults during density measurements. A similar behavior was not observed in pure V or V-lNi. 
Helium’s role in determination of mechanical properties and embrittlement of vanadium alloys in HFIR is 
overshadowed by the influence of alloying elements such as titanium and chromium. Both elements have been shown 
to increase the DBTT rather rapidly in the region of 10% (Cr + Ti). Since Cr is produced by transmutation of V. 
this is a possible mechanism for the embrittlement. Large effects on the DBTT may have also resulted from 
uncontrolled accumulation of interstitial elements such as C, N, and O during irradiation.

1. Introduction

Vanadium-base alloys are currently being investi
gated for potential applications as structural materials 
in fusion reactors [1-3]. As with other alloy systems, 
however, there is concern that the relatively high levels 
of helium generated in fusion neutron spectra will 
strongly influence the microstructural evolution, di
mensional stability and especially the mechanical prop
erties. In order to study the potential influence of 
helium/dpa ratio while irradiating vanadium alloys in 
reactors whose spectra produce much lower levels of 
helium, a variety of helium enhancement techniques 
are being employed. Some involve the use of boron 
additions to produce helium via the l0B(n, a)7Li rcac-

Elsevier Science B.V.
SSD/ 0022-31 15(94)00382-3

(ion [4-6], while others involve the preinjection of "’He
via the "tritium-trick” prior to neutron irradiation [7], 
The Dynamic Helium Charging Experiment utilizes 
pre-doping with tritium as well as continuous genera
tion of tritium via transmutation of the 6Li-enriched 
lithium coolant surrounding the specimens [8].

Another doping technique explored in the current 
study involves adding natural nickel to vanadium alloys 
and irradiating them in a mixed spectrum reactor such 
as the High Flux Isotope Reactor (HFIR) at Oak 
Ridge National Laboratory. Using this approach, he
lium is produced via the two-step xsNi(n. v )- 
y)Ni(n, ct)'v,Fc sequence [9], To explore the feasibility 
of this approach, both pure vanadium and V-lOTi 
(at%) were irradiated in HFIR. each as two variants.
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Fig. 7. Dependence of DBTT on solute concentration for 
V-Cr-Ti alloys irradiated at 420°C in FFTF to 32—!4 dpa 
[18]. Closed symbols denote Charpy denote impact data, open 
symbols denote TEM impact data.

presence. Nickel tends to segregate at grain bound
aries, however.

4. Discussion

Although nickel was added to enhance the helium 
production, a significant role of helium on cavity nucle-

V -> V + Cr V + Ni -» V + Cr + Ni

673 K
17.7 dpaGrain Boundary

-300 0 300 -300 0 300

Distance from boundary, nm

Fig. 6. Segregation profiles observed at grain boundaries in V and V- l Ni.
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ation is not evident in Fig. 4. At this point, however, 
the helium buildup was not very large (~ 50 appm), 
due to the delay required to form the ?9Ni from 5SNi. 
The small sizes of the cavities arc consistent with their 
invisibility on the fracture surface. Even more impor
tant. the extreme fragility seems to be associated with 
the presence of titanium rather than with the presence 
of either nickel or helium. At this point, it is tempting 
also to preclude chromium as a cause of the embrittle
ment. since within ~ 10%, the chromium levels arc all 
approximately equal in the four alloys. V-Cr binaries 
(Cr = 5.0-14.1%) have been irradiated in the Fast Flux 
Test Facility (FFTF) to exposure levels ranging from 42 
to 77 dpa at temperatures from 400 to 600°C in earlier 
studies, and did not exhibit such fragility [13,14],

The preferential polishing does appear to be associ
ated with segregation of chromium, but the presence of 
nickel alters chromium segregation at grain boundaries 
and presumably at other sinks such as dislocations, 
thereby also influencing the electropolishing behavior.

While helium derived from nickel appears to play 
no large or direct role in cavity structure or density 
change in V and V-INi, nickel addition appears to 
depress swelling somewhat in V-lOTi. The density 
change values should not be interpreted to result from 
cavity swelling alone, however, since chromium addi
tions tend to increase the density of vanadium alloys
[15]. Thus, the swelling of V-lOTi and V-lOTi-INi 
may actually be larger than inferred from the data in 
Table 2. Swelling appears to have been enhanced in 
V-lOTi by the transmutation, since only < 1% swelling 
was observed after irradiation in FFTF at 420°C to 
exposures of 36-77 dpa [13].

Nickel additions tend to increase the density of 
vanadium alloys [15] but they also have been shown to 
exert a strong direct role in alteration of radiation-in
duced microstructure in electron irradiations [16] and 
fast reactor irradiations [17], neither of which lead to 
significant generation of helium.

Loomis and coworkers [18] have shown that the 
ductile-to-brittle transition temperature (DBTT) of 
V-Ti binaries increases strongly for titanium concen
trations greater than 5% after fast reactor irradiation 
(no significant transmutation) at 420°C to 34-44 dpa, 
but increases even more strongly in V-Ti-Cr alloys for 
increasing chromium levels above 5% Cr. For (Cr + Ti) 
levels above 9%, the DBTT after irradiation increases 
200CC or more, as shown in Fig. 7. Since the (Cr 4- Ti) 
level of the broken specimens after irradiation is on 
the order of 25%, the DBTT of these specimens may 
be 250°C or greater. Note that even before irradiation, 
the DBTT of such high solute alloys is near room 
temperature. It is interesting to note that vanadium 
alloys with high chromium and titanium levels irradi
ated in FFTF also showed significant embrittlement, 
but that V-3Ti-lSi resisted embrittlement [19,20].

As shown by Greenwood and Garner [12], however, 
the transmutation rates experienced by vanadium in 
HFIR are more than an order of magnitude greater 
than those expected in fusion neutron spectra or that 
of liquid-metal-cooled fission reactors. Mori [21] has 
calculated that for the International Thermonuclear 
Experiment Reactor (ITER), transmutation of vana
dium to chromium would be less than 1% per year at 
any position on the first wall when operating at 2 
MW/m2. Therefore, the extreme fragility exhibited by 
V-Ti alloys after irradiation in HFIR may be very 
atypical of the response that will occur in fusion reac
tors. Therefore, if fusion-relevant tests are to be suc
cessfully conducted in mixed spectrum reactors, the 
thermal component of the neutron flux must be re
duced significantly by shielding the specimens with 
materials that are strong absorbers of low energy neu
trons.

It must also be noted that interstitial impurity ele
ments such as carbon, oxygen, and nitrogen cause 
embrittlement of vanadium alloys [19]. The environ
mental pickup of these elements was neither controlled 
nor measured in this HFIR experiment and may be a 
significant factor contributing to the embrittlement, 
although consideration of the diffusion rates for these 
elements indicates that this possibility is unlikely. It is 
not so easy to dismiss the possibility of hydrogen em
brittlement, however, particularly since the starting 
materials contained a relatively high concentration of 
hydrogen, as shown in Table 1.

This experiment demonstrates once again that the 
possible influence of solid transmutation must be taken 
into account when designing and evaluating experi
ments that will be conducted in neutron spectra which 
are only surrogates for the spectrum of actual applica
tion. A summary of previously cited situations where 
transmutation was found to be an important concern is 
presented in other papers [22,23], Also demonstrated 
in this experiment is the principle that the impact of 
elemental tailoring of alloys to study the effects of 
transmutant helium is often overshadowed by the di
rect action of the tailoring agent itself.

5. Conclusions

The addition of nickel to vanadium and to V-lOTi 
appears to influence swelling of these alloys when 
irradiated at ~ 400°C in HFIR, but its action appears 
to be related to nickel’s direct influence on microstruc- 
tural evolution, rather than to its role as a source of 
helium. Helium’s role in determination of mechanical 
properties and embrittlement of vanadium alloys in 
HFIR is overshadowed by the influence of alloying 
elements such as titanium and chromium. Both ele
ments have been shown to increase the DBTT rather
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rapidly in the region of 10% (Cr + Ti). Since Cr is 
produced by transmutation of V, this is a possible 
mechanism for the embrittlement. Large effects on the 
DBTT may have also resulted from uncontrolled accu
mulation of interstitial elements, such as C, N, and O 
during irradiation.

The extreme embrittlement observed in this experi
ment resulting from chromium formation will not be 
representative of that expected in fusion neutron spec
tra, where the V -» Cr transmutation rate per dpa will 
be lower by more than an order of magnitude.
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Application of Computer Chemistry to the Study of Coal Chemical Structure
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SYNOPSIS ! —Remarkably rapid development of both computer hardware and soft
ware has made computer chemistry intimate to chemists. Those who work in coal chemis
try often treat macromolecular systems including more than a hundred atoms, the 
computer-aided molecular design (CAMD) study of which are largely benefited by the 
development of computer itself. In this review, recent results of CAMD study concerning 
coal chemical structure are summarized.

After a brief introduction concerning computer utilization in coal chemistry in the 
first chapter, the results of CAMD study reported by the American group are summa
rized in chapter 2. In chapters 3-6, our results of calculation of physical density of coal 
model molecules are concisely described based on CAMD studies along with presentation 
of Zao Zhuang coal by taking into consideration non-bonding interactions in coal mole
cules and interaction between coal organic materials and water in model structure of 
brown coal. These studies are conducted at Osaka University, Tohoku University and 
Hokkaido University, respectively, by the support of Osaka Gas Co. Ltd.

Key Words
Coal chemical structure, Computer-aided molecular design. Density simulation, 
Non-bonding interaction, Interaction between coal and water
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-^sp2sj&|iBBaiis^, bv^zm^m

2(7)mv^V^2&(±nT%^^%lRf62 

tlZllfrbbi*, ES*7 V TXhh nW^(D 

Qfotf&mhlZfr^LX^hfrbXIbh (CA^ 

6<7)"CU^u^:6 9^)o

LTv^mf <T mfc* o

^#v^<h#BS8gc, i

tzfoM L, ^rW&WjJgd £ t>£>XX£^\ 66m

?(%##)%#& 77io ttz> t n mET-ti 0.056 
m0, i^j$TVH Xffl £ LTEB GaAs
CO>etUi 0.076 m.Xhho COAC&B LT# 
#(7)##^r o'^ci"6K#, %Eco g

mztmixym, 6#, #

LZ 9 at

o^&u-cv^o

m<D 1^7C^bhb (±#£t& fib 0 fro ii^M's 
(Carbyne)

(a)y^

(b)#$&, (c)^;i/k:>co#^(:^m

&#&), (d)77-l/>T^6o (c)r#:f-^: 

7C(7)^(i^V

zv'df,

ZtlZX *)£.f£t2>t\<'t>tiX^'ho ?&JSI± (a) 
¥ 4 XX's K 3.52 g/cm3, (b) M§& 2.25 g/cm3,
(c) j] )l#7 'i h 1.46 g/cm3 ($££), (d) 77- 
1/ > 1.65 g/cm3 f'^^o \t'1*tllZ LX t> Jtfifi

v^«h CdCflz:ELi:v^0
%oTjt%&, (mm^euc^K

(#:R3W###<Oim# \I (1995) p.14 «t

1001mis# m 12 ^ ( 1995)
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uf) <, %mmt ix'&szti

tn'&tnm<Dmi±
±.&<d£o

zbi,z&tixt£b%'''<ni±m*m& 
izt n *. r-xm& tztcb (7)S^Siio#si4-e
hho LT£
mu-cv^o c, H,
C ti

T* 0, 2-3(7)

cwta n c #s tc # <

is (microstructure), # ^ (macrostructure, 
texture) (i § ho <b < C###

a a mm:& a max
?K#(0

mtommwtffLtzitKStizbvXis*), %c 
TTK^iiTcSt/^EEU*# <^LTv^a0 * 
v 7 X - X e 7 f-1:^ ana-Mj^Sib'Cli 773 
-923 KT^K

a^,
a^f (m^-r(i^a^) (nmim^^z^z.
h<DX\

aG femvmiktyjynt “&.tti” t “wv* c

l V)#:$Z)t v^tiasfi(i^(7) J: nbtz^lz
<£> a0

* - d< 7 7' 7 7 7 , 7 7-1/7, t/f jl-7',
K(i, 4x.anZ:Eti:^T

(^7%^-)

Ztltz i) (DXfo&o * - *' 7 7' 7 7 7 , 77-1/
7 ^ * a c 6: #

a0 1 CO (b), m#

(i (d) X£>Z)<DXty)i±i)fe*&)lZgt%^ tz i) <D
T&ao 2CC6jK(D^#,

7 h □ —;U"C§ bo

ikmm*vMii,
Z:ffli£, (±i Ltvan der
Waals jj) Ks'uY's, 7 )Vij V

"C#i#ta^ (3) 7 7-7 7, *7-
^7f V f x-XO^^mi&coi##, (5) #%.

(6)

cvD & t: z a x 7 7 7 ^ Mi^Af 0^*7 

7 7nii^M, (7)

^ammm%w^m##cmimLTv^ao

1002 PETROTECH
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M U 35*. it 51 A"

1. te D <& ic

Wc7 7 ^ 7 7 $ * jux&j&

cnn-,
frc&f:0lc#L,
±ttftT'CD 7° a -fe X {Cffl ^ b tlfc^Jif'ft d> -3 tz.
Ld>L,
G%(C&UT#, 5^gjteS

^^(iegTafe^, @#mmmmd^mT & a 7 - 
ftwmwsMimnw®

t <DW?um% ztimvr&io, nft^g

j&&©iiiRCD*111 £d*9 oo*5 £ ^*.ck -5o

t? rJ y* i

t&tZo ttz, ^au^atttto^feico^Tfe

2.

C<D#T(i, bn/c^ij
5. 6 g ^-e

niotitzmt 
2.1 -S#^&fT 
^ryoSMli,

MSoEBtiS,
* - x' a £ It & <9, c<DRfc

* Hideshi Hattori db#i#A^^^^f

«*Btf C*fc¥E) 1968 
mx##%##7. (SF!) isiiffc^. (®*i mu, 
uUR:fr< c 6, X+-, x-x. GtlSSfc) 060*Ltt 
mdbKdbl3£B8Tg Fax. 011-726-073 lCifr# 
5fc)

** Hideto Tsuji C*)=m<b###$&Ae%m 
##$S^ C&&SW 1994#db#m±#^#^m 

csf!1 mmb#. i@*i ###%. 
®«5t) 227 fl|^m»KW,T&ffl«r 1000 C»f»5fe)

^6^6 C«hlcJ:!9 C £ dm

o^-A-eiifrts0.
x«rCH +Hr

-H' CHj CHj

cis-2-butene

+H* /CH=CH/

_H» CHj
trans-2*bulcnc

(Scheme 1)

f %6S, E@©SS^IcJ:i9T V V v 7 7kSdm+ 
<b UT^I^^^ti, 7 V^7-* yd*£/&l, 

*7* y(cJ:0££{ti-Z. 7^* yft cisg^Qte 
dd* transSUb) 2- 7'f 7
fi cis-2-7'77d^L\ ^W#?M7k##fTT

6.
7t yjimtfc2tr

£glcLT, J:b6^77/70 

id 7 72), fc0*7, 7 ;u^''7x 7, 7°
□ M;i/T7^/;6"0smm, y

7^7^, mmt6ctu<
O^dWf 6. C-C#g££iU»rLfc
^(hU7##66 (gfiTS
JEd*iiftLiSa0*tt*^t'.

7 V vi/{&bD7K#d^77L/+;l/gTgm$a6(C L/:
d^\ H+6 LT^I#&d^#< %56?m*flS. 

Ucd^T, = *&7 V 7i/@^*d^ 3O I #
rmsd## $ a 6 mmbTtmv cm#m
m%)d^#6di:6. $£?4bte5-? □
c 2.2, o ^7° ? - 2 -x y ®
fT $ -ti-5Eft&SiW <h L T Na - NaOH - A1303 ^ 
K-KOH-A1A tz*\ mic, CaOB)jP
Mg06) bmVjKM&MZ+tltfCCDKjfc&jMtfZlt 
ZCt&ftfr^tz. CaO^MgO fC^3E7V7U{55;
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C6^-iM^6.

(Scheme 2)
N^o£#£r^lSfttft£$re&S7'j;u7 $ y^ 

7 V yux-x^OIlg^^fCkmSS^ct^
ttWEittS’-”. I' 3 £

$y-sjei4SftLyv»i, oams
fWB#ss<. H*«i^ftt'TT ij;i/7
-*sz&i&imfcz&mtz. m-.mutT'y-y 

©Stt{ti*KWKI□IC’eSS. r u^t 5 y»r
U >i/x-fvi/®#A^, *^$7% 6 7 ij;u7-^ 
y it cis S © (3 7 ttCDcis
< &£. t7 D-;u^b^ Vt7D-;^0ittf[: 

^Na-NaOH-Al2Os^ffl^ 5iIfiTW«k <

2.2
7>i/n ->i/(ig£j^T-(ili£7k^jtB6 i>7 /f y 

(hi-T^, SSM$T'(±:J$7kS**iie6 <9 7>ut 
t K&6i4:7 h y^tso^'-Hfttfrefc*.
* 6 @© mss^m ^ m ^ 6 6 c 6. e

#/Z6. 2- 7'7 / ->i/0l&7kT-£-
bns. S±E8Hb$I9), ThO210'u), Zr0212)£j&
# 6 f 66, l'/jy^felii^L, ilMT 

(2 2- 7'jy tf&tittZcDtStimftX'&Zo SSA
H+ it lW*ii^0()0t

ab<9, 7-* yWl^oijiS-fSoic^L, MS
7?(d;*>i/^-=-7 A/f aj* y^r#6f'6^b6@#^^i
6.

i - yy □ /\4- y>i/ x y y - >t/og%7k(c j: o t'—
>i/y y zrO-MS^ffl
^TXS^^nru6ls). l-^U7y y^voltR 

#(Z, Zr02(c^;$6#6 LT^$aTU6 Si (Cj:^ 
@EtM^'£El, #Tf6o NaOH^m^f 6 66 

LmR#^fS]±$#, XStblc
f&$]Ltz.

H,0

(Scheme 3)
F%7k(&z Oty y - >L/7 ^ y^bxf 

yy< ; y^Wcf6^(1, Si, P. ±oJ;£>'7>i/ 
* v LTjLmtzntz. ccd

imit, lilr'Kttif ilr^Stt^LTl'6. ^ 
#(:^#Kgtf%c0'g#S^WLTU60'6,

Ste, Si, Cs, P@m%&0;tac6lcj:O0# ' 
SSt££lTOL, Si/Cs/P/OO^irb^' 1/0.1/
0.08/2.250 6 78.8 # 6 fc o /:14).

2.3 7k#b
mSSM&T6e6 67k%<b(d:, Mfc&m'PZcD 

#<b#(cJ;67k^fb66o 7k#^?© 
W- IcJzO&ISfz H+ 6 H~ ©ttflnK
^7rab616^18). 7'y v7x y^/f 77° y y/j:6'0&
%^x y©7k^<b(ity ^ yy y y$T(i§#(c# 
frfa#77i/* y/\07kS<b(d;iil\ 7'y / xy© 
7kS<bTii 7> y^T7kS<b£ ti, 7'y y©£E(2 
<6-btitev\ #%^xy^ty ^ i%7 ^ y«t b) 
C^*^i9:lcil?V0(d;, ^^#0 7 V >i/7-^ y# 
7>i/+>i/7-^ yJ:<9 (d:6^lc£ST'&6 6 6tc@ 
6. 1, 3 - 7'f v7x y07k#<b##^T(c^f. E
7k*0ftf3 0 ;c#7k#& ^5 v'6 6, 2o©^ 
SICD^'1 ofcKUc/: 2- 7'jy^Mt^.

yCH:D yCH.D
ZCH-CH    /CH = CH

ch/9 CH,D

II
^CH-CH /CH=CH

CHj 9 CH,D CH,D CH.D

(Scheme 4)

%=### yteE^kS^b G§5c)Tmt 5
7>1/T b 6^6 Zr02^W6 LTffl
u%#{b^nri^6"•21).
(iZ r02 0SS#6MiS LZc7kS<blEfc Z
c/s%7kst^i' c 0^cm#T&666 mm z n
TV6. M^0M^^b6 3-7£#c£E£<-/c&, Cr
^Mntr6"^%0^^TU6.

ArCOOH + H2 —► ArCHO + H20
2.4 7 = y<b
7 ; y Wk^6[s] C.6 7(c#%yx y(c l, 4#%

l, -m, 307 5 zm©
^m$07 ; y^^cf 6. 7kS<b6^@^)ic|i]b;a
mx~mn&mft+z. 7k*<bT(:H2^
H- 6 (C#g# L y % y 6 7 ; y<bT
(±7 5 y(RNH2)^RNH"6 H+(C^g|L ttW
6. teS6LT(±:, 7;u* 'J±iilbi^t^/T
t22).
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4 a. i±

2.5 Meerwein- Ponndorf -Verley jS5u
Meerwein- Ponndorf - VerleyiSyud, 77U3 —

&6. 7^ft Ki^r cbR^L,
6771/3-7i/££Et" 6. 

ilblt 7;uf't K, 7 h > CD M-P-V jSje 
It cfc 6 7 71/ 3 - 7l/(D&ElC#7k ^7l/3-7^ZV 'to 
#6/Z6C6^#^LTl'623\ ^7kv?7U3-7(i 

7i7 7i/*' y BDX* T7Kk24)^ 
7 ; /'fb2B)f^ krSti^Tjv^ck 7 dte-6. ^7X^71/3

Cs+^Rb+TM;*y£&L/tX§J^;t7'f bT%
7 7i/x t K, 4r h y O 2 - 7°P7N°y-7Ufcd;6jl5r:
^'iifT^'628). 2 -7°3 7nV -7i/^bH+
£3l§tfc< t<fclt«fc!)Kj&tfHte$ft5. i£g£<D 
{felt771/f"t K, 7 b y6 f: # It 7 7k* 
V * f-t vfrW&t ITftm LTV'6.

2.6 vx ><Dgs{b^7kS~«{b
7> yx y^/f V7’t/y ^ £"£MgO^ Zr02£te 

S=bLT170°C ESTSS ^#66 ^§&**£Elh 
627’28). 7'yyxy^Mit^iZr02T(ix 
7 71/^‘y-tf y, MgOTd o-,/>-4-y y y**£lt£ 
^ct5. Zr02Td, Diels-Alder Itoo VTT1S 

• J$7k%^& 119 , MgO TTd, y'x y^
bCD h+ mmz-ctezzT-* ymmr-ztizti
(D&J&MJ&5-Z.6. Zr02, MgO^cDBW^Sto
mil,

2.7 7;u+;Hk

^#m(D#7k#fb(a#to#"T, ##77i/+7Hbu
l&SWTfid t 6CD^'—WTfab6. b7kxy©y
7 y -7i/itck 6771/4-71/^(2 CsM * y£$x -tf
^ 7 4" b

(Scheme 5)

7 7 7 -7U©^7k^ltJ: D *7l/A 7 7UtL k**£ 
EL, h 71/X y <!: 771/ K-71/* zf 7°cD£j£;£
gt Lxf y y^^EL, x^7i/^y-tzydx-fy
ycD7k#{blc«tD^E"#-6. -tftf y /f b(D^#Ad
7 7 7 -7l/CDfl%7k%, 7 71/ K -71/? /f 7°CDj^^CDf^
^ltM#LTl'6.

7 71/* ') 4 * y 4 bCD^U@#d$m%
C6Ct ltg@ LTl'6<k%/LbnT

V6. 3 y tL-^-7'77 ^ v 7 *lt<L66, ^
gA6 6 t)lt#AcDA#^%m8tT*6 c 6^^ 
fi/:28'").

77i/* 'j { ^ y^{ ^ y£$Sfi£^xT^W-t
6cb7lt|iSSlL/c77i/* v /f ^ y^o^7/f b x,
Yd, 4 * ys^-tz* 7 4 h«kO

yxsvss^^austt^isjisti-rvs.
/f v7eo tvi/^y-fe'y^-x^- y y^>7°o t°y yft 

6”cd* yy 4- yT77i/+7i//fbf66#it k-koh- 
A1203 V' 6 6 lEiST’EfC^iifr L, 77i/ + 7i/{b 
d#J#ltgC64' t CDto#CD^gAd#^(t% 
tDCDT, Si&TM V7°D b'71/^y-wy*^ H+ £31

y£^ET#6.
2.8
7-fe h yCD771/ K-7i/iR§£It d B a (OH)2 "S" <

d'&SO&fiTua#, 7 7U* ') ±m^'it^}JP^±M

&to&6^6. 771/* V±^#Yk#(Dk*>7r 
dzS^CD^iJd BaO>SrO>CaO>MgOT?&684). 
Al>ScD7kcD^DT-/gtfe *^±"t 6 C6i>, S7kS(D
hamsdma

cD02"Td^< OH"T-£>6 6Ilftft635).
to#K#&#6K#£#-^f 6 6 ^74z h y77i/ 

3-7i/#l%7kdWf Ly y^7uy-+*-/f k^‘£EL,
^bd7k^kti^##t66y yf-7i/y + *-/f kcd 
7k*<b It Z I] MIB K *^Ef 6.

771/* V y f 71/y 77^-^ft^^7 4 h 
A, X, Y, L^mv'350°ce^^#6 6y yf 71/d- 
+ K6^f y y*s'^E^6^6^, T-tif 
n©^EfiJ^d-fe'y-7^ h®^4 y°lt=t:D^^636). 
#%CD/J\$l' A, L -te'* 7 y hTT’dy yf 71/^+*-
4 m x, YTli4y-f,Dy^<feEt537).
cnb-fe'^7d’ hd^#A6 6 Wc®A*WLT&
d,

/N/f Kof 71/1M b Mg6Al2(0H)18C08 4HS0 ^ 
y v y 7 /f 7i/Mg3C0H)4Si20Bi 7-fe b vt *71/A
771/t t KCD771/ K-7i/##A(C =k 6y ^7U b'-7t/>y
b y^EcDcki'to#6^633\ Co2+ 7M ^ y^
L/ty v y f d" 7u£ffiv667-tz b y6y 7 y -71/ 
*^MVK*^Ef 6. Co2+^d=kDS%7kSr£^ 

L, y 7 y -7i/cDfl%7kSd=b6*7L/A7 7L/T
t KCD^E(t#WT77i/ b'- Ji'ffi&frM'ntZtzti
T&6.

n- 7'f 71/7 7L/T b KCD%fg"TCD@771/
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=mfafr±f&tz>S9).

ft K©7^K-^i^lC7d'^T, £6£L£ — 
##6 «- K ©£M** x7i#b©

Tishchenko £. 7 A/
* U T ^yeiilf:7;u; f T(i^#@$©7;i/;

Ktott;«ftttJC7 7u 

F - 7i#& L ^ 6. 7;u K-A^^lcte

SS/5, 7: %Mb©Tishchenko
&A6 0Ad#5 LTl^ C 6 fi/:.

H
C,H7-CHO f C,H,-C-CHO 

H

butyrardehyde

C,H7 CHj-O-C-CjH, 
0

butyl-n-buiymc

C.H,
CjH7 CH-CH-CHO 

OH
2-cthyl-3-hydroxyhexcnil

Tishchenko C,H7-CHO

c=h3
CjH7CH-CH-CH,-0-C-C3H7 

OH 0

trimeric glycol ester

(Scheme 6)
2.9 Tishchenko J5£J£
rf-7kS© ^'1>7;1/t t: F, VXT)Vt

b K^bVs7L/7;i/f't: F© Tishchenko ^(17 vu 
7) ,;±aS-fb»4fflt'5j:Sglci|fi:T5,0>. T,I/ 

ii V±SKft«Si4£ ,17® It, SS^Kto^Sf
A^#%"#"5/:366#XbilTU5. 77i/* IM X

yT’BSfr L/c77i/ $ V * £ %l\
ti-7j<S©^)5 7;UT b FT'te, Tishchenko!% 

Jfclt7Jis Y-J^&tV^RfoKUZ. TJUt) V

ct-ZkS© *5 7 71/7"b F©KfW7 7i/ F-7i/|®£-

2.10 Michael -htllD
MichaeK^D(i*7i//<-* y (D&'&tttiUH'& <0 ,

ilS, 7k#fbf MJ 7 A, t h ‘JOAX h+t^ K,
b^ v ^y^^©m&#&<bT#frf 6. g#A&#
(Dfomw\te/pt£'<\ Sinisterra©^7U-7°(i, z$tt 
y 7 y yg^77 P yg£x^;i/, ##%?-,1/7-b 
x-h, 7-bf-;u7-b h y, - h o / f y, 7-b h 
7 x 7 y©* 71/n y^©Michael#Ws'2G##Kg% 
7kL/cBa (OH), LTm^56%$ek<#
fTtZmZ$8^LT^541~43). $/:, KF-A1A

^1077 y£k-6^£Michaelttto£^T{£ 
S1-5. 771/* V±#K<b#©a#(ii&i,\

? d h yg?y *7i/©“*fl;fiMichaeltt
jQ-eiifTL, Mgo

? P h y#> f 7i/©7 V 71/fir©7k^'^g^ 1C J: <0 
b 7 1 -2©? ° h y^7< f-7U©/4)fil(t

moL/:©%,

C6*^b^(C^"o/:o - h D7 7 y©Michael# 
KF - Al203(i £ ©f%fb(C (iyg#^r^ 

C©ck 7lC|5|#©Michael#%T6^#

ic# ^ 5 mmm©#m ic o yg# %

a.
2.11 Wittig - Horner J5ij££ Knoevenagel #i

£
771/fb K<h-h U 7U(d:^SW#STT W ittig - 

Hornor Knoevenagel TIE

©EtmiMgO. ZnO, Ba(OH)2^MS<b LTfE 

mtzi6\ h V 7i/©y f y yg^b H+

CHO + NC-CHj - PO (OCjH5)j

,C=<CN
H h

M P*c=c
H PO(OCjHj)2

(Scheme 7)
^•yXT7i/x b F6^t^y f y y&&4#-o{bA# 

© Knoevenagel (C, 7\zf y a ■? ;u*- y h, 7 
71/* V ^^y3c#4z^7^ h48)^-bb°^-7/f hi7)ft 

MScktiS. ^##©^^-b'X7/f h b> 7 

hT-(S§lJ^7-*5 77i/ K-71/^^x.btl, t 
tz, ^<71/47-^'56^^'Michael#
^D*sifflFL©XS $ led; D PPx btlTiltRtt^iS < % 
6.

Knoevenagel £6 □" (E *7 UT(i, 771/ ^
i Lf:m&&GE©W#S$nn'548).

2.12
©-BfiK

7 h y, XX 771/, — h ') 71/© ajfir©^ -f/i/g^
t< f- y yS(i/< f / -7i/<h^Lb'xvuS<E^5. 

c ©^ffi(C # MgO ^Mn ^ Cr T## L 
Ub^l5. Uedab(i, S6$MgO ^fflO'7-b h x h 
V 71/6 y 7 y -71/^r 375ec TEC'$"ti"5 <E 7 y V o 
- h U 7i/££^iTS C <h L/c49~5S). MgO
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zom "oiz 'mmmt& ‘4-*zmmi9%

'VX +H<* 80R1? 80-iZ

m\mmn^>^mmm^nno**a ■ zofqx
48030 ‘1*
^ 1 % « mm=rz ommmT&

‘94-
E2m}BM^ ±£ 9 a. o.os - '>#%%%>##

3:#0O'H^'03©#^>#J1©\ '9
r- ^x

fiMHfilWRir re

BIB#

!S*(08H3) e + 'HIS ^—HIS8(08H0) fr
(89 ^

vizif 8OzlV/dM?4 ^^./irZo,4 >VZ
^ IT) &#3Sc#@ 21395

CO/: £<'9T?W&±®(%CD* £*'<*'1 Z A 4
'9

Ay + n(\*/:*i&&/i*y ‘C,o^.^%#-2'i 
?9ilW3#MSm "f)%V)($3iq}/irf,/3 /X/?
C0KA4nm±
/t*-x zxznft^EBi? is ©43/:

?m#^4 i^^x^ + a.n

‘CFO ‘Osw A ^ /X/<:A1W*
/: 4:^o(^ z f, 4 / X/<©z 4 XO^±©.?^x Z 
^•^n Z* -2 b^buq

(g94L#3ig^94#IB%/:^ z^/ir^ ‘E@ 

gSf©<G/3/A:lf^ pi z

’9V
%($&&££&)?%&&&-

^^+*4

-9lt<o-&&y®9UZESbM^94-W^2) S*0

+ CHN + auo%3*% 8utj 9 paqeames
- + SZH + »uoqoe"[ gut j S paqaanieg
+ + *HN + auoqoe-[ gut j S paqBjnqas
- + SZH + 8utJ s paqejnqasun
- + ‘•HN + 8uta g pstBjn?9sun
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New Reactions Catalyzed by Basic Zeolites 

Hideshi Hattori

Center for Advanced Research of Energy Technology,
Hokkaido University, Sapporo 060

Zeolites possessing basic properties have been developed for the catalysts for base-catalyzed 
reactions. The present review describes the methods for characterization of basic properties,
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the preparative methods for basic zeolites, and applications of the basic zeolites to organic 
reactions.

For characterization, the binding energies of Ol5 of the frame oxygen and of Nls of the 
adsorbed pyrrol measured by XPS reflect the basic properties of the zeolites. The wave num
bers of N-H stretching of the adsorbed pyrrol measured by IR correlate with the basic strength 
of the zeolites. The basic strength is also evaluated by TPD of the adsorbed C02.

The basic properties of the zeolites are able to be adjusted by selecting the alkali ions as 
exchanged cation and the Si/Al ratio of the zeolite framework. Strongly basic zeolites can be 
prepared by encapsulation of basic materials such as alkali oxides and imides of rare earth 
elements.

The applications of basic zeolites to organic reactions are described for the following reac
tions: double bond migration of olefine, Meerwein-Ponndorf-Verley reduction, alkylation, 
aldol condensation, Knoevenagel condensation, and ring transformation.
Key words: Base-catalyzed reaction, Basic zeolite, Catalysis, Alkali ion.
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Table 1. Types of Heterogeneous Basic Catalysts

(1) single component metal oxides 
alkaline earth oxides
alkali metal oxides 
rare earth oxides 
Th02, Zr02, ZnO, Ti02

(2) zeolites
alkali ion-exchanged zeolites 
alkali ion-added zeolites

(3) supported alkali metal ions 
alkali metal ions on alumina 
alkali metal ions on silica
alkali metal on alkaline earth oxide
alkali metals and alkali metal hydroxides on alumina

(4) clay minerals 
hydrotalcite 
chrysotile 
sepiolite

(5) non-oxide
KF supported on alumina 
lanthanide imide and nitride on zeolite

Following the report by Pines et al., certain metal 
oxides with a single component were found to act as 
heterogeneous basic catalysts in the absence of such 
alkali metals as Na and K. In the 1970s, Kokes et 
al. reported that hydrogen molecules were adsorbed 
on zinc oxide by acid—base interaction to form proton 
and hydride on the surface.2 3 They proved that the 
heterolytically dissociated hydrogens act as interme
diates for alkene hydrogenation. In the same period, 
Hattori et al. reported that calcium oxide and mag
nesium oxide exhibited high activities for 1-butene 
isomerization if the catalysts were pretreated under 
proper conditions such as high temperature and high 
vacuum.4 The 1-butene isomerization over calcium 
oxide and magnesium oxide was recognized as a base- 
catalyzed reaction in which the reaction was initiated 
by abstraction of a proton from 1-butene by the basic 
site on the catalyst surfaces.

The catalytic activities of basic zeolites were re
ported also in early 1970s. Yashima et al. reported 
that side chain alkylation of toluene was catalyzed 
by alkali ion-exchanged X and Y type zeolites.5 The 
reaction is a typical base-catalyzed reaction, and the 
activity varied with the type of exchanged alkali 
cation and with type of zeolite, suggesting that the 
basic properties can be controlled by selecting the 
exchanged cation and the type of zeolite.

In addition to the above mentioned catalysts, a 
number of materials have been reported to act as 
heterogeneous basic catalysts. The types of hetero
geneous basic catalysts are listed in Table 1. Except 
for non-oxide catalysts, the basic sites are believed 
to be surface 0 atoms. Oxygen atoms existing on any 
materials may act as basic sites because any O atoms 
would be able to interact attractively with a proton. 
The materials listed in Table 1 act as a base toward 
most of the reagents and, therefore, are called 
heterogeneous basic catalysts or solid base catalysts.

Four reasons for recognizing certain materials as 
heterogeneous basic catalysts are as follows.

(1) Characterization of the surfaces indicates the 
existence of basic sites: Characterizations of the 
surfaces by various methods such as color change of 
the acid—base indicators adsorbed, surface reactions, 
adsorption of acidic molecules, and spectroscopies

(UV, IR, XPS, ESR, etc.) indicate that basic sites exist 
on the surfaces.

(2) There is a parallel relation between catalytic 
activity and the amount and/or strength of the basic 
sites: The catalytic activities correlate well with the 
amount of basic sites or with the strength of the basic 
sites measured by various methods. Also, the active 
sites are poisoned by acidic molecules such as HC1, 
H%0, and CO2.

(3) The material has similar activities to those of 
homogeneous basic catalysts for “base-catalyzed re
actions” well-known in homogeneous systems: There 
are a number of reactions known as base-catalyzed 
reactions in homogeneous systems. Certain solid 
materials also catalyze these reactions to give the 
same products. The reaction mechanisms occurring 
on the surfaces are suggested to be essentially the 
same as those in homogeneous basic solutions.

(4) There are indications of anionic intermediates 
participating in the reactions: Mechanistic studies 
of the reactions, product distributions, and spectro
scopic observations of the species adsorbed on certain 
materials indicate that anionic intermediates are 
involved in the reactions.

The studies of heterogeneous catalysis have been 
continuous and progressed steadily. They have never 
been reviewed in the Chemical Reviews before. It is 
more useful and informative to describe the studies 
of heterogeneous basic catalysis performed for a long 
period. In the present article, therefore, the cited 
papers are not restricted to those published recently, 
but include those published for the last 25 years.

II. Generation of Basic Sites

One of the reasons why the studies of heteroge
neous basic catalysts are not as extensive as those 
of heterogeneous acidic catalysts seems to be the 
requirement for severe pretreatment conditions for 
active basic catalysts. The materials which are now 
known as strong basic materials used to be regarded 
as inert catalysts. In the long distant past, the 
catalysts were pretreated normally at relatively low 
temperatures of around 723 K. The surfaces should 
be covered with carbon dioxide, water, oxygen, etc. 
and showed no activities for base-catalyzed reactions. 
Generation of basic sites requires high-temperature 
pretreatment to remove carbon dioxide, water, and, 
in some cases, oxygen.

This can be understood with the data in Figure 1 
in which decomposition pressures are plotted against 
reciprocal temperature for carbonates and peroxides 
of alkaline earth elements.6 In addition to carbonates 
and peroxides, hydroxides are formed at the surface 
layers of the oxides. The decomposition pressures are 
very low at room temperature. On exposure to the 
atmosphere, alkaline earth oxides adsorb carbon 
dioxide, water, and oxygen to form carbonates, hy
droxides, and peroxides. Removal of the adsorbed 
species from the surfaces is essential to reveal the 
oxide surfaces. Therefore, high-temperature pre
treatment is required to obtain the metal oxide 
surfaces.

The evolutions of water, carbon dioxide, and oxygen 
when Mg(OH)2 and BaO are heated under vacuum 
at elevated temperatures are shown in Figures 2 and
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Figure 1. Equilibrium pressure for decomposition:

(a) 2Sr02 — 2SrO + 02, (b) 2Ba02 — 2BaO + 02, 
(c) MgC03 = MgO + C02, (d) CaC03 = CaO + C02, 
(e) SrC03 = SrO + C02, (0 BaC03 = BaO + C02.

Pretreatment temperature / K 
Evolution of H?0 and CO? from Mg(OH)2

Figure 2. Evolution of HgO and COg from Mg(OH)2.

500 600 700 800 900 1000 1100 1200 1300

Pretreatment temperature /K 

Evolution of HjO.COj.and 0?from BaO 

Figure 3. Evolution of HgO, CO2, and O2 from BaO.

3.4,7 For MgO, evolution of water and carbon dioxide 
continues up to 800 K. For BaO, evolution of these 
gases continues to much higher temperatures. In 
addition, oxygen evolves above 900 K. Evolution of 
carbon dioxide, water, and oxygen results in genera
tion of basic sites on the surfaces which act as

O 5

00 1000 1200 
Pretreatment temperature/K

Figure 4. Variations of activity of MgO for different types 
of reactions as a function of pretreatment temperature: O, 
1-butene isomerization at 303 K (3.5 x 103 mmHg min-1 
g-1) a, CH4-D2 exchange at 673 K (4.3 x 103% s-1 g-1); A, 
amination of 1,3-butadiene with dimethylamine at 273 K 
(5 x 1017 molecules min-1 g-1); □, 1,3-butadiene hydroge
nation at 273 K (2.5 x 10% min-1 g-1); ■, ethylene 
hydrogenation at 523 K (0.3% min-1 g-1).

catalytically active sites for several reaction types.
The nature of the basic sites generated by removing 

the molecules covering the surfaces depends on the 
severity of the pretreatment. The changes in the 
nature of basic sites are reflected in the variations 
of the catalytic activities as a function of pretreat
ment temperature. In many cases, the variations of 
the activity are dissimilar for different reaction types. 
The activity variations of MgO for different reactions 
are shown in Figure 4.8 The activity maxima appear 
at different catalyst-pretreatment temperatures for 
different reaction types: 800 K for 1-butene isomer
ization, 973 K for methane-Dg exchange and ami- 
nation of 1,3-butadiene with dimethylamine, 1273 K 
for hydrogenation of 1,3-butadiene, and 1373 K for 
hydrogenation of ethylene.

As the pretreatment temperature increases, the 
molecules covering the surfaces are successively 
desorbed according to the strength of the interaction 
with the surface sites. The molecules weakly inter
acting with the surfaces are desorbed at lower 
pretreatment temperatures, and those strongly in
teracting are desorbed at higher temperatures. The 
sites that appeared on the surfaces by pretreatment 
at low temperatures are suggested to be different 
from those that appeared at high temperatures. If 
simple desorption of molecules occurs during pre
treatment, the basic sites that appeared at high 
temperatures should be strong. However, rearrange
ment of surface and bulk atoms also occurs during 
pretreatment in addition to the desorption of the 
molecules, which is evidenced by a decrease in the 
surface area with an increase in the pretreatment 
temperature.

Coluccia and Tench proposed a surface model for 
MgO (Figure 5).9 There exist several Mg—O ion pairs 
of different coordination numbers. Ion pairs of low
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Figure 5. Ions in low coordination on the surface of MgO. 
(Reprinted from ref 9. Copyright 1981 Kodansha.)

coordination numbers exist at comers, edges, or high 
Miller index surfaces of the (100) plane. Different 
basic sites generated by increasing the pretreatment 
temperature appear to correspond to the ion pairs of 
different coordination numbers. However, the cor
respondence between the catalytically active sites for 
different reaction types and the coordination number 
of the ion pairs is not definite yet.

Among the ion pairs of different coordination 
numbers, the ion pair of 3-fold Mg2+—3-fold O2- 
(Mg2+3c 02~3c) is most reactive and adsorbs carbon 
dioxide most strongly. To reveal the ion pair Mg2+3c- 
02~3c, the highest pretreatment temperature is re
quired. At the same time, the ion pair Mg2+3c-02-3c 
is most unstable. The Mg2+3e and Oa-3C tend to 
rearrange easily at high temperature. The appear
ance of such highly unsaturates sites by the removal 
of carbon dioxide and the elimination by the surface 
atom rearrangement compete. Such competition 
results in the activity maxima as the pretreatment 
temperature is increased.

Although the surface model shown in Figure 5 is 
proposed for MgO, the other metal oxide heteroge
neous bases may be in a situation similar to that of 
MgO. The nature of basic sites varies with the 
severity of the pretreatment conditions for most 
heterogeneous basic catalysts.

The surface sites generated on rare earth oxides, 
however, behave differently from those of the other 
heterogeneous base catalysts. The sites of rare earth 
oxides do not seem to vary in nature with pretreat
ment temperature. Variations of the activities of 
LaoOs as a function of the pretreatment temperature
is shown in Figure 6 for 1-butene isomerization, 1,3- 
butadiene hydrogenation, and methane-D2 ex
change.10-12 Pretreatment at 923 K results in the 
maximum activity for all reactions. The surface sites 
generated by removal of water and carbon dioxide 
seem to be rather homogeneous in the sense that the 
same surface sites are relevant to all the reactions 
mentioned above.

III. Characterization of Basic Surfaces

The surface properties of the heterogeneous basic 
catalysts have been studied by various methods by 
which existence of basic sites has been realized. 
Different characterization methods give different 
information about the surface properties. All the 
properties of basic sites cannot be measured by any

800 1000 1200 
Pretreatment temperature/K

Figure 6. Variations of activity of LagOg for different types 
of reaction as a function of pretreatment temperature: O, 
1-butene isomerization at 303 K (1 unit: 6.4 x 1020 

molecules min-1 g-1); A, CH4-D2 exchange at 573 K (1 
unit: 10-2% s-1 g-1); #, 1,3-butadiene hydrogenation at 273 
K (1 unit: 1.2 x 1020 molecules min-1 g-1).

single method. Integration of the results obtained 
by different characterizations leads us to understand 
the structures, reactivities, strengths, and amounts 
of the basic sites on the surfaces. In this section, 
representative methods for characterization of the 
surface basic sites are described. It is emphasized 
what aspect of the basic sites is disclosed by each 
characterization method.

111-1. Indicator Methods
Acid—base indicators change their colors according 

to the strength of the surface sites and P-Kbh values 
of the indicators. The strength of the surface sites 
are expressed by an acidity function (H-) proposed 
by Paul and Long. The H~ function is defined by the 
following equation:13-14

H. = pKBH +log [B~]/[BH]

where [BH] and [B-] are, respectively, the concentra
tion of the indicator BH and its conjugated base, and
P.Kbh is the logarithm of the dissociation constant of 
BH. The reaction of the indicator BH with the basic 
site (B) is

BH + B = B" + BH+

The amount of basic sites of different strengths can 
be measured by titration with benzoic acid. A sample 
is suspended in a nonpolar solvent and an indicator 
is adsorbed on the sample in its conjugated base form. 
The benzoic acid titer is a measure of the amount of 
basic sites having a basic strength corresponding to 
the P-Kbh value of the indicator used. Using this 
method, Take et al. measured outgassed samples of 
MgO, CaO, and SrO. The results are shown in 
Figure 7.15 Magnesium oxide and CaO possess basic 
sites stronger than H- = 26.

The indicator method can express the strength of 
basic sites in a definite scale of H~, but this has 
disadvantages too. Although the color change is 
assumed to be the result of an acid—base reaction, 
an indicator may change its color by reactions dif
ferent from an acid—base reaction. In addition, it
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u 0.1

BASE STRENGTH (H_) ----- ►

Figure 7. Benzoic acid titer vs base strength of (A) MgO, 
(B) CaO, and (C) SrO. (Reprinted from ref 15. Copyright 
1971 Academic.)

requires a long time for benzoic acid to reach an 
adsorption equilibrium when titration is carried out 
in a solution. In some cases, the surface of hetero
geneous basic catalysts may dissolve into a titration 
solution. If this happens, the number of basic sites 
should be overestimated. Therefore, special care 
should be taken with the indicator method.

III-2. Temperature-Programmed Desorption (TPD) 
of Carbon Dioxide

This method is frequently used to measure the 
number and strength of basic sites. The strength and 
amount of basic sites are reflected in the desorption 
temperature and the peak area, respectively, in a 
TPD plot. However, it is difficult to express the 
strength in a definite scale and to count the number 
of sites quantitatively. Relative strengths and rela
tive numbers of basic sites on the different catalysts 
can be estimated by carrying out the TPD experi
ments under the same conditions. If the TPD plot 
gives a sharp peak, the heat of adsorption can be 
estimated.

TPD plots of carbon dioxide desorbed from alkaline 
earth oxides are compared in Figure 8 in which 
adsorption of carbon dioxide and the following treat
ment before the TPD run were done under the same 
conditions.16 The strength of basic sites is in the 
increasing order of MgO < CaO < SrO < BaO. The 
number of basic sites per unit weight that can retain 
carbon dioxide under the adsorption conditions in
creases in the order BaO < SrO < MgO < CaO.

Enhancement of basic strength by addition of alkali 
ions to X-zeolite in excess of the ion exchange capacity 
was demonstrated by TPD plots of carbon dioxide as 
shown in Figure 9.17 The peak areas are larger for 
the alkali ion-added zeolites (solid lines) than for the 
ion-exchanged zeolites (dotted lines). In particular, 
desorption of carbon dioxide still continues at the 
desorption temperature of 673 K for ion-added zeo
lites.

Desorption temperature/K

Figure 8. TPD plots of carbon dioxide desorbed from 
alkaline earth oxides. (Reprinted from ref 16. Copyright 
1988 Elsevier.)

------ RbxO/RbX

------ KxO/KX

NaxO/NaX

273 373 473 573 673

Temperature / K

Figure 9. TPD plots of CO% adsorbed on alkali ion- 
exchanged and alkali ion-added zeolites.

111-3. UV Absorption and Luminescence 
Spectroscopies

UV absorption and luminescence spectroscopies 
give information about the coordination states of the 
surface atoms.

High surface area MgO absorbs UV light and emits 
luminescence, which is not observed with MgO single 
crystal. Nelson and Hale first observed the absorp
tion at 5.7 eV, which is lower than the band gap (8.7 
eV, 163 nm) for bulk MgO by 3 eV.18 Tench and Pott 
observed photoluminescence.19,20 The UV absorption 
corresponds to the following electron transfer process 
involving surface ion pair.21,22

Mg2+02- + hv - Mg+0"

Absorption bands were observed at 230 and 274 
nm, which are considerably lower in energy than the 
band at 163 nm for bulk ion pairs. The bands at 230 
and 274 nm are assigned to be due to the surface O2- 
ions of coordination numbers 4 and 3, respectively.

Luminescence corresponds to the reverse process 
of UV absorption, and the shape of the luminescence 
spectrum varies with the excitation light frequency
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Coordination no

100 300 500
Temperature/K

Figure 10. TPD plots for hydrogen adsorbed on MgO at 
various pretreatment temperatures/K (a) 1123, (b) 973, 
(c) 823, (d) 673.

and with the adsorpion of molecules. Emission sites 
and excitation sites are not necessarily the same. 
Excitons move on the surface and emit at the ion pair 
of low coordination numbers where emission ef
ficiency is high.

Ion pairs of low coordination numbers responsible 
for UV absorption and luminescence exist at comers, 
edges, or high Miller index surfaces. The surface 
model for MgO shown in figure 5 was proposed on 
the basis of UV absorption and luminescence together 
with the effects of hydrogen adsorption on the 
luminescence spectrum. The luminescence spectrum 
excited by the 274 nm light was much more severely 
influenced by hydrogen adsorption than that excited 
by the 230 nm light. Hydrogen molecules interact 
more strongly with the ion pairs of coordination 
number 3 than with those of coordination number 4. 
Hydrogen molecules are heterolytically dissociated on 
these sites.

Although the UV absorption and luminescence 
spectroscopies give us useful information about the 
coordination state, it is difficult to count the number 
of the sites of a certain coordination state.

111-4. Temperature-Programmed Desorption of 
Hydrogen

This method gives information about the coordina
tion state of the surface ion pairs when combined 
with the other methods such as UV absorption and 
luminescence spectroscopies. The number of each ion 
pair could be counted if TPD is accurately measured 
with a proper calibration method. This method has
been applied only to the MgO surface.

Hydrogen is heterolytically dissociated on the 
surface of MgO to form H+ and H", which are 
adsorbed on the surface 02~ ion and Mg2+ ion, 
respectively. TPD plots of hydrogen adsorbed on 
MgO pretreated at different temperatures are shown 
in Figure 10.23-24 Seven desorption peaks appear in 
the temperature range 200-650 K, and appearance 
of the peaks varies with the pretreatment tempera
ture. Appearance of the peaks at different temper
atures indicates that several types of ion pairs with 
different coordination numbers exist on the surface 
of MgO. The adsorption sites on MgO pretreated at 
different temperatures and the coordination numbers 
of each ion pair are assigned as summarized in Table 
2. The assignment of the surface ion pairs are based 
on the surface structure model of MgO (Figure 5).

Table 2. Coordination Numbers of Active Sites on 
MgO and Their Concentration Obtained from TPD 
for Hydrogen Adsorbed

active site
coordination no.

number of sites/1015 m 2 at 
pretreatment temperature

Oic MgLC 673 K 823 K 973 K 1123 K
W2 and W3 4 3 4.0 11.6 29.3 32.4
W4and W6 3 4 0.0 4.9 22.1 26.5
We and W? 3 3 0.0 0.3 1.3 4.1
We 3 3 1.2 4.2

Al/Si Atomic Ratio
Figure 11. Correlation between the binding energy of the 
Oi, band and the Al/Si atomic ratio. (Reprinted from ref 
25. Copyright 1988 Academic.)

TPD of hydrogen supports the surface model of MgO 
illustrated.

Heterolytic dissociation of hydrogen on the MgO 
surface is also demonstrated by IR spectroscopy. The 
IR bands for O—H and Mg—H stretching vibration 
were observed.9

111-5. XPS
The XPS binding energy (BE) for oxygen reflects 

the basic strength of the oxygen. As the Ou BE 
decreases, electron pair donation becomes stronger. 
Okamoto et al. studied the effects of zeolite composi
tion and the type of cation on the BE of the constitu
ent elements for X- and Y-zeolites ion-exchanged with 
a series of alkali cations as well as H-forms of A, X, 
Y, and mordenite.26 The BE values of Ou are plotted 
against the Al/Si atomic ratio in Figure 11. The BE 
of Oig decreases as the Al content increases.

The effect of an ion-exchanged cation on the Ou
BE is shown in Figure 12 as a function of the 
electronegativity (x) of the cation. With increasing 
x, the Ou BE increases. The Ou BE of zeolite is 
directly delineated to the electron density of the 
framework oxygen. On the basis of XPS features of 
zeolite, Okamoto et al. proposed a bonding model of 
zeolite as shown in Figure 13.25 Configurations I and 
II are in resonance. In configuration I, extra frame
work cations form covalent bonds with framework 
oxygens, while in configuration II, the cations form 
fully ionic bondings with the negatively charged 
zeolite lattice. As the electronegativity of the cation 
increases and approaches that of oxygen, the contri
bution of configuration I increases to reduce the net 
charges on the lattice. This explains the dependences 
of the Ou BE on the electronegativity of the cation 
as shown in Figure 12.
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Electronegativity

Figure 12. Binding energy of the Ois band for cation 
exchanged zeolite as a function of the cation electronega
tivity (x): (•) Y-zeolite and (O) X-zeolites. (Reprinted from 
ref 25. Copyright 1988 Academic.)

M M*

0 A
Si

oZ \o'
A1

0 o

\/\/V
o/ \

(I) (II)
Figure 13. Schematic bonding model of zeolite.

Although the relation between electron density and 
the basic strength of 0 is not theoretically estab
lished, a good correlation between the BE of the Nis 
band and basicity is well established for a wide 
variety of organic compounds containing N. It may 
be acceptable that the BE of the Ois band changes 
monotonously with the basic strength of 0 when 
comparison is made within a same series of ex
changed cations.

XPS measurement of the probe molecule adsorbed 
on basic sites gives information about the strength 
of the basic sites. Huang et al. measured the Nis BE 
of the pyrrole adsorbed on alkali cation-exchanged 
X- and Y-zeolites.26 The Nis envelopes were decon
volved into three peaks. One of the peaks was 
assigned to pyrrole adsorbed on the framework 
oxygen adjacent to the alkali cations other than the 
sodium cation. The BE of the peak varies with the 
exchanged cation in such a way that the Nis BE 
decreases as the basic strength of the zeolite in
creases as Li < Na < K < Rb < Cs. The deconvolu
tion of XPS Nis peaks into three peaks indicates that 
the basic strength of the framework oxygen is inho
mogeneous in the zeolite cage and that the cation 
exerts an influence only on the adjacent framework 
atoms. These suggest that electrons are localized 
significantly on M^fAlO?)" units. A proposed model 
for pyrrole chemisorbed on a basic site of alkali 
cation-exchanged zeolite is shown in Figure 14.

As described later, the basic strength is reflected 
in the N—H stretching vibration frequency of pyrrole 
in the IR spectrum.27 The Nis BE in XPS correlates 
linearly with the N—H vibration frequencies of 
chemisorbed pyrrole. As the exchanged cation changes 
in the sequence Li, Na, K, Rb, and Cs, both the Nis 
BE and the frequency of the N-H stretching vibra
tion decrease for X- and Y-zeolites.26

O

O . -vVv
/ \ / \ / \

M*

/ \ / \ / \

Figure 14. Model for pyrrole chemisorbed on a basic site.

Scheme 1. Adsorbed Forms of Carbon Dioxide
0
II

o.
M M 

bidcntate
M M 

unidentate

111-6. IR of Carbon Dioxide
This method gives information about the adsorbed 

state of CO2 on the surface. Carbon dioxide interacts 
strongly with a basic site and, therefore, the surface 
structures including basic sites are estimated from 
the adsorbed state of CO2.

Carbon dioxide is adsorbed on heterogeneous basic 
catalysts in different forms: bidentate carbonate, 
unidentate carbonate, and bicarbonate (Scheme 1). 
On the MgO surface, the adsorbed form varies with 
the coverage of the adsorbed carbon dioxide. Biden
tate carbonate is dominate at low coverage, and 
unidentate carbonate at high coverage.28 Evans and 
Whately reported the adsorption of carbon dioxide on 
MgO.29 In addition to unidentate and bidentate 
carbonates, bicarbonate species were also detected. 
For CaO, carbon dioxide is adsorbed in the form of 
bidentate carbonate regardless of the coverage.

In the adsorption state of unidentate carbonate, 
only surface oxygen atoms participate, while the 
metal ion should participate in the adsorption state 
of bidentate. In other words, the existence of only a 
basic site is sufficient for unidentate carbonate, but 
the existence of both a basic site and a metal cation 
is required for bidentate carbonate.

ill-7. IR of Pyrrole

Pyrrole is proposed to be a probe molecule for 
measurement of the strength of basic sites.17 The IR 
band ascribed to the N—H stretching vibration shifts 
to a lower wavenumber on interaction of the H atom 
in pyrrole with a basic site. Barthomeuf measured 
the shifts of N-H vibration of pyrrole adsorbed on 
alkali ion exchanged zeolites.27 30 The results are 
given in Table 3. The charges on the oxygen calcu
lated from Sanderson’s electronegativities are also 
listed in Table 3. The shift increases when the 
negative charge on the oxide ion increases. The 
negative charge is associated closely with the strength 
of the basic site. The basic strengths of alkali ion- 
exchanged zeolites are in the order CsX > NaX > KY 
> NaY, KL, Na-mordenite, Na-beta.

The N-H vibration frequencies observed by IR are 
plotted against the Nis BE observed by XPS as shown 
in Figure 15.26 For both X- and Y-zeolites, linear 
relations are observed; strengths of the basic sites
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Table 3. Shifts of N-H Vibration of Pyrrole Adsorbed 
on Zeolites and Calculated Average Charge on 
Oxygen

zeolite Avnh° qo6 zeolite Avnh“ Qo*
CsX 240 —0.461 Na-MOR 30 -0.278
NaX 180 -0.413 Na-beta 30 -0.240
KY 70 -0.383 Cs ZSM-5 0 -0.236
NaY
KL

30-40
30

-0.352
-0.356

Na ZSM-5 0 -0.225

0 Shift of N-H from the liquid. 4 Charge 
lated from Sanderson electronegativity.

on oxygen calcu-

^NH

Total CO.

1000 1200

3450.00

3400.00

3350.00

3300.00

3200.00

Binding Energy (eV)

Figure 15. Relationship between Nis binding energy and 
N-H stretching vibration frequencies of chemisorbed pyr
role on (O) X-zeolites and (•) Y-zeolites. (Reprinted from 
ref 26. Copyright 1992 Academic.)

are in the order CsX > RbX > KK X NaX > LiX and 
CsY > RbY > KY > NaY > LiY.

111-8. Oxygen Exchange between Carbon Dioxide 
and Surface

This method gives information about the dynamic 
nature of interaction of adsorbed CO2 with the 
surface ion pair. As described above, carbon dioxide 
is used as a probe molecule for the basic properties 
in IR and TPD. If 180-labeled, carbon dioxide is used, 
additional information about the nature of basic sites 
is obtained.

Yanagisawa et al. reported that oxygen exchange 
between adsorbed CO2 and the MgO surface takes 
place to a considerable extent.31 They observed a 
TPD desorption peak consisting mainly of C16C>2 and 
C160180 after C1802 adsorption on MgO and sug
gested that the adsorbed Cl802 interacts with the 
peroxy ion (16Os)22- on a defect in the MgO surface. 
Essentially the same result was independently re
ported by Shishido et al.32 The interpretation of the 
exchange mechanisms, however, was not the same 
as that of Yanagisawa et al.

Tsuji et al. reported the oxygen exchange in de
tail.33 TPD plots for C1802 adsorbed on MgO are 
shown in Figure 16 in which 41 x 10~6 mol C1802 

g-1 (one CO2 molecule per 670 A2) was adsorbed. 
Extensive oxygen exchange was observed; no C1802 

was desorbed. Proposed processes for the mechanism 
of migration of the surface bidentate carbonate are 
shown in Figure 17. There are at least two ways,

Desorption temperature / K

Figure 16. TPD plots for C1802 adsorbed on MgO.

, /
O---- C process (I)

-Mg—0----Mg—
Yf

-Mg—O—Mg —

fY ,
-Mg—O---- Mg—O-

process ( II ) V, r, 1
-O—Mg—O—Mg—

------O-----Mg—

process (III) o‘-Z
1 1..

-Mg—O-----

Figure 17. Proposed processes for the mechanisms of 
migration of the surface bidentate carbonate.

processes I and II, for the adsorbed carbonate species 
to migrate over the surface. In process I, carbon 
dioxide rolls over the surface in such a way that the 
free oxygen atom in the bidentate carbonate ap
proaches the adjacent Mg atom on the surface. In 
process II, the carbon atom approaches the adjacent 
O atom on the surface.

In process I, the carbonate species always contains 
two 180 atoms. Therefore, repetition of process I 
results in the exchange of one oxygen atom, but not 
the exchange of two oxygen atoms in the desorbed 
CO2. The repetition of process II also results in the 
exchange of one oxygen atom. For evolution of C1602, 
both processes I and II should be involved. In 
addition to processes I and II, process III is possible. 
This process is essentially the same as the mecha
nism proposed for the oxygen exchange between 
bidentate carbonate and oxide surface. The carbon
ate species are able to migrate on the surface over a 
long distance by a combination of process I-III 
without leaving the surface, if process III exists. IR 
spectra of the adsorbed CO2 changes with increasing 
temperature. It is suggested that the bidentate 
carbonate formed on room temperature adsorption 
of CO2 migrates over the surface as the temperature 
is raised in the TPD run. The migration occurs 
mostly in the temperature range from room temper
ature to 473 K.

The results of the oxygen exchange between CO2 

and MgO surface suggest an important aspect of the 
nature of surface basic sites. The basic sites are not 
fixed on the surface but are able to move over the 
surface when carbon dioxide is adsorbed and de-
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sorbed. The position of the basic site (surface O 
atom) changes as CO2 migrate over the basic site. In 
addition, it became clear that not only O2- basic sites 
but also adjacent Mg2+ sites participate in CO2 

adsorption. Therefore, it is reasonable to consider 
that the metal cations adjacent to the basic site 
participate in the base-catalyzed reactions.

IV. Catalysis by Heterogeneous Basic Catalysts

In this section, selected examples of heterogeneous 
base-catalyzed reactions are described. Some of them 
aim at elucidating the reaction mechanisms. The 
others are applications to various organic syntheses 
to show the potential use of heterogeneous catalysts.

IV-1. Double Bond Migration
1-Butene isomerization to 2-butenes has been 

extensively studied over many heterogeneous basic 
catalysts to elucitade the reaction mechanisms and 
to characterize the surface basic properties. The 
reaction proceeds at room temperature or below over 
most of heterogeneous basic catalysts. Over MgO, 
for example, the reaction occurs even at 223 K if the 
catalyst is properly activated.

The reaction mechanisms for 1-butene isomeriza
tion are shown in Scheme 2.34

The reaction is initiated by abstraction of allylic H 
by basic sites to form cis or trans forms of the allyl 
anion. In the form of the allyl anion, the cis form is 
more stable than the trans form. Therefore, cis-2- 
butene is predominantly formed at the initial stage 
of the reaction. A high cis/trans ratio observed for 
the base-catalyzed isomerization is in contrast to the 
value close to unity for acid-catalyzed isomerization.

The cis to trans ratio in 2-butenes produced could 
be used to judge whether the reaction is a base- 
catalyzed or acid-catalyzed one. Tsuchiya measured 
the ratio cis/trans in 1-butene isomerization, and 
found a high value for Rb20.35

Coisomerization of butene-do and -dg is a useful 
method to determine the reaction mechanisms.36 In 
the coisomerization, a mixture containing equal 
amounts of nondeuteriobutene (do) and perdeuterio- 
butene (dg) is allowed to react, and the isotopic 
distributions in the products and reactant are ana
lyzed. If the reaction proceeds by hydrogen addi
tion-abstraction mechanisms, an intermolecular H 
(or D) transfer is involved and the products will be 
composed of do, du d?, and dg isotopic species. On 
the other hand, if the reaction proceeds by hydrogen 
abstraction—addition mechanisms, an intramolecular

H (or D) transfer is involved, and the products will 
be composed of do and dg isotopic species.

Since an H+ is abstracted first for base-catalyzed 
isomerization to form allyl anions to which the H+ 
returns at a different C atom, an intramolecular H 
(or D) transfer is expected. Therefore, an intra
molecular H (or D) transfer and a high cis/trans ratio 
are characteristic features for 1-butene double bond 
isomerization over heterogeneous basic catalysts.37-38

The fundamental studies of 1-butene double bond 
isomerization over heterogeneous basic catalysts 
were extended to the double bond migration of olefins 
having more complex structures such as pinene (1), 
carene (2), protoilludene (4), illudadiene (5), as shown 
below.39-41

yy-g a,- Ok
3 3' 6 6

These olefins contain three-membered and four- 
membered rings. If acidic catalysts were used, the 
ring-opening reactions would easily occur, and the 
selectivities for double bond migration should mark
edly decrease. A characteristic feature of heteroge
neous basic catalysts is a lack of C-C bond cleavage 
ability. The double bond migration selectively occurs 
without C—C bond cleavages over heterogeneous 
basic catalysts.

As mentioned above, the heterogeneous basic cata
lysts are highly active for double bond migration, the 
reactions proceed at a low temperature. This is 
advantageous for olefins which are unstable at high 
temperature. Because of this advantage, the hetero
geneous basic catalyst, Na/NaOH/AlgOg, is used for 
an industrial process for the selective double bond 
migration of 5-vinylbicyclo[2.2.1]heptene (6).41-42 The 
reaction proceeds at the low temperature of 243 K.

Heterogeneous basic catalysts have another ad
vantage in double bond migration. For the double 
bond migration of unsaturated compounds containing 
heteroatoms such as N and O, heterogeneous basic 
catalysts are more efficient than acidic catalysts.
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Scheme 3. Double Bond Migration of Allylamines 
to Enamines

N—

/
CH — CH,

//
CH,

N—
-H* / +H^

+ H*

N—

/
CH = CH

CH]

CH = CH 
/ \

CH] N—

Acidic catalysts interact strongly with heteroatoms, 
became poisoned, and show no activity. On the other 
hand, the active sites of heterogeneous basic catalysts 
interact weakly with heteroatoms and, therefore, act 
as efficient catalysts.

Allylamines undergo double bond migration to 
enamines over alkaline earth oxides (Scheme 3).43 For 
instance, l-A-pyrrolidino-2-propene isomerizes to 
1 -ACpyrrolidine- 1-propene over MgO, CaO, SrO, and 
BaO at 313 K. The reaction mechanisms are es
sentially the same as those for 1-butene isomeriza
tion. The basic sites abstract an H+ from the 
reactant to form allyl anions as an intermediate as 
shown below. In this scheme too, the cis-form of the 
intermediate of the allyl anion is more stable than 
the trans-form, and the products are mostly in the 
thermodynamically less stable cis-form.

Similarly, 2-propenyl ethers undergo double bond 
migration to 1-propenyl ethers.44 The reaction mech
anisms are the same as those for 1-butene and 
allylamines in the sense that the intermediates are 
allyl anions and mostly in the cis-form. Among 
heterogeneous basic catalysts, CaO exhibits the high
est activity, and La203, SrO, and MgO also show high 
activities. The reaction temperatures required to 
initiate the reactions are different for each reactant, 
as shown below. 3-Methoxycyclohexene is unreac-
c=c-c-o-c-c --------- ► c-c=c-o-c-c o°c

««-0 ----- '

c c
c=c-c-o-c    C-C=C-0-C

c c

o°c

100°C

o-Hxrc

c-o No reaction

safrole isosafrole

to aldehydes or ketones over basic catalysts. In some 
cases, however, heterogeneous basic catalysts pro
mote dehydration of alcohols in which the mecha
nisms and product distribution differ from those for 
acid-catalyzed dehydration. The characteristic fea
tures of base-catalyzed dehydration are observed for 
2-butanol dehydration. The products consist mainly 
of 1-butene over the rare earth oxides,45 Th02,46,47 and 
Zr02.48 This is in contrast to the preferential forma
tion of 2-butenes over acidic catalysts. The initial 
step in the base-catalyzed dehydration is the abstrac
tion of an H+ at C-l and 2-butanol to form anion.

Dehydration of 1 -cyclohexylethanol to vinylcyclo- 
hexane has been industrialized by use of Zr02 as a 
catalyst.49 In the dehydration of 2-alcohols to the 
corresponding 1-olefins over Zr02, the selectivity for 
1-olefins depends on the amount of Si contained in 
Zr02 as an impurity. Si contaminants in Zr02 

generate acidic sites. By treatment of Zr02 with 
NaOH to eliminate the acidic sites, the byproducts 
of 2-olefins are markedly reduced and the selectivity 
for 1-olefins is increased. The Zr02 treated with 
NaOH is used for the industrial process for the 
production of vinylcyclohexane.

HO

H,0

Intramolecular dehydration of monoethanolamine 
to ethylenimine has also been industralized by use 
of the mixed oxide catalyst composed of Si, alkali 
metal, and P. The catalyst possesses both weakly 
acidic and basic sites.50 Because monoethanolamine 
has two strong functional groups, weak sites are 
sufficient to interact with the reactant. If either 
acidic sites or basic sites are strong, the reactant 
interacts too strongly with the sites and forms 
undesirable byproducts. It is proposed that the acidic
and basic sites act cooperatively as shown in Scheme
4. The composition of the catalyst is adjusted to 
control the surface acidic and basic properties. A 
selectivity of 78.8% for ethylenimine was obtained for 
the catalyst composed of Si/Cs/P/O in the atomic ratio 
1/0.1/0.08/2.25.

tive, which is explained as being due to the fact that 
the adsorbed state is such that the allylic H points 
away from the surface, and cannot be abstracted by 
the basic sites on the surface.

Double bond migration of safrole to isosafrole was 
reported to proceed at 300 K over Na/NaOH/AhOa:41

IV-2. Dehydration and Dehydrogenation
In general, alcohols undergo dehydration to olefins 

and ethers over acidic catalysts, and dehydrogenation

IV-3. Hydrogenation
Kokes and his co-workers studied the interaction 

of olefins with hydrogen on ZnO, and reported het- 
erolytic cleavages of H2 and C—H bonds.2,3 The 
negatively charged jr-allyl anions are intermediate 
for propylene hydrogenation. Participation of het- 
erolytically dissociated H+ and H™ in the hydrogena
tion is generally applicable in base-catalyzed hydro
genation. The observation that MgO pretreated at 
1273 K exhibited olefin hydrogenation activities was
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Scheme 4. Intramolecular Dehydration of 
Monoethanolamine
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Scheme 5. Hydrogenation of 1,3-Butadiene
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a clear demonstration of heterogeneous base-cata
lyzed hydrogenation.51 The hydrogenation occurring 
on heterogeneous basic catalysts has characteristic 
features which distinguish heterogeneous basic cata
lysts from conventional hydrogenation catalysts such 
as transition metals and transition metal oxides.

The characteristic features of base-catalyzed hy
drogenation are as follows.

(1) There is a large difference in the hydrogenation 
rate between monoenes and conjugated dienes: Con
jugated dienes undergo hydrogenation much faster 
than monoenes. For example, 1,3-butadiene under
goes hydrogenation at 273 K over alkaline earth 
oxides, while butenes need a reaction temperature 
above 473 K. The products of diene hydrogenation 
consist exclusively of monoenes, with no alkanes 
being formed at 273 K.

(2) There is a predominant occurrence of 1,4- 
addition of H atoms in contrast to 1,2-addition which 
is commonly observed for conventional hydrogenation 
catalysts: In 1,3-butadiene hydrogenation, 2-butenes 
are preferentially formed over heterogeneous basic 
catalysts, while 1-butene is the main product over 
conventional hydrogenation catalysts.

(3) There is retention of the molecular identity of 
H atoms during reaction: While a hydrogen molecule 
dissociates on the catalyst surface, two H atoms used 
for hydrogenation of one reactant molecule originate 
from one hydrogen molecule.

Features 1 and 2 are characteristic of hydrogena
tion in which anionic intermediates are involved.52 

The reaction (Scheme 5) of 1,3-butadiene hydrogena
tion is shown below, where H is replaced by D for 
clarity. The products contain two D atoms at the 
terminal C atoms if Da is used instead of Ha-

Deuterium 1 is dissociatively adsorbed to form D+ 
and D~. 1,3-Butadiene consists of 93% s-trans con- 
former and 7% s-cis conformer in the gas phase at 
273 K. At first, D~ attacks 1,3-butadiene to form the 
allyl anion of the trans form which undergoes either 
interconversion to form cis allyl anion or addition of

Scheme 6. Hydrogenation of Carbon Monoxide

H

(Cpln y* f f ►

------Mg — O Mg— ------Mg—0 Mg—
HCHO

------Mg—O Mg 

D+ to form butenes. Since the electron density of the 
allyl anions is highest on the terminal C atom, the 
positively charged D+ selectively adds to the terminal 
C atom to complete 1,4-addition of D atoms to yield 
2-butene.

On alkaline earth oxides, the interconversion be
tween the frans-allyl anion and cis-allyl anion is 
faster than the addition of D+. As a result, cis-2- 
butene-c?2 is preferentially formed. On the other 
hand, the addition is faster than the interconversion 
on TI1O2,03 Zr02,54,35 and rare earth oxides,56 trans- 
2-butene-o?2 being a main product.

A large difference in the reactivity between dienes 
and monoenes is caused by difficulty of alkyl anion 
formation compared to allyl anion formation. Alkyl 
anions are less stable than allyl anions; thus, the 
reactions of monoenes with H~ to form alkyl anions 
require high temperature.

Feature 3 arose from the location of the active sites. 
Both D+ and D~ on one set of active sites are assumed 
not to migrate to other sites, and each set of active 
sites is isolated from the others. This happens 
because the basic hydrogenation catalysts are metal 
oxides.

The active sites for hydrogenation on alkaline earth 
oxides are believed to be metal cation—O2- ion pairs 
of low coordination, as described in the preceding 
section. In the surface model structure of MgO, it is 
plausible that the Mg2+3c—02_3c pairs act as hydro
genation sites.

Dissociatively adsorbed H+ and H~ also hydroge
nate CO on MgO, La203, Zr02, and Th02.57,58 TPD 
study and IR measurement indicate that the reaction 
proceeds by the following mechanism shown in 
Scheme 6.

1,3-Butadiene undergoes transfer hydrogenation 
with 1,3-cyclohexadiene over La303, CaO, Th03, and 
Zr03.59,60 The product distributions are similar to 
those for hydrogenation with H2 except for Zr03, on 
which a relatively large amount of 1-butene is 
formed.

Direct hydrogenation (or reduction) of aromatic 
carboxylic acids to corresponding aldehydes has been 
industrialized by use of Zr03.61,62 Although the 
reaction mechanism is not clear at present, the 
hydrogenation and dehydration abilities, which are 
associated with the basic properties of Zr03, seem to 
be important for promoting the reaction. The cata
lytic properties are improved by modification with the 
metal ions such as Cr2"1" and Mn4+ ions. Crystalliza
tion of ZrC>2 is suppressed and coke formation is 
avoided by addition of the metal ions.

ArCOOH + H2 ---------► ArCHO + H20
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Scheme 7. Amination of 1,3-Butadiene
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IV-4. Amination
Amines undergo an addition reaction with conju

gated dienes over heterogeneous basic catalysts.63 

Primary and secondary amines add to conjugated 
dienes to form unsaturated secondary and tertiary 
amines, respectively. Amination with monoenes 
scarcely proceeds over basic catalysts. The reaction 
mechanisms for amination with conjugated dienes 
are essentially the same as those for the hydrogena
tion in the sense that heterolytic dissociation of 
hydrogen (H2 « H+ + H-) and amine (RNH2 H+ + 
RNH~) are involved in the reaction. The sequence 
that the anion and H+ successively add to the 1,4 
position of conjugated dienes is common to hydroge
nation and amination. As an example, the reaction 
mechanisms for addition of dimethylamine to 1,3- 
butadiene are shown in Scheme 7. The reaction over 
CaO takes place at 273 K.

IV-5. Meerwein-Ponndorf-Verley Reduction
Meerwein—Ponndorf—Verley reduction is the hy

drogenation in which alcohols are used as a source 
of hydrogen and is one of the hydrogen transfer 
reactions. Aldehyde and ketones react with alcohols 
to produce corresponding alcohols by Meerwein- 
Ponndorf-Verley reduction:

P
R-C + CH3-CH-CH3

* Ah
R-<pH -OH + CH3-<jj-CH3 

0

Shibagaki et al. studied Meerwein-Ponndorf- 
Verley reduction of various kinds of aldehydes and 
ketones in the temperature range 273—473 K.64 

They found hydrous zirconium oxide as a highly 
active catalyst for the reactions. 2-Propanol was used 
as a hydrogen source. On the basis of the isotope 
effect and kinetic analysis, it was suggested that the 
slow step is hydride transfer from the adsorbed 
2-propanol to the adsorbed carbonyl compound 
(Scheme 8).

The reactions of carboxylic acids with alcohols to 
form esters are also catalyzed by hydrous zirconium 
oxide at a reaction temperature above 523 K.65 

Similarly, amidation of carboxylic acids or esters with 
amines or ammonia proceeds over hydrous zirconium 
oxide in the temperature range 423-473 K.66

Although hydrous zirconium oxide is proposed to 
be an effective catalyst for the above reactions, the

Scheme 8. Hydrogen Transfer from 2-Propanol to 
Aldehydes and Ketones

Scheme 9. Meerwein-Ponndorf-Verley Reduction 
of Ketones or Aldehydes with 2-Propanol

t

A

h,c.c.h,c'r
_ r.o'Ri

(d M*’ d

'0>:°><°:<0'
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H3C^CH,
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nature of the active sites has not been elucidated. The 
reaction mechanisms involving the active sites are 
not clear for the hydrous zirconium oxide catalyzed 
reactions. In particular, the reason why the hydrous 
form of zirconium oxide is more efficient than the 
anhydrous form of zirconium oxide is unclear.

Meerwein-Ponndorf-Verley reduction of ketones 
or aldehydes with 2-propanol proceeds over x-zeolites 
ion-exchanged with Cs+ and Rb+.67 The mechanisms 
proposed for the zeolites are shown in Scheme 9. The 
reaction is initiated by abstraction of an H+ from 
2-propanol by the basic sites of the catalyst. In 
addition to the basic sites, exchanged cations play a 
role of stabilizing the ketone by the hydride trans- 
fering from adsorbed 2-propanol to the ketone.

IV-6. Dehydrocyclodimerization of Conjugated 
Dienes

Conjugated dienes such as 1,3-butadiene and 
2-methyl-1,3-butadiene (isoprene) react over ZrOo 
and MgO to yield aromatics at 643 K.68 69 Heteroge
neous basic catalysts other than ZrC>2 and MgO 
scarcely exhibit appreciable activities. For the for
mation of aromatics from dienes, two kinds of mech
anisms are possible. One involves the Diels—Alder 
reaction followed by double bond migration and 
dehydrogenation. The other involves anionic inter
mediates.

Over MgO, 1,3-butadiene mainly produces o- and 
p-xylenes, which will not be formed via the Diels— 
Alder reaction. Over Zr02, the main product from
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Scheme 10. Dehydrocyclodimerization of 1,3-Butadiene 
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1,3-butadiene is ethylbenzene which will be formed 
via the Diels-Alder reaction. Two mechanisms for 
dehydrocyclodimerization are shown in Scheme 10. 
The mechanisms involving the Diels—Alder reaction 
take place over ZrOz, and the anionic mechanisms 
take place over MgO.

IV-7. Alkylation
In general, alkylation of aromatics occurs at a ring 

position over an acidic catalyst, while side chain 
alkylation takes place over a basic catalyst. Toluene 
undergoes side chain alkylation with methanol to 
produce ethylbenzene and styrene over Cs+ ion- 
exchanged X-zeolite.5

The first step in this reaction is dehydrogenation 
of methanol to formaldehyde, which undergoes aldol 
type reaction with toluene to form styrene. Ethyl
benzene is formed by hydrogenation of styrene. The 
basic sites in the zeolite catalyst participate in both 
the dehydrogenation of methanol and the aldol type 
reaction.

Alkylation of toluene was studied by computer 
graphics on the basis of quantum chemical calcula
tion.70,71 The calculation also suggests that the high 
activity results from copresence of acidic and basic 
sites in a cavity of zeolite.

The zeolites having alkali ions in excess of their 
ion-exchange capacity exhibit higher activities than

the simple ion-exchanged zeolites.72 The high activi
ties are caused by the generation of strong basic sites 
by addition of alkali ions which are located in the 
zeolite cavities in the form of alkali oxides.

K/KOH/AI2O3 is an efficient catalyst for alkylation 
of isopropylbenzene with olefins such as ethylene and 
propylene.41 The reaction occurs at 300 K. In this 
reaction, too, alkylation occurs selectively at the side 
chain. The selective occurrence of the side chain 
alkylation is due to the anionic mechanisms as 
proposed by Suzukamo et al. The basic sites of 
K/KOH/AI2O3 are sufficiently strong to abstract an 
H+ from isopropylbenzene to form an unstable ter
tiary anion at a low temperature.

IV-8. Aldol Addition and Condensation
Aldol addition of acetone to form diacetone alcohol 

is well known to be catalyzed by Ba(OH)2- Alkaline 
earth oxides, L^Oa, and Zr02 are also active for the 
reaction in the following order: BaO > SrO > CaO 
> MgO > La20a > Zr02.73 With MgO, addition of a 
small amount of water increases the activity, indicat
ing that the basic OH- ions either retained on the 
surface or formed by dehydration of diacetone alcohol 
are active sites for aldol addition of acetone. By the 
tracer experiments in which a mixture containing 
equal amount of acetone-do and -dg was allowed to 
react, the slow step was elucidated to be step B in 
Scheme 11.74

By use of the catalysts possessing both acid and 
base sites, the product diacetone alcohol undergoes 
dehydration to mesityl oxide. If hydrogenation abil
ity is further added to the catalyst, mesityl oxide is 
hydrogenated to methyl isobutyl ketone (MIBK).
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Scheme 11. Aldol Addition of Acetone

Step A CHj-C-CHj+B ------- CH3-C-CH2 + H+B

O o
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0
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ch3

step C CH3-C-CH2-C-0 + H+B 

O CH3

CH3

CH3-C-CH2-C-OH + B
II I
0 CH,

When the aldol condensation of acetone is per
formed over A-, X-, Y-, or L-zeolites containing alkali 
metal clusters at 623 K, mesityl oxide and isophorone 
are produced as main products.75 The ratio of the 
two products is dependent on the types of zeolites. 
A-type zrolites favor the formation of the smaller 
molecule of mesityl oxide. With X- or Y-zeolite, 
isophorone is preferentially produced. For the smaller 
pore sized L-zeolite, the formation of mesityl oxide 
is about twice as great as that of isophorone.76 These 
catalysts possess acidic sites in addition to basic sites. 
Controlling the acid-base properties and choice of 
the zeolite pore size results in obtaining each product 
selectively.

Aldol condensation of formaldehyde with methyl 
propionate to form methyl methacrylate is catalyzed 
by X- and Y-zeolites having a basic property. The 
highest conversion was obtained with the zeolite ion- 
exchanged with K followed by being impregnated 
with potassium hydroxide.77

Hydrotalcite (MgsAWOMheCCWHsO) and chryso- 
tile (MgsCOHhSiaOs) act as efficient catalysts for the 
production of methyl vinyl ketone (MVK) through 
aldol condensation between acetone and formalde
hyde at 673 K.78 Synthetic Co2+ ion-exchange chryso- 
tile, CoxMgs-^COHhSiaOs, produces methyl vinyl ke
tone from acetone and methanol. By addition of Co2+, 
dehydrogenation sites are generated. Methanol is 
dehydrogenated to formaldehyde which undergoes 
aldol condensation with acetone to produce MVK.

-Hj
CH3OH----------

CH3COCH3
HCHO----------------- ►H3C-C-CHCH2

-HzO 6

IV-9. The Tishchenko Reaction
The Tischenko reaction is a dimerization of alde

hydes to form esters. Since the reaction mechanisms 
are similar to those of the Cannizzaro reaction, the 
Tischenko reaction is through to be a base-catalyzed 
reaction.

Benzaldehyde converts to benzylbenzoate over 
alkaline earth oxides.79 This reaction proceeds by a 
Tishchenko type reaction as shown in Scheme 12.

In this reaction, not only basic sites (O2- ion) but 
also acidic sites (metal cation) participate. The slow 
step is H“ transfer from I to II. The activities of the 
alkaline earth oxides were reported to be in the order 
MgO < CaO < SrO < BaO, indicating that basic 
strength is important among alkaline earth oxides.

Scheme 12. Esterification of Benzaldehyde
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For the aldehydes with a-hydrogen, such as 
benzaldehyde and pivalaldehyde, Tishchenko reac
tions take place selectively to produce corresponding 
esters. For the aldehydes having a-hydrogen, Tish
chenko reactions compete with aldol condensations. 
This was typically observed in the reaction of 
butyraldehyde.

In self-condensation of butyraldehyde, the dimers 
resulting from aldol condensation and the trimers 
resulting from Tishchenko reaction of the dimer with 
butyraldehyde were formed by use of alkaline earth 
oxides as catalysts, as shown in Scheme 13.

By use of aluminas modified with alkalis as cata
lysts, the reaction was selective for the formation of 
dimer by aldol condensation, and the Tishchenko 
reaction scarcely occurred. For the aldol condensa
tion, the presence of only basic sites is sufficient, but 
for the Tishchenko reaction, the presence of both 
basic sites and acidic sites is required. By modifica
tion of alumina with alkali ions, basic sites are 
generated and the acidic sites are suppressed. There
fore, only the aldol condensation takes place. On the 
other hand, a considerable amount of trimer was 
formed on alkaline earth oxides. It is suggested that 
not only basic sites but also acidic sites participate 
in the reaction taking place on alkaline earth oxides

IV-10. Michael Addition
Michael additions are conjugate additions of carb- 

anions and are catalyzed by bases such as sodium
hydroxide, sodium ethoxide, and piperidine. The
reactions have special value since they serve to form 
carbon—carbon bonds. However, only limited types 
of heterogeneous catalysts have been applied to 
Michael additions. In heterogeneous system, the 
basic sites are responsible for forming the carbanion 
by abstraction of an H+ from the molecule having an 
a-hydrogen.

Partially dehydrogenated Ba(OH)2 catalyzes Michael 
additions of chalcones with active methylene com
pounds such as ethyl malonate, ethyl acetoacetate, 
acetylacetone, nitromethane, and acetophenone.80

Potassium fluoride supported on alumina (KF- 
AI2O3) is active for the following Michael additions
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Scheme 13. Self-Condensation of Butyraldehyde
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at room temperature: nitromethane with 3-buten- 
2-one and l,3-diphenyl-2-propen-l-one,81 nitroethane 
with 3-buten-2-one,82 and dimenone with methyl 
vinyl ketone.83

Dimerization of methyl crotonate proceeds by self- 
Michael addition to form methyl diesters of (Z)- and 
(E)-2-ethylidene-3-methylglutalic acid (Z-MEG and 
E-MEG).84

CHg —CH—CH—C — 0 — CH3 

0

><

0
II
c—o- -CHj

CH-CH;—C—0—CH3 

CH3 0 

E-MEG

H 0—0—CH3

/C—C\
CH3 CH—OH;—C—0—CH3

CH3 0 

Z-MEG

Among various types of basic catalysts, only MgO 
exhibits a high activity. The reasons why only MgO 
is active are not clear yet, but the other base catalysts 
such as CaO, La203, ZrOa, KOH/AI2O3, and KF/AI2O3 

show negligible activities as compared to MgO. The 
reaction is initiated by abstraction of allylic H of 
methyl crotonate by the basic site to form an allyl 
carbanion. The carbanion attacks a second methyl 
crotonate at the /9-position to form the methyl diester 
of 3-methyl-2-vinylglutalic acid, which undergoes 
double bond migration to form the final product.

IV-11. The Wittig-Horner Reaction and 
Knoevenagel Condensation

Aldehydes react with nitriles over basic catalysts 
such as MgO, ZnO, and Ba(0H>2 to yield the Wittig-

CzH,
c3h7ch-ch-ch2-o-c-c3h7J I i II J '

OH O

trimeric glycol ester

Homer reaction and the Knoevenagel condensation 
as shown below.85

o-CHO + NC-CH2 - PO (OQHs),

K-reaction W-H reaction

x---- ( CN x---- ( CN
C=C C=C

H PO(OC2H3)2 H H

For the Knoevenagel condensation of benzaldehyde 
with the compounds possessing a methylene group, 
hydrotalcite and alkali ion-exchange zeolites86 and 
alkali ion-exchange sepiolites87 act as catalysts. For 
the zeolites and sepiolites, the aldol condensation 
which would occur as a side reaction is suppressed 
due to weak basic properties, and Michael addition 
producing bulky products is also suppressed due to 
the small space of the cavities where the basic sites 
are located. The activities of the zeolite are enhanced 
by replacing framework Si by Ge, which causes a 
change in the basic properties.88

IV-12. Synthesis of aVMJnsaturated Compound 
by Use of Methanol

The methyl and methylene groups at the a-position 
of saturated ketones, esters, and nitriles are con
verted to vinyl groups by reactions with methanol 
over MgO modified by Mn ion or Cr ion.89-93 Ueda 
et al. reported that acetonitrile reacts with methanol 
to produce acrylonitrile over Mn—MgO at the reac
tion temperature of 648 K.

ch3cn + ch3oh --------------► ch2=chcn + h2 + h2o

Magnesium oxide is required to be modified by 
addition of transition metal ions to exhibit high
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Scheme 14. Formation of Acrylonitrile 
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Table 4. Requirements on Zeolites in O/S and O/S 
Transformations

reaction basic acidic
saturated 5-member ring 4- NH3 - +
saturated 5-member ring + H2S + +
saturated 6-member ring + NH3 - + +
unsaturated 5-member ring + NH3 + -
unsaturated 5-member ring + H2S + -
saturated 5-member ring lactone + NH3 + +
saturated 5-member ring lactone + H2S + -
saturated 6-member ring lactone + NH3 — +

the intermediate methylene anion, which is also 
adsorbed on the added metal ion.

Ueda et al. expanded the reaction of acetonitrile 
with methanol to the formations of a,/3-unsaturated 
compounds generally expressed as follows:

r-ch2z + CH3OH —-► R-C—Z + H2 + H20

ch2

0

Z: —C-R'
(ketones )

0
II

— C-O-R'
( esters)

— CN Phenyl
( nitriles )

R: Alkyl, -H

IV-13. Ring Transformation
An oxygen atom in a ring position can be replaced 

by N or S with NH3 or HgS over zeolite catalysts for 
which the acid and base properties are adjusted by 
ion exchange.94-98

+ »2X
(73 + H-°

^3 + H2X (7^ +H2°

h2o + h2x + h2o

activity and selectivity for the reaction. The addition 
of a metal ion with an ionic radius larger than Mg2+ 
ion increases the amount of basic sites, while the 
addition of a metal ion with an ionic radius smaller 
than Mg2+ ion induces the surface acid sites without 
any appreciable change in the amount of surface 
basic sites. The active catalysts are obtained in the 
latter case.

On the basis of isotopic tracer studies for reaction 
mechanisms, Scheme 14 is elucidated.

The reaction mechanisms consist essentially of 
dehydrogenation and aldol type condensation. Metha
nol is dehydrogenated to form formaldehyde, which 
undergoes aldol condensation with acetonitrile. At 
first, methanol is dissociated on the basic site to form 
H+ and CH30-. The methoxy anion (CH30~) is 
adsorbed on the added metal ion site because the 
metal ion is a stronger Lewis acid than Mg2+ ion. 
Then, an H” is abstracted from the methoxy anion 
by the metal ion to form formaldehyde. On the other 
hand, an H+ is abstracted from acetonitrile to form

X: S , -NH

For the reaction of y-butyrolactone and H3S, the 
activity order is CsY > RbY > KY > NaY > LiY, 
which coincides with the strength of basicity. Hoel- 
derich summarizes the relation between acid-base 
properties and the selectivities as given in Table 4." 
The question as to what properties the catalysts 
should possess, i.e. basicity or acidity, for 0/N and 
O/S exchange of heterocyclic compounds cannot be 
answered definitely. However, there is a tendency 
that increasing the basic properties enhances the 
activity and selectivity for ring transformation of 0 

into S with HgS. The basic sites that exist in the 
zeolite cavities should play an important role for the 
ring transformation reactions.

IV-14. Reactions of Organosilanes
Recently, reactions involving organosilanes have 

been reported to be catalyzed by heterogeneous basic 
catalysts. Onaka et al. reported that heterogeneous
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basic catalyst such as MgO, CaO, and hydroxyapatite 
catalyze cyanosilylations of carbonyl compounds and 
unsaturated ketones like 2-cyanohexenone with cya- 
nomethylsilane.100,102 Basic sites interact strongly 
with Si in silanes so that the nucleophilicity of the 
silanes increases. In the cyanosilylation of unsatur
ated ketones, 1,2-addition products are selectively 
formed by use of basic catalysts, while 1,4-addition 
products are obtained by use of acidic catalyst such 
as ion-exchanged mortmorillonites.

For the formation of silane by disproportionation 
of trimethoxysilane, heterogeneous basic catalysts 
are used:103

4(CH30)3SiH - SiH4 + 3(CH30)4Si

High activities were reported for hydrotalcite and 
alumina-supported fluorides such as KF/AI2O3.

V. Characteristic Features of Heterogeneous 
Basic Catalysts of Different Types

The catalytic properties of heterogeneous basic 
catalysts are closely associated with the amount and 
strength of the basic sites existing on the surfaces. 
However, the amount and strength of the basic sites 
are not whole measures to determine the catalytic 
properties. The other factors to be taken into account 
are not clear at present. It appears that there are 
characteristic features commonly observed for a 
certain type of heterogeneous basic catalysts. In this 
section, catalytic features of different types of het
erogeneous catalysts are described.

V-1. Single Component Metal Oxides
Alkaline earth oxides such as MgO, CaO, SrO, and 

BaO are most extensively studied. They possess 
strong basic sites. The order of the basic strength is 
BaO > SrO > CaO > MgO. As described in the 
earlier section, the surfaces are covered with CO2 and 
H2O before pretreatment. To be active catalysts, they 
need pretreatment at a high temperature to remove 
adsorbed CO2 and H2O. In addition, the active sites 
are easily poisoned by even small amounts of impuri
ties like CO2 and H2O contained in the reactants. To 
obtain full capabilities of alkaline earth oxides, the 
reaction system should be kept free of the impurities, 
which makes the industrial uses of the alkaline earth 
oxides difficult, especially at low reaction tempera
tures. At high reaction temperatures, the poisoning 
effects are reduced, and certain alkaline earth oxides 
show catalytic activities for the reactions from which 
poisons like H2O are liberated.

One of the features of alkaline earth oxides is a 
high ability to abstract an H+ from an allylic position. 
This feature is revealed in the double bond migration 
of olefinic compounds. Butene, for instance, under
goes double bond migration even at 223 K.

Rare earth oxides have been studied to a lesser 
extent as compared to alkaline earth oxides. The 
reactions for which basic sites of rare earth oxides 
are relevant are hydrogenation of olefins, double bond 
migration of olefins, aldol condensation of ketones, 
and dehydration of alcohols. The activity sequences 
of a series of rare earth oxides are shown in Figure

La ce Pr Pm SmEu Gd Tb Dy Ho Er Tm Yb Lu

Figure 18. Catalytic activities of rare earth oxides for 
1-butene isomerization (O), 1,3-butadiene hydrogenation 
(•), and aldol addition of acetone (a).

18 for 1-butene isomerization, 1,3-butadiene hydro
genation, and acetone aldol condensation.104 The 
activity sequence is the same for 1-butene isomer
ization and 1,3-butadiene hydrogenation, which is 
different from that of aldol condensation. For the 
isomerization and the hydrogenation, the oxides of 
sesquioxide stoichiometry show activity while the 
oxides with metal cations of higher oxidation states 
are entirely inactive. The situation is different in 
acetone aldol condensation. The oxides with high 
oxidation state, Ce02, Tb^v, and PreOn, show con
siderable activity. The oxides with metal cations of 
oxidation state higher than 3 possess weak basic sites 
which are sufficient to catalyze the aldol condensa
tion but not strong enough to catalyze hydrogenation 
and isomerization.

As described in the preceding section, rare earth 
oxides show characteristic selectivity in dehydration 
of alcohols. 2-Alcohols undergo dehydration to form
1- olefins. The formation of thermodynamically un
stable 1-olefins contrasts with the formation of stable
2- olefins in the dehydration over acidic catalysts. The 
selectivity is the same as that observed for ZrC>2.

Zirconium oxide is a unique heterogeneous basic 
catalyst in the sense that two industrial processes 
have been established recently that use ZrOa as a 
catalyst. One is reduction of aromatic carboxylic 
acids with hydrogen to produce aldehydes.61 The 
other is dehydration of 1 -cyclohexylethanol to vinyl- 
cyclohexane.48 In addition, the production of diiso
butyl ketone from isobutyraldehyde has been indus
trialized for more than 20 years.105 The reaction 
scheme for the production of diisobutyl ketone in 
which the Tishchenko reaction is involved is shown 
in Scheme 15.

One of the difficulties of most of the heterogeneous 
basic catalysts for industrial uses arises from rapid 
poisoning by CO2 and H20. This is not the case with 
ZK>2. Zirconium oxide retains its activity in the 
presence of water, which is one of the products for 
the reactions of carboxylic acid and 1-cyclohexyl- 
ethanol.

The catalytic features of Zr02 are understood in 
terms of bifunctional acid—base properties.49,106,107 

Although the strengths of the basic and acid sites are 
low, a cooperative effect makes ZrC>2 function as an 
efficient catalyst. Because of weakly acidic and basic
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Scheme 15. Formation of Ketone from Aldehyde

-------► 2RCH2OH
Tishchenko

v - 4H2 reaction + 2H,0
4RCH2OH --------4RCHO------------------»- 2RCH2OOCR ------ —

------ ► 2RCOOH

RCOR + C02 + H20

sites, the active sites are not poisoned by CO2 and 
water.

Zirconium oxide shows not only basic properties 
but also acidic properties, depending on the reac
tant.106 The acid-base bifunctionality of ZrC>2 is 
clearly revealed in the reaction of alkylamine to 
nitrile.108 The conversion of secondary amines and 
tertiary amines to nitriles requires both acidic and 
basic sites as shown below.

By use of acidic catalyst like SiC>2—AI2O3, ethylene 
and ammonia are formed. Over Zr02, dehydrogena
tion to produce nitrile occurs in preference to the 
formation of ethylene and ammonia.

Although Zr02 shows interesting catalytic proper
ties, the structure of the active sites is still unclear. 
Clarification of the active sites is desired.

V-2. Zeolites
The characteristic features of zeolites result from 

their ion-exchange ability and specific pore structure. 
The acid—base properties are controlled by selecting 
the types of ion-exchanged cations and by the Si/Al 
ratio of the zeolite framework. Wide variation of 
acid-base properties can be achieved by ion-ex
change and ion-addition, while relatively small change 
in acid—base properties is yielded by changing the
Si/Al ratio.

To prepare basic zeolites, two approaches have 
been undertaken. One approach is to ion-exchange 
with alkali metal ions, and the other is to impregnate 
the zeolite pores with fine particles that can act as 
bases themselves. The former produces relatively 
weak basic sites, while the latter results in the strong 
basic sites.

With alkali ion-exchanged zeolites, the type of 
alkalis used affects the basic strength of the resulting 
zeolites. Effects of the alkali ions on basic strength 
are in the following order: Cs+ > Rb+ > K+ > Na"1" > 
Li+. the basic sites are framework oxygen. The 
bonding of the framework oxygen is rather covalent 
in nature. This causes the basic sites of ion- 
exchanged zeolites to be relatively weak as compared 
to, for example, those of alkaline earth oxides.

Table 5. Activities of Ion-Exchanged and Ion-Added 
Zeolites for 1-Butene Isomerization

catalyst0

reaction rate/mmol g 1 min 1

273 K 423 K
NaXE 0 0
NaXA 0 1.1 x 10-2
KXE 0 0
KX A 2.4 x IQ"2 7.8 x 10-2
RbXE 0 0
RbX A 3.2 x 10-2 1.3
CsX E 8.6 x 10"4 1.3 x 10-'
CsX A 1.4 x IQ-i 1.1

0 E, ion-exchanged; A, ion-added.

Preparation of fine particles of alkali oxides inside 
the cavities of zeolites was developed by Hathaway 
and Davis.72'109 They impregnate NaY zeolite with 
cesium acetate aqueous solution and calcine at 723 
K to decompose cesium acetate into cesium oxide 
placed in the cavities. The resulting zeolite possesses 
basic sites stronger than those of simple ion-ex- 
changed zeolite.

Tsuji et al. prepared the zeolites containing a series 
of alkali metal ions in excess of the ion-exchanged 
capacities and compared their catalytic activities and 
basic sites with simply ion-exchanged zeolites. TPD 
plots of adsorbed carbon dioxide are shown in Figure 
9. The TPD peaks appear at higher temperatures 
for “ion-added” zeolites than for ion-exchanged zeo
lites, indicating generation of new basic sites that are 
stronger than sites of ion-exchanged zeolites.

The results of the catalytic activities of the ion- 
added zeolites and the ion-exchanged zeolites for 
1-butene isomerization are summarized in Table 
5.17 n0 Except for CsX, ion-exchanged zeolites did not 
exhibit any activities at 273 K and 423 K. The ion- 
added zeolites showed considerable activities, and the 
order of the activities for different alkali ions was Cs
> Rb > K > Na.

Zeolites often collapse during preparation proce
dures. Yagi et al. prepared Cs ion-added zeolites to 
establish the preparative conditions to retain the 
zeolite framework during preparative procedures.111 

It was found that the crystalline structures of zeo
lites, in particular alkali ion-added zeolites, are easily 
destroyed by exposure to water vapor at high tem
peratures and that zeolites of high Si/Al ratio are 
unstable to alkali treatment.

Besides alkali metal oxides, the fine particles of 
MgO were placed in the zeolite cavities.110 The 
resulting zeolites also showed strong basic properties, 
though the basic sites on the fine particles of MgO
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are not as strong as those of bulk MgO. The ionicity 
of the Mg—0 bond is reduced for a fine particle of 
MgO as compared to bulk MgO, and therefore, the 
basic strength of the O2™ ion is reduced. The depen
dence of the particle size on the strength of basic site 
was studied for ultrafine MgO particles by Itoh et 
al.112 It was also concluded that smaller particles 
exhibit weaker basicity.

One of the important objects for preparation of 
basic zeolites is to realize the shape selectivity in 
base-catalyzed reactions. Corma et al. reported the 
shape selectivity of alkali ion-exchanged zeolites in 
the reaction of benzaldehyde with ethyl cyano- 
acetate.113 Lasperas et al. prepared zeolite contain
ing cesium oxide in the cavities by the “postsynthetic 
method”, which is similar to the methods by Hartha
way and Davis72 and Tsuji et al.17’110 The reaction 
of benzaldehyde with ethyl cyanoacetate proceeded 
as shown below.114,115

Ph CN
)c=o + ch2 ---------------------- ► ,C=C + Hi°

H COOEt H COOEt

Knoevenagel condensation

Ph CN

'C=Cx
H COOEt

CNI
ch2

COOEt

P\ CN
OT-CH

NC-CH XCOOEt

COOEt

Michael addition

Knoevenagel condensation proceeded, but the product 
did not undergo the following Michael addition 
because of the limited space in the zeolite cavities.

Tsuji et al. reported the shape selectivity of the 
zeolite containing MgO.110 Nonsupported MgO cata
lyzes double bond migrations of both 1-butene and 
allylbenzene, while the zeolite containing MgO in the 
cavities catalyzes the former but fails to catalyze the 
latter.

The studies of basic zeolites, in particular, those 
of strongly basic zeolites have started quite recently. 
To reveal the potential of basic zeolites, establish
ment of preparative methods, identification of basic 
sites, and application of the basic zeolites to a wide 
variety of the base-catalyzed reactions are required.

V-3. Basic Catalysts of the Non-Oxide Type
Most of heterogeneous basic catalysts are in the 

form of oxides. The basic sites are O2™ ions with 
different environments depending on their type. If 
the basic sites are constituted by elements other than 
O2™, the catalysts are expected to show catalytic 
properties different than those of the catalysts of the 
oxide form.

Potassium fluoride supported on alumina (KF/ 
AI2O3) was introduced by Clark116 and by Ando and 
Yamawaki117118 as a fluorinating reagent and a base 
catalyst. As a base catalyst, KF/AI2O3 has been 
applied to a number of organic reactions. The reac
tions for which KF/AI2O3 acts as a catalyst include 
Michael additions,82,83,119'120 Wittig—Honner reac
tions,121,122 Knoevenagel condensations,121,122 Darzen 
condensations,81,121 condensation of phenyl acetylene

Figure 19. Fraction of Yb3+ (•) and Yb2+ (O) plotted 
against evacuation temperature and the catalytic activities 
of Yb/Na-Y for (- -) 1-butene isomerization, (— • -) ethylene 
hydrogenation, and (□) Michael reaction of cyclopent-2- 
enone with dimethyl malonate. 1-Butene isomerization 
was carried out at 273 K over Yb/NaY. Ethylene hydro
genation was carried out at 273 K over Yb/LY. Michael 
reaction was carried out at 323 K over Yb/NaY. (Reprinted 
from 133. Copyright 1993 Chemical Society of London.)

with benzaldehyde,124 alkylations at C, 0, N, and S 
with aldehydes and dimethyl sulfate,117,125™127 and 
disproportionation of alkylsilanes.103

In contrast to many applications to organic syn
theses as a base catalyst, KF/A1203 has not been 
studied extensively for the surface properties, and the 
structures of basic sites have not been clarified yet. 
At the beginning, the basic sites were considered to 
be F™ ions dispersed on the alumina support. Insuf
ficient coordination only with surface OH groups may 
result in the formation of active F™ ions. This was 
supported by 19F MASNMR.128-130

On the other hand, it was proposed on the basis of 
IR and XRD studies that the basic sites originate 
from KOH and/or aluminate produced by the follow
ing reactions:129,131

12KF + AJ203 + 3H20 - 2K3A1F6 + 6K0H 

6KF + 2A1203 - 3K3A1F6 + 3KA102

Taking account of the above results and the results 
of titrating the water soluble base on the surface 
together with the results of IR study, thermogravim
etry, and SEM, Ando et al. concluded that there are 
three basic species or mechanisms of the appearance 
of the basicity on the surface of KF/AI2O3.130,132 These 
are (i) well-dispersed and incompletely coordinated 
F™ ions, (ii) [Al—O™] ions which generate OH™ ions 
when water is present, and (iii) cooperation of F™ and 
[Al—OH] which can behave as an in situ-generated 
base during the course of the reaction.

For the other catalysts of the non-oxide type, Baba 
et al. prepared low-valent lanthanide species intro
duced into zeolite cavities.133,134 They impregnated 
K-Y with Yb and Eu dissolved into liquid ammonia 
followed by thermal activation. The variations of the 
catalytic activities of the Yb/K—Y catalyst as a 
function of the thermal activation temperature are 
shown in Figure 19 for 1-butene isomerization, eth
ylene hydrogenation, and Michael addition of cyclo- 
penten-2-one with dimethyl malonate.133
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The chemical states of Yb were studied by TPD, 
IR, XAFS, and XPS as a function of evacuation 
temperature. The states of Yb changed from Yb(II,
III) amides, Yb(II, III) imides, to Yb(III) nitride as 
follows:

Yb(NH2)3 - YbNH + NH3 + V2N2 + H2 

Yb(NH2)2 — YbNH + NH3

and

2YbNH - 2YbN + H2

As for the catalytically active sites, it was con
cluded that the Yb(II) imide species catalyze 1-butene 
isomerization and the Michael addition and that the 
Yb(III) nitride species catalyzes ethylene hydrogena
tion.

In the above reactions, characteristic features 
which distinguish the non-oxide catalysts from the 
metal oxides are not obvious. However, it is expected 
that the features will become apparent for certain 
base-catalyzed reactions if the applications of the 
non-oxide catalysts to various kinds of reactions are 
expanded.

V-4. Heterogeneous Superbasic Catalysts
To activate a reactant under mild conditions, a 

catalyst possessing very strong basic sites is desired 
to be prepared. There have been some attempts to 
prepare those superbasic catalysts.

Suzukamo et al. prepared a superbasic catalyst by 
addition of alkali hydroxides to alumina followed by 
further addition of alkali metals.41 To a calcined 
alumina, sodium hydroxide was added at 583—593 
K with stirring under a nitrogen stream. In 3 h, 
sodium metal was added and the mixture was stirred 
for another 1 h at the same temperature to give a 
pale blue solid. The resulting catalyst possesses basic 
sites stronger than H- = 37 and catalyzes various 
base-catalyzed reactions such as double bond migra
tions of 5-vinylbicyclo[2.2.1 ]hept-2-ene to 5-ethyli- 
denebicyclo[2.2.1]hept-2-ene at the reaction temper
ature 243-373 K, 2,3-dimethylbut-l-ene to 2,3-di- 
methylbut-2-ene at 293 K, and safrol to isosafrol at 
293 K and side chain alkylations of alkylbenzenes 
at the reaction temperature 293—433 K. The former 
two reactions are initiated by abstraction of an H+ 
from the tertiary carbon in the molecules to form 
tertiary carbanions. Because tertiary carbanions are
unstable, the abstraction of an H+ from a tertiary 
carbon requires a strong basic site.

Ushikubo et al. prepared a superbasic catalyst by 
addition of metallic sodium to MgO.135 Magnesium 
oxide was pretreated at a high temperature and 
mixed with NaNg. The mixture was heated at 623 
K to decompose NaNa to evolve metallic sodium vapor 
to which MgO was exposed. The resulting catalyst 
acted as an efficient catalyst for decomposition of 
methyl formate to CO and methanol. The activity 
was much higher than that of MgO. Although the 
basic strength of Na-added MgO was not compared 
with that of MgO, the high activity of Na-added MgO 
for the decomposition of methyl formate appears to

be due to the enhancement of basic strength caused 
by the addition of Na to MgO.

VI. Concluding Remarks

Heterogeneous basic catalysts have been investi
gated for almost 40 years during which a number of 
reactions have been found to proceed on the basic 
catalysts. Nevertheless, the reactions for which 
heterogeneous basic catalysts have been used are 
only a part of a great number of organic reactions. 
Use of heterogeneous basic catalysts in organic 
syntheses has been increasing in recent years. There 
should be many reactions which heterogeneous basic 
catalysts can efficiently promote, but have not been 
used for. One reason for the limited use of hetero
geneous basic catalysts arises from a rapid deactiva
tion while being handled under the atmosphere; the 
catalysts should be pretreated at high temperatures 
and handled in the absence of air prior to use for the 
reaction. If this care is taken, heterogeneous cata
lysts should promote a great number of reactions.

It was found that some of the reactions specifically 
proceed on the heterogeneous basic catalysts. The 
catalytic actions of heterogeneous basic catalysts are 
not simple copies of those of homogeneous basic 
catalysts, though it is not clearly understood where 
the features of heterogeneous basic catalysts origi
nate from. To clarify this point, characterizations of 
the surface sites together with elucidation of the 
reaction mechanisms occurring on the surfaces should 
be extended.

Although the theoretical calculations of the surface 
sites and the reaction mechanisms are not described 
in this article, there have been efforts on these 
points.136-141 The results of the quantum chemical 
calculations explain well the experimental results, 
and give us valuable information about the hetero
geneous basic catalysis. Unfortunately, the theoreti
cal calculations have been done only for the MgO 
catalyst. An attempt to calculate the other catalyst 
systems is highly desirable.

The methods of preparing heterogeneous catalysts 
and the characterizations of the surfaces have been 
developed. Keen insight into the surface reaction 
mechanisms and the functions required for the reac
tions together with the accumulation of the hetero
geneous base-catalyzed reactions will enable to de
sign the heterogeneous basic catalysts active for 
desired reactions.
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