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1 Preface 

The activities in the Research Unit cover two main areas: 

A) Work in fusion plasma physics which includes 

• Nonlinear dynamics of fusion plmsmas 
This research area b concerned with tlieoretical and numerical investigations 
of the nonlinear evolution of instabilities in magnetized plasmas and the asso­
ciated turbulent transport. The emphasb in these investigations b on studies 
of the formation and the dynamical behavior of nonlinear, coherent struc­
tures and the influence of these structures on the total plasma flow. In order 
to perform detailed simulations of these processes, numerical codes based on 
highly accurate spectral methods have been developed. 

• New Inser diagnostics for fusion plasmas 
Development has been performed of a hybrid Doppler/tinre-of-flight laser 
anemometer with increased spatial resolution for studies of turbulent den­
sity fluctuations in fusion plasmas. 

• Pellet handlinc acceleration, and injection 
Pellet injectors which can inject frozen fuel pellets into fusion plasmas have 
been developed over the last years. Risø has offered to build injectors for 
fusion laboratories on commercial terms. During 1994 work was performed 
on two systems. One was installed at FTU in Frascati. The other system Ls 
for RFX in Padova and was made ready for shipment by the end of the year. 

B) Work in fusion technology which includes 

• Work nn irradiation effects in materials 

• Work on water radiolysis under ITER conditions 
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2 Work in Fusion Plasma Physics 

2.1 Nonlinear Dynamics of Fusion Plasmas 
2.1.1 Introduction 

The research activities in this area are carried out in the Continuum Physics 
Section of the Optics and Fluid Dynamics Department. A unifying theme for 
this research is studies of nonlinear dynamical processes associated with self-
organizatiou', 'localization' and 'collapse'. These are fundamental phenomena which 
show up in an increasing number of different physical systems. Despite the appar­
ent differences in tlie media in which the phenomena are observed, the generic 
properties of the nonlinear processes are very similar. Thus, strong vortical struc­
tures (colierent structures) with similar properties are found in drift wave turbu­
lence in the exterior regions of magnetically confined plasmas and in the atmo­
spheres and oceans of rotating planets. Also, the spontaneo'is formation of regular 
structures and patterns has many common features in magnetized plasmas, rotat­
ing fluids, and nonlinear optical media. 

Although the emphasis of the research in the Continuum Physics Section is on 
theoretical and numerical investigations of nonlinear plasma dynamics, these in­
vestigations are strongly supported by experimental studies carried out in rotating 
liquids and in nonlinear optical media. The experimental studies allow detailed 
verification of the theoretical and numerical models and give rise to the formu­
lation of new problems for theoretical and numerical investigation. Most of these 
experimental investigations have close plasma analogies, but the}' are conducted 
entirely outside the Fusion Research Unit. A complete listing of ail the research 
activities in the Continuum Phxsics Section for 1994 can be found in the Optics 
and Fluid Dynamics Department Annual Progress Report for 1994 (Riso-R-793) 
or on the Internet under the Optics and Fluid Department home page at Risø 
National Laboratory (http://www.risoe.dk). 

A major part of the studies in nonlinear plasma dynamics is connected to nu­
merical .simulations. In these studies, traditional methods in computational fluid 
dynamics (.such as finite-difference, finite-element, and finite-volume methods) are 
not adequate to resolve essential details of the flow evolution. Several new codes 
have already been developed based on 'spectral methods' that have superior accu­
racy properties as compared with the traditional methods. These 'first generation' 
spectral codes are being used in our studies of fundamental nonlinear phenomena, 
but they arc limited to .simple geometries such as an infinite periodic array, a peri­
odic channel, or an aunulns. In order to be useful for numerical studies of plasma 
dynamics of more practical relevance, the algorithms need major development. 
This process involves employing new ideas from applied mathematics and numer­
ical analysis. In 1994, several major steps were taken in this direction in close 
collaboration with research groups working with applied mathematics at Ameri­
can universities. These steps include the development of a multidomain, spectral 
algorithm employing a new method of imposing boundary conditions for com­
pressible flows, a new algorithm for pressure calculation in incompressible flows, 
and a new method for accurate computation of incompressible flows in double 
bounded domains. All these schemes have in common that they have enhanced 
the accuracy of the computations significantly with very little, if any, extra cost 
of computer time. These methods need further development for computations of 
flows in three-dimensional regions with complex geometries. 
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2.1-2 Coherent Structures and Transport in Drift-wave Turbulence 

(P.K. Michelsen, A.H. Nielsen, T. Sunn Pedersen, and i . Juul Rasmussen) 

Large-scale coherent vortex structures may be created spontaneously by self-
organizatiou processes in two-dimensional turbulent flows and play a dominant 
role in connection with transport of materials in such flows. In magnetized plas­
mas it lias appeared that low frequency electrostatic fluctuations, propagating in 
a plane perpendicular to the magnetic field, is of great importance to the plasma 
transport perpendicular to the magnetic field. Such systems are expected to be 
well described by a two-dimensional approximation. Conventional theories pre­
sume that drift wave titrbulence is well described by quasi-linear coupling, i.e., a 
weak coupling between the relevant Fourier modes. However, recent experimental 
results have indicated the presence of quasi-coherent de- "ity and potential struc­
tures. Difficulties in developing an approximate edge transport model may be due 
to oversimplifications which exclude the existence of coherent structures. 

A simplified two-dimensional two-field model for drift wave turbulence which 
couples the fluctuations in the plasma density to those of tlie plasma potential1' 
is investigated analytically and numerically. Tlie system is characterized by three 
parameters: two viscous damping coefficients and a parameter that determines 
tlie degree of adiabatic electron response. The system is studied in the limit of 
small viscous damping, where the dynamic depends primarily on the adiabatic-
ity parameter. Especially, we investigate structure formation and its relation to 
transport in drift wave systems. 
1) Koniges, A.E., Crotinger. J.A., and Diamond, PH. (1992). Phys. Fluids B4, 
2785-2793. 

2.1.3 Investigations of r/,-vort ices and Turbulence 

(J.P. Lynov, P.K. Michelsen, and J. Juul Rasmussen) 

The stability and evolution of perturbed dipolar vortex solutions to a simplified 
two-dimensional model for the r/,-iiiodes are investigated numerically. 

Recently, it has been suggested and indicated from numerical .simulations that 
monopolar and dipolar vortical structures could have strong influence on the dy­
namics of electrostatic plasma turbulence and on the associated transport in par­
ticular. Particles will not solely be transported by small-scale displacements as in 
diffusion-like processes, but may be trapped by coherent vortices and convected 
over distances much larger than the vortex scale size. High resolution simulations 
of, e.g., r/.-turbiilence have shown that coherent vortices may develop .sponta­
neously. These had a dominating influence on the evolution of the turbulence, 
and the associated anomalous transport was found to be significantly reduced as 
compared with the predictions from qu&silinear theory. The existence of coher­
ent vortices in two-dimensional plasma turbulence and their importance to the 
cross-field particle transport have also been demonstrated experimentally. 

Analytical and numerical investigations have recently revealed the existence of 
steadily propagating monopole vortex solutions to the f/.-mode equations. These 
vortices propagated at velocities outside the phase velocity regime of linear waves. 
Even in the regime of linearly unstable waves, monopolar vortices were found to 
propagate and keep their identity for several times their internal turnaround time. 
Also dipolar vortical structures for the r/j-modes have been found and expressed 
analytically for simplified r/,-niode model equations. These are only exact solutions 
when they propagate perpendicularly to the background gradients in density and 
temperature. 
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We have performed numerical investigations of the dynamics and stability of 
these dipolar vortices1'. In particular, we have investigated the evolution of dipoies 
that are initially tilted with respect to their preferred direction of propagation 
The results show that the gross prooerties of tilted i;,-dipoles are similar to those 
of tilted drift wave dipoles governed by the Hasegawa-Mima equation. When tlie 
tilted dipole propagates opposite to the propagation direction of linear waves, 
its trajectory is gently oscillatory and the dipole keeps its structure. When it is 
initially propagating in the same direction as the linear waves, it starts a cycloid 
motion and tends to break up. Finally, we have studied the evolution of cases 
where the initial condition is set up in k-space with each k-niode chosen randomly 
in amplitude and phase. 
1) Lynov, J.P., Michelsen, P.K., and Rasmussen, J. Juul. Investigations of //,-
Vortices, In: Proceeuings of the 1994 International Conference on Plasma Physics 
2, Foz do Iguacu, Brazil, 31 Oct. - 4 Nov. 1994, 91. 

2.1.4 Self-organization in Two-dimensional Circular Shear Layers 

(K. Bergeron*, E.A. Coutsias*, J.P. Lynov, arid A.H. Nielsen (/University of New 
Mexico, USA)) 

Experiments in forced circular shear layers performed in both magnetized plas­
mas1- ' and rotating fluids3' reveal qualitatively similar bifurcation cascades in­
volving states of circular vortex arrangements of varying complexity. These self-
organized states have strong influence on the transport properties of the system, 
a problem that is relevant to fusion experiments as well as to large-scale geo­
physical flows. We have performed both numerical and asymptotic studies of the 
Navier-Stokes equations with external forcing in an annular geometry that closely 
reproduce the experimental observations. 

While stable to radially .symmetric perturbations at any value of the Reynolds 
number /?«•, the steady flow becomes unstable to azunuthal perturbations at a 
critical value Rrc. There ensues a braid-like arrangement of vortices straddling 
the forcing region and rotating at constant angular velocity. As Re is increased, 
these vortices grow like (Re - Rcc)

1^ and eventually undergo a symmetry braking 
transition to a new arrangement of fewer vortices. These transitions are accompa­
nied by clear decreases in both energy and enstropliy of the whole system, as seen 
in Fig. 1. Further transitions can be observed as well as superpositions of various 
azimuthal modes with uontrivial temporal behavior. Linear stability analysis was 
performed to predict the first transition, and its results were found to be in close 
agreement A-ith direct simulations of the flow as well as with experimental obser­
vations. 
1) Pécseli, H.L., Coutsias, E.A., Huld, T., Lynov, J.P., Nielsen, A.H., and Juul 
Rasmussen, J. (1992). Plasma Phys. Contr. Fusion 34, 2065-2070. 
2) Perrung, A.J. and Fajans, J. (1993). Phys. Fluids A 5, 493-499. 
3) Chomaz, J.M., Rabaut, M., Basdevant, C , and Couder, Y. (1988). J. Fluid 
Mcch. 187,115-140. 

2.1.5 The Temporal Evolution of the Lamb Dipole 

(A.H. Nielsen, .1. Juul Rasmussen, and MR. Schmidt) 

We consider the two-dimensional, unforced, incompressible Navier-Stokes equa­
tions in an unbounded domain expressed in the vorticity-stream function formu­
lation: 

8 Risø R-830(EN) 



T.20.00 TaSt.00 

Figure. I. Symmetry breaking bifurcation during gradual speedup. Thr. upper part 
shows the vorticity field during the transition from mode 7 to 5. The lower part 
shows the evolution of total energy and enstrophy during the. whole, speedup phase. 
The jumps mark the transitions from mode 7 to 5 and from mode 5 to 4-

— + [u»,V] = l>V'u> , 

vV = -u, (i) 
where w = (V x v)-i is the scalar vorticity, V is the stream function (VV' x i = »"), 
and i/ is the viscosity. Stationary solutions to Eq. 1 in the absence of viscosity 
(v = 0) require that the Jacobian [w, V') is equal to zero which means that there 
is a functional relation between the vorticity and stream function, u = /(V')' The 
most simple dipolar solution witii distributed vorticity, and the only one which 
can be found analytically, is where this function is a linear function: u - A3V' 
inside a circular separatrix and zero outside. This is the well known Lamb dipofar 
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Figure 2. Figure I. Particle trajectories in the flow field from a Lamb dipalr. plotted 
in the. frame following the Lamb dvpole. The particles »ere released in the flow field 
at y = 2.0 and in the range x € (—0.05; 0.05). Figure (a) is for no viscosity while 
Figure (b) is with high viscosity. The dashed line denotes the separatrix atT = 0. 

and has the form: 
3W» 

0 

J,(Ar) r<Ro 

r> R„, 
(2) 

where U0 and R0 are the speed and radius of the dipole. Please note that for this 
solution V', v$, w, and S72nw are all continuous across the separatrix while V2"+ Iw 
is discontinuous. If we inserted the solution Eq. 2 into Eq. 1, we would end up 
with a solution of the form: w(x,i) = w„(f)exp(-fA2f) which apparently shows 
that the Lamb dipole is stable also in the viscous case, in the sense that only its 
amplitude and thereby its speed will decrease, while it will keep its form. But as 
the solution is not differentiable at the separatrix, the effect of the viscosity is 
enhanced at the separatrix and tends to smear out the discontinuity in the higher 
derivatives of u>. A result of this is that the whole structure will expand and since 
the Row is incompressible, it will trap fluid from outside of the original separatrix. 
This can be seen in Fig. 2 where we have inserted passive particles in front of 
the dipole and follow their trajectories while they are convected by the dipole. In 
Fig. 2a we are only solving the Euler .imit of Eq. 1, i.e. no viscosity, and here all 
the particles are moving past the structures. In Fig. 2b we see the effect of the 
viscosity as all the particles will become trapped as the structure expands. 

2.1.6 Formation of Dipolar Vortices by Self-organization in Two-dimen­
sional Flows 

(A.H. Nielsen, .1. .luul Rasmussen, and M.R. Schmidt) 

The formation of dipolar vortices from localized forcing in a two-dimensional 
flow is investigated theoretically and by direct numerical solutions of the two-
dimensional Navicr-Stokes equations. 

10 Rwø-R~830(EN) 



T=OLOO T=0.15 T=0.30 T=0.90 

Figure 3. Evolution of m turbulent pmtck with initimt rmear momentum into « éåpc-
Inr structure. The parameters are ko = 20, A = 10, •ni r0 = 0.20. Initially, 
E = 0.314. H' = 162. and P9 - 0.34. The resolution isNx-N9= 128. 

When the initial condition consists of two nearby vortices with Gaussian stream 
function and opposite vortkity, we observe the formation of a Lamb-type dipolar 
vortex, characterized by a near linear functional relationship between the stream 
function and the vorlkity (see section 3-3.6). For distances between the centers 
of the in;t »I vortices larger than a critical value measured in terms of the radii 
of the initial vortices, no dipolar vortex is formed. These results compare quali­
tatively wit ft experimental results of dipole vortex generation in stratified fluids 
by van Heijst and coworkers at Eindlioven University of Technology1'. A detailed 
quantitative comparison is in progress. 

We hav* also investigated the formation of dipolar vortkes by self-organization 
of a localized turbulent patch. The patch is characterized by its energy and 
enslrophy and has a *iet linear momentum, but no net circulation. It Ls con­
structed from fluctuations with random phases and an isotropic energy spectrum, 
oc exp(-(Jt - to)2 /A2); the localization of the patch is provided by multiplying 
this wave field by exp(-r4/*o) '" configuration space, after a sinusoidal in r has 
been added to provide a finite linear momentum, P9, in the y direction. The re­
sulting development Ls shown in Fig. 3. We observe a clear self-organization of 
the patch into a propagating dipolar structure. ThLs development Ls qualitatively 
described as a self-organization in a viscid flow. Using the fact that tlit enstrophy, 
W, decays faster than the energy, E, we have looked for solutions that minimize 
W under the constraint of a fixed E and a fixed linear momentum following the 
idea of Leith3). 

1) Flor, I B and van Heijst, G.J.F. (1994). J. Fluid Mech. 279, 101-133. 
2) Leith, C.E. (1984). Phys. Fluids 27, 1388-1395. 

2.1.7 Spectral Methods on Unstructured Grids 

(J.S. Hesthaveu, M. Carpenter (1CASE/NASA Langley Research Center, USA), 
and D. Gottlieb (DivLsion of Applied Mathematics, Brown University, USA)) 

Traditionally, spectral methods require interpolation at the nodes of a gauss type 
quadrature formula. Thus, the mesh points are predetermined and inflexible. In 
particular the distribution of grid points is denser in the neighborhood of the 
boundaries which leads to considerable difficulties, even in one dimension, since 
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for many problems the information is given in points different from those required 
by the spectral method. This fact manifests itself more severely when dealing with 
multidimensional problems and seems to limit the applicability of spectral methods 
to simple domains. In two dimensions one can easily apply spectral methods to 
rectangular domains but the extension to other domains is not trivial. 

A novel approach to overcome this limitation is to construct spectral methods 
from first principle. The unknown function is approximated by a general Lagrange 
polynomial from which differentiation operators are also obtained. 

The key idea in the unstructured spectral methods is that an equation does not 
have to be satisfied at the same points as the derivatives are evaluated. For exam­
ple, the derivative can be carried out by Lagrange interpolation at any particular 
point whereas the equation is satisfied in a Galerkin-, tau-, or by collocation-sense 
at a different set of points - 'ghost points'. 

In spectral methods on unstructured grids, the boundary conditions are applied 
through a penalty method. This allows us to prove asymptotic stability of the 
methods. The accuracy of the scheme is obtained by choosing the penalty function 
correctly, thus allowing for proof of equivalence with the well known Galerkin-, 
tan-, or collocation formulations of Legendre methods. 

Hence, this scheme enables us to apply spectral methods in circumstances where 
the grid points are not nodes of some gauss quadrature formula. Although the 
theoretical framework allows for multidimensional approaches by employing flux 
splitting, spectral methods on unstructured grids have only been thoroughly tested 
for one-dimensional hyperbolic problems. We are presently working on developing 
this approach to allow for solving problems in triangular domains. A successful 
implementation of such a scheme will allow us to perform spectral calculations of 
problems in complex domains by triangulation, similar to the approach followed for 
traditional low-order finite-element methods, and with similar geometric flexibility. 

2,1.8 A Stable Penalty Method for the Compressible Navier-Stoke? 
Equations 

(J.S. Hesthaven and D. Gottlieb (Division of Applied Mathematics, Brown Uni­
versity, USA)) 

When addressing wave-dominated, dissipative problems, one is often forced to in­
troduce an artificial boundary f~v computational reasons, e.g. for simulating open 
boundaries and wh"" Hl> '\y x multidomaiu technique. This introduces the well 
known problem • s, .cifyuig appropriate boundary conditions at the artificial 
boundary. For pure / hyperbolic problems, it is well known that enforcing these 
boundary conditio is ( i rough the characteristic variables leads to a stable approx­
imation. However, '' i •• upative wave problems the procedure is considerably 
more complicated. 

We have developed a unified approach for dealing with open boundaries and sub-
domain boundaries when performing simulations of the three-dimensional, com­
pressible Navier-Stokes equation in conservation form. The scheme converges uni­
formly to the singular limit of vanishing viscosity and, hence, is also valid for the 
compressible Euler equation. 

In the development of the scheme, we apply the energy method to the linearized, 
constant coefficient version of the continuous problem to obtain energy inequalities 
that bound the temporal growth of the solutions to the initial-boundary value 
problem. This approach allows us to derive a novel se of boundary conditions 
of the Robin type1' which ensure the complete problem to be well-posed. This 
result is obtained for the Navier-Stokes equations given in general curvilinear 
coordinates. 
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It lias traditionally been found difficult to apply boundary conditions of the 
Robin type when doing pseudospectral simulations of nonlinear equations. We 
have shown how it is possible to implement the boundary conditions as a penalty 
term which allows for enforcing open boundary/patching conditions of a very 
general type. An attractive feature of the penalty method is that one may prove 
asymptotic stability of the semidiscrete scheme, thus gaining confidence in the 
computed results when addressing unsteady problems where long time integration 
is required. 

A mtiHidomain scheme, where the patching of subdomains is based on a penalty 
method, is strictly local in space, thus making it well suited for implementation 
on contemporary, parallel computer architectures with distributed memory2*. 

The scheme has been successfully implemented to obtain multidomain solutions 
of one- and two-dimensional compressible, viscous flows with open boundaries. 
Examples include steady, transonic quasi-one-dimensional viscous nozzle flow (see 
Pig. 4) and unsteady flow around an infinitely long cylinder. 

b)„ 
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ioooy^ 

/^oo\ 
y250\ i 

// Re=100 NL 

Inviscid " 

-
-

-

Figure 4- (n) Steady state Mach number profile for viscous, compressible flow 
through a Laval nozzle at low Reynolds numbers. The full lines illustrate one-
domain solutions and the dots illustrate the corresponding four-domain solutions, 
(b) Steady state Mach number profile for viscous, compressible flow through a Laval 
nozzle, at increasing Reynolds number compared with the inviscid analytic solution. 
All viscous solutions arc obtained as five-domain solutions. For more details see 2K 

Work is now in progress to develop the software further in order to allow for 
addressing compressible viscous flow problems in complex geometries in two and 
three spatial dimensions. 
1) Hesthaven, J.S. and Gottlieb, D,, A Stable Penalty Method for the Compress­
ible Navier-Stokes Equations. I. Open Boundary Conditions, SIAM .J. Sci. Conip. 
- accepted for publication. 
2) Hest have n, J.S., A Stable Penalty Method for the Compressible Navier-Stokes 
Equations. II. One-dimensional Domain Decomposition Schemes, SIAM J. Sci. 
Cotup. - submitted for publication. 

2.1.9 A Fast Tau-method for Inverting Rational Variable Coefficient 
Operators in Bounded Domains 

(J.S. Hesthaven, E.A. Coutsias1, and D. Torres1 (* Department of Mathematics 
and Statistics, University of New Mexico, USA)) 
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Accurate solution of ordinary and partial differential equations with variable coef­
ficients is of significant importance in all areas of the sciences. Traditionally, such 
problems are solved by using a finite difference approach in space and/or time. 
This results in a scheme of low to moderate order, with the error decreasing only 
as an algebraic function of the grid size in space and/or time. This is true even 
when applying spectral methods in space for solving time-dependent problems, 
where the traditional approach is to use some finite difference type integration in 
time. 

The use of spectral methods in bounded geometries for problems where opera­
tors need to be inverted has in the past been restricted to only a few special cases, 
the reason being that the traditional formulation leads to full, nonsymmetric linear 
problems that are expensive and difficult to solve accurately. We have developed 
a novel approach, using invertible spectral operators, which results in extremely 
sparse linear problems; in the simplest case (a two-dimensional linear problem 
with constant coefficients) a tridiagonal block structure which may be solved ei­
ther by special purpose direct solvers or by iterative methods, e.g. the method of 
qtiasiminimal residuals (QMRs). In our first implementation, the boundary con­
ditions arc applied as tau conditions. However, an attractive alternative is to split 
the solution into its homogeneous and particular part. The former part is then ex­
panded in a basis found as the null-space of the operator, whereas the latter part 
is approximated by an expansion of an appropriate complete orthogonal basis, 
e.g. classical orthogonal polynomials, Gegenbauer polynomials, or hypergeometric 
functions. In this way we obtain that the treatment of the boundary conditions 
can be done is a numerically stable and efficient way. 

The developed algorithm allows for dealing with problems with rational, vari­
able coefficients, be the problem time-dependent or not. We see the future use 
of this algorithm in two main areas. The scheme allows for performing spectral 
time integration of ordinary and partial variable coefficient differential equations, 
thus obtaining schemes with uniform accuracy in time and space The success of 
this approach has been confirmed by numerical experiments, where we have been 
able to obtain spatiotemporal errors of machine accuracy, the wave equation, and 
advectiou diffusion problems, hence establishing the method. 

An alternative use of the approach is to develop accurate and fast solvers for 
elliptic problems, which is of significant importance in, e.g., fluid dynamics. By 
splitting the solution, as described above, we obtain separation of the interior 
and boundary part of the solution. The use of this approach allows for develop­
ing highly accurate and efficient inultidomain solvers for elliptic problems, thus 
enabling us to design a novel multidomaiii algorithm for solving, e.g., the incom­
pressible Navier-Stokes equations in complex geometries. This aspect is presently 
being pursued. 

2.1.10 Acoustic Eigenmodes in Cylindrical Systems with Non-Uniform 
Axial Mean Flow 

(J.S. Hesthaven, D. Gottlieb (Division of Applied Mathematics, Brown Univer­
sity, USA), and K. Kou.sen (United Technologies Research Center, East Hartford, 
USA)) 

Eigenvalue problems appear naturally in many areas of plasma physics and the de­
velopment of schemes for accurately solving such problems are thus of significant 
importance. In particular, linear stability analysis leads to linear and non-linear 
eigenvalue problems for determining critical values at which the plasma flow be­
comes temporally or spatially unstable. To access the accuracy of pseudospectral 
methods for solving such problems we bave considered a non-trivial compressible 
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flow in a cylindrical system with a non-uniform mean flow. 
Unlike their uniform counterparts, the linearized Euler equations for unsteady 

acoustic waves in »on- uniform mean flows take the form of variable coefficient dif­
ferential equations, for which no analytic solution is known. However, knowledge 
about the modal families that may exist under such circumstances is important as 
they act as the means of communication between various regions of the flow and 
coupled acoustic elements. Knowledge about the modal families may also be ap­
plied to construct a complete basis set for physically realistic, three-dimensional, 
far-field boundary conditions for unsteady direct simulation of this type of prob­
lems. 

We have performed a spatial stability analysis of acoustic waves in cylindrical 
systems. The linearized, isentropic Euler equations for cylindrical and annular sys­
tems with mean axial shear and rotation are obtained by assuming an exponential 
form of the axial, aziniuthal and temporal component. This results in a general­
ized eigenvalue problem, the solution of which yields the axial wave numbers and 
radial acoustic eigenmodes of the unsteady problem. 

In order to solve the eigenvalue problem solution with sufficient accuracy we 
applied a pseudospectral Chebyshev method for spatial discretization and solved 
the resulting complex matrix-pencil using the QZ-algorithm. 

This approach allowed us to identify a new family of eigenmodes with a con­
tinuous eigenvalue-spectrum related to the non-uniform mean flow. These modes 
are found to co-exist with the discrete modes known from previous analysis of 
the problem with uniform mean flow. Comparing with the analytic solution for 
uniform mean flow clearly establishes the high accuracy obtainable whith this 
.scheme. 

The results found through this non-trivial test problem clearly illustrates the 
usefulness of pseudospectral methods for solving non-linear, variable coefficient 
eigenvalue problems to high accuracy with the additional advantage that eigen­
values and eigenvectors are obtained .simultanuously. As such, the method provides 
a very general tool for studying stability problems in many areas of plasma physics. 

2.1.11 A Spectral Element Method for the Stokes Problem 

(B. Gcrvang and V.A. Barker (Technical University of Denmark)) 

We describe a spectral element method for solving the two-dimensional stationary 
Stokes problem based on the Galerkin technique and equal-order discrete sub-
spaces for velocity and pressure. As shown by Bernardi, Canuto, and Maday1^, 
this approach produces seven spurious pressure modes in addition to the basis 
hydrostatic pressure mode and, consequently, the symmetric indefinite coefficient 
matrix has a rank deficiency of 8. A well-known cure for this is to reduce the order 
of the discrete pressure subspace. 

In this study we examine the consequences of maintaining the equal-order con­
dition and working with the singular system. This procedure is facilitated by 
knowledge of the null-space of the matrix. The basic steps are the filtering of the 
right-hand side vector to obtain a consistent system, the solving of this system 
numerically, and the filtering of the computed pressure to remove the spurious 
modes. 

We make an empirical study of the accuracy of the method and compare it with 
theory. For certain ranges of computation, the results obtained compare favorably 
with those published elsewhere based on unequal-order subspaces for velocity and 
pressure. 
1) Bernardi, C, Canuto, C, and Maday, Y. (1986). C.R. Acad. Sci. Paris 303 
series I, 971-074. 
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2.1.12 Accurate Determination of No-slip Solvability Constraints by 
Recursion Calculations 

(E.A. Coutsias (University of New Mexico, USA) and J.P. Lynov) 

When calculating solutions to the incompressible Navier-Stokes equations in two 
dimensions, it is advantageous to work in the vorticity-stream function formula­
tion Compared with the primitive variable approach, described by velocity and 
pressure, the vorticity-stream function formulation reduces the number of scalar 
dynamic equations from two to one, it eliminates the pressure from the calcula­
tions, and the incoinpressibility condition, V • u = 0, is satisfied by construction. 
However, no-slip boundary conditions leave the Poisson equation, relating the 
vorticity to the stream function, overdetermined. 

We have previously shown1' how this overdeterminancy can be resolved by 
imposing solvability constraints on the vorticity field. In particular, we have shown 
how these constraints can be implemented in spectral algorithms for two-dimen­
sional Hows in geometries that are bounded in one direction and periodic in the 
other, i.e. periodic channel, annulus, and disk geometries. In these cases, the fields 
are expanded in Fourier-Chebyshev series. For each Fourier mode, the solvability 
constraints lead to a set of two linear equations for the Chebyshev expansion 
coefficients of the vorticity field. The constants in these two equations are expressed 
analytically in terms of Dirichlet Green's functions for the Poisson equation, and 
they can be determined numerically in a preprocessing step. 

It is obvious that precise determination of these solvability constants is essential 
to the overall accuracy of the calculations. In our previous work, these constants 
were determined by direct numerical solution of a large number of Poisson equa­
tions, one for each combination of Fourier and Chebyshev mode. The numerical 
values for the constants converge quickly with increasing mode number truncation. 
However, we were missing a good estimate of the error in the calculations. 

In order to resolve this question, we have carried out a more detailed investi­
gation. Analytical expressions for the required Green's functions in the different 
geometries (channel, annulus, anJ disk) were obtained, and after some simple cal­
culations only Chebyshev expansions of analytical functions remained. Unfortu­
nately, these expansions converge extremely slowly (quadratically) with increasing 
mode number, leaving this approach useless. 

A different approach was found after deriving a three-term recursion relation 
between successive solvability constants for increasing Chebyshev mode number 
and fixed Fourier mode number. Although a direct forward solution following this 
recursion relation is impossible due to numerical instability, a careful treatment 
of the three-term difference equation yielded very good results. As a first step in 
this treatment, both the dominant and the minimal solution to the homogeneous 
problem2' are found following a forward and a backward recursion, respectively. 
Based on these homogeneous solutions, a full solution to the inhomogeneous prob­
lem was constructed following the method of variation of constants. The solutions 
converged rapidly with increasing mode truncation to within machine-order ac­
curacy, and direct error checks show results better than 10~13. Fortunately, com­
parisons between our new values for the solvability constants and our older ones 
determined by numerical solution of the many Poisson equations show excellent 
agreement. 

1) Coutsias, E.A. and Lynov, J.P. (1991). Physica D 51, 482-497. 
2) Gaiitschi, W. (1967). SIAM Review 9, 24-82. 
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2.1.13 Pressure Calculation or Two-dimensional Incompressible Flows 

(E.A. Coutsias (University of New Mexico, USA), J.S. Hesthaven, and J.P. Lynov) 

The accurate calculation of ttie pressure field it) simulations of incompressible flows 
is of significant iznportance to applications since it is easily measurable. Although 
the pressure field evolution must be followed as part of the solution of the problem 
in the primitive variable formulation, the pressure in the vorticity-stream function 
formulation of two-dimensional flows is eliminated and, thus, a special treatment 
is required. 

In the velocity-pressure formulation, the pressure is calculated by taking the 
divergence of the momentum equation and enforcing incompressibility. This ap­
proach results in a Poisson equation for the pressure. Unfortunately, it is easy to 
show that this problem is ovt. determined due to the existence of too many bound­
ary conditions. Several approaches have been proposed to resolve this problem, 
but they all rely on solving a large linear system at each time step and, hence, are 
very time consuming. 

We have followed a different approach which allows for a self-consistent cal­
culation of the pressure distribution from the instantaneous vorticity field in a 
postprocessing stage. 

In the development of the algorithm, special attention was given to accuracy 
issues by minimizing the maximum order of derivatives. As a result, only first-
order derivatives enter in the calculation. This is of significant importance to very 
high resolution spectral .simulations of flows. 

We have successfully implemented the scheme for a planar channel flow at high 
Reynolds numbers and have calculated the pressure field with a global error of 
O(l0~7). This new approach supplies important new information about the re­
lation between the pressure distribution and the vorticity generation at no-slip 
walls. An example of the vorticity and pressure fields calculated in a high resolu­
tion simulation with 1,024 Fourier modes and 512 Chebyshev modes is shown in 
Fig. 5. 

2.1.14 Instability of Two-dimensional Solitons and Vortices in Defo-
cusing Media 

(E.A. Kuznetsov (Landau Institute for Theoretical Physics, Moscow, Russia) and 
J. .litul Rasmussen) 

The stability of two-dimensional soliton and vortex solutions to the nonlinear 
Schrddiuger equation (NLSE) with repulsion is considered. This equation which 
reads: 

,-<A, + iv2V + (l-h/'|2) = 0 (1) 

has .several important applications in nonlinear optics and plasma physics. For 
these cases two-dimensional soliton and topological vortex solutions have been 
investigated both theoretically and numerically. 

We have investigated the stability of the whole family of these two-dimensional 
solutions with respect to three-dimensional perturbations are in the framework of 
Eq. (1). We found that the structures are in general unstable with respect to long 
wavelength symmetric perturbations, while they appear to be stable with respect 
to antisymmetric perturbations. In the limit where these soliton solutions have 
large velocities (v — C„ where Ca is the "sound" velocity, the minimum phase 
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Figure. 0- Vortic.ity (left) and pressure (right) in a plane, incompressible Couette 
flow at. Rr = 40,000. The full contours show positive values, and the dashed con­
tours negative values. 

velocity of linear waves), the instability is analogous to the instability of one-
dimciisional acoustic solitons in a medium with positive dispersion as described by 
the Kadomtsev-Petviasvili equation. For smaller velocities the structure appears 
as a dipolar vortex and here the instability becomes similar to the so-called Crow 
instability of two vortex filaments with opposite circulations in hydrodynamics 
as described in terms of the Euler equations. It is conjectured that the nonlinear 
evolution of this instability will lead to a recounection of the vortex filaments and 
to the formation of vortex rings. 

2.1.15 Higher Order Nonlinear Schrodinger Equations in Continuum 
Physics 

(J. Wyller (Narvik Institute of Technology, Norway), T. Flå (University of Tromsø, 
Norway), and .1. Juul Rasmussen) 

Under a slowly varying amplitude assumption, the modulation of small, but fi­
nite amplitude wave trains in one dimension is described by a Schrodinger type 
of equation with a cubic nonliuearity. In magnetized plasmas, for example, the 
iionliuearity describes the change in the plasma density with the amplitude of the 
electromagnetic wave. The higher order nonlinear Schrodinger equation (HNLS-
equation): 

i<t>r + <l>u = nx\<t>\74> + a3|*|4* + i'a3|*|3*« + («4 + «a5MI*|2)« (1) 
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can describe wave propagation when higher order uonliiiearities are taken into 
account. Here a, (i = 1.....5) are real coefficients and ø((,r) represents the 
slowly varying amplitude, r is the propagation coordinate and ( the reduced time 
coordinate, both being normalized to true physical quantities. In this context, 
tiie nonlinear terms represent: the Kerr effect (ei|<H2<V), the first-order contribu­
tion to the nonlinear saturation (o2l<MV)> the nonlinear dispersion (i«3|4|3^( and 
»ui(M2){*.). and the Raman effect (a4(|<V|2)^). In addition to optical phenom­
ena, Eq. (I) with a« = 0 is a model for the so-called marginally stable modulated 
wave trains in different physical systems. 

When ay ^ 0, Eq. (1) can be transformed to the following extended derivative 
nonlinear Schrodiuger equation: 

ft + «9*x + M71T + *T(l«l2)xf + i"\l\*1 = 0 (2) 

by means of a point transformation and a subsequent gauge transformation. Here 
7 is proportional to a4 and a is a function of ai,a2,a3, and «j. The properties of 
this equation are summarized as follows: 

- When 7 = 9 = 0, Eq. (2) is completely integrable and can be solved by means 
of the inverse scattering transform. The soliton solutions represent self-phase 
modulated wave packets. 

- When 7 = 0, Eq. (2) is a Hamiltoman system possessing three conservation 
laws (i.e. conservation of action, momentum, and energy). A detailed study of 
Eq. (2) with respect to cnoidal waves, linear and nonlinear stages of the mod-
ulational instability and recurrence has been carried out by Flå and Wyller1'. 
The instability criterion reads ko > — 2oq$, where Jt<> and To are carrier wave 
number and amplitude, respectively, of the plane wave solution to Eq. (2). 

- Wlien i jt 0, if T£ 0, only the action density is conserved. The plane wave 
solutions of Eq. (2) are uiodulationally unstable in all regimes of the carrier 
wave number kQ and amplitude ijo- The periodic cnoidal waves, which exist 
in the case 7 = 0, are destroyed by the Raman term i7(|7|2)i7-

• Equation (2) possesses group invariant solutions of the self-similar type for 
all combinations of a and 7. 

1) Flå, T. and Wyller, J. (1993). Physica Scripta 47, 214. 

2.1.16 Defocusing Solutions of the Hyperbolic Nonlinear Schrodinger 
Equation 

(L. Bergé (Commissariat å l'Euergie Atomique, CEI-V, France) and .1. Juul Ras­
mussen) 

The elliptic/hyperbolic nonlinear Schrodinger equation 

tut + n„ + (rf - l)u r /r + JIM„ + |u|2u = 0 (1) 

is the canonical equation that governs the propagation of the envelope u(r, 2, () of 
an almost monochromatic, weakly nonlinear packet of dispersive waves. It arises 
in a wide variety of contexts, such as plasma physics and nonlinear optics when 
the transverse (r-plane of dimension number d) distribution of a high frequency 
carrier wave is modulated by slow-frequency motions as the wave propagates along 
the longitudinal z-axis. 

By means of a Lagraugian approach, rf = 1 solutions were recently described 
in both situations of so-called anomalous and normal dispersions corresponding 
to the elliptic/hyperbolic values * = +1 and a = - 1 , respectively1': it was shown 
that when * = +1, an aiiisotropically-shaped localized structure having a negative 
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energy tends to collapse in a finite time with an identical contraction rate in both 
transverse and longitudinal directions, while in the opposite case when .1 = — 1, 
the waveform asymptotically defocuses with a linear-in-time dilation rate. Even 
though these results remain in good agreement with various numerical results, 
the global behavior of u(r,z,t) in the presence of normal dispersion has never 
been examined from a mathematical point of view in the past. The present work 
therefore consists in establishing rigorous estimates based upon some concavity 
arguments: they prove that the solution u(r,z,t,) - initially localized in space -
spreads out in time for » = — 1, at least in the following situations: 

(i) In the two-dimensional case (d = 1); if the initial velocity of the structure 
defined along the z-axis is strictly positive, then the wave packet disperses along 
this axis in a finite time. For all other initial data, the wave surely spreads out 
as t tends to infinity, and the transverse size of the structure never tends to zero 
even when its energy is negative, unlike the * = +1 case; 

(ii) In the three-dimensional case (d = 2), a positive energy wave packet also 
disperses in a finite time when the initial velocity of the solution is strictly positive 
aloug the longitudinal axis, and asymptotically defocuses for different initial ve­
locities. The fate of a three-dimensional structure evolving with a negative energy 
in a normal dispersive medium, however, remains under investigation. 

(iii) Besides, no nonzero localized stationary solution exists whatever the space 
dimension number d may be. 

Finally, resulting fron. a perturbative analysis performed around the stationary 
ground state of Eq. (1) defined for a — 0 and A — 2, the salient difference between 
both cases, s = +1 and * — - 1 , is that a z-periodic perturbation induces a 
local self-concentration of the ground state mass in the first situation (which can 
ultimately lead to the collapse), whereas in the second situation the same mass 
tends to disperse along the z-axis, hereby reflecting the delocalising dynamics 
summarized above. 
1) Bergé, L. (1094). Phys. Lett. A 189, 290-298. 

2.1.17 Vortex Merger in an Inhomogeneous Plasma 

(X. He (also CATS, Niels Bohr Institute, University of Copenhagen, Denmark) 
and .1. Juul Rasmussen) 

Using a probabilistic method, we present a functional critical separation dis­
tance dc for two circular patches unequal in vorticity and radius in an inho-
mogeneoiis plasma under the assumption of low frequency, electrostatic fluctu­
ations. These conditions are relevant to the plasr.ia edge region in tokamaks and 
stellerators. We first impose two forces on the vortices: one is internal local strain 
Fj = -wi/?j/(rJ5), the other is external background rotation Fe = r 2 / 2 / r , where 
/ is proportional to the background plasma density gradient. We then seek for the 
most likely probability of finding the two vortex centers separated over a distance 
r, from which the critical distance dc is derived by using the geometrical argument 
and defining the merger criterion for the small vortex. We show that in the case 
of an identical vortex pair, a pair with the same sign vorticity as the background 
rotation has larger critical distances than a p îr with opposite sign to the back­
ground rotation. The result supports the explanation in a numerical simulation 
for the anomalous vortex merger. 
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2.1.18 Magnetic Stresses in Ideal MHD Plasmas 

(V.O. Jensen) 

A comprehensive study of the advantages of using magnetic stresses for determin­
ing steady state equilibria of ideal MHD plasmas has been undertaken. The basic 
equations are: 

the force density equation, j x B = Vp (1) 

the Maxwell equations, V x B = n0j andV • B = 0. (2) 

It is shown that the resulting stresses acting on an area element, ds, in a mag­
netized plasma comprise: 

- A shear stress, B\\B 1 //i0, acting along the projection of the B-lines on ds. 

- A tensile stress, D\lii0, acting perpendicular to ds. 

- A compressive stress, Æ2/2/«0, acting perpendicular to ds. 

- A particle pressure, p, acting perpendicular to ds. 

The stresses are used to derive and explain various properties of magnetically 
confined plasmas. 

2.2 Laser Plasma Diagnostics 
2.2.1 Introduction 

Despite many years of intensive research and development towards the use of mag­
netically confined plasmas for the production of energy, much remains unknown 
about the basic physical processes inside the plasma. There is an ongoing need 
for the development of new diagnostic techniques that allow detailed measure­
ments to be performed, without disturbing the plasma. Within the framework of 
Risø's association with EURATOM, we are developing a time-of-flight type laser 
anemometer for measurements of electron density fluctuations in plasmas. 

2.2.2 A Hybrid Doppler/Time-of-flight Laser Anemometer 

(M. Saffman, L. Lading, S.G. Hanson, T.M. Jørgensen, and R.V. Edwards (Case 
Western Reserve University, Cleveland, USA)) 

The Doppler type laser anemometer, where the velocity is found from measuring 
the differential Doppler shift of light scattered from a pair of crossed beams, has 
for many years been used for measurements of plasma turbulence. These measure­
ments are plagued, however, by very poor spatial resolution along the beams due 
to the small scattering angles that are necessary for measurements of turbulence 
of long wavelength. In order to correct this deficiency we have proposed using a 
tinie-of-fiight type configuration for plasma measurements1). The tightly focused 
beams of the tiine-of-flight anemometer result in a great improvement in the axial 
resolution, without sacrificing accuracy in the velocity measurement. In order to 
have sufficient sensitivity to measure the weak phase perturbations encountered in 
plasmas, it is necessary to work with a reference beam configuration. The result­
ing system is a hybrid combination of the Doppler and time-of-flight approaches. 
An interesting byproduct of this work is that the hybrid design may be superior 
to existing laser anemometers. An information theoretic analysis2' shows that in 
principle it has a much lower measurement uncertainty than either the Doppler 
or the time-of-Higlit approaches. 
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Figure C. Generic layout of a light scattering diagnostic for measurement of plasma 
density fluctuations. 

The generic layout of such a scattering experiment is shown in Fig. 6. An 80 W 
cw CO2 laser operating at 10.6 mm is split into four beams using an acousto-optic 
cell together with a specially fabricated ZnSe diffractive element. The infrared 
detectors are liquid nitrogen cooled HgCdTe photoconductors. This system is cur­
rently being tested at Risø using a turbulent air jet. It is planned, upon successful 
completion of these tests, to move the system to the Wendelstein VII-A stellerator 
at the Max Planck Institute for Plasma Physics in Garching, for measurements 
on a large-scale plasma device. 
1) Lading, L., Saffman, M., Hanson, S.G., and Edwards, R.V. "A Combined 
Doppler and Time-of-Hight Laser Anemometer for Measurement of Density Fluc­
tuations in Plasmas", submitted to The Journal of Atmospheric and Terrestrial 
Physics, June 1994. 
2) Salfinaii M. and Jørgensen, T.M. "On the Optimum Spatial Code of a Laser 
Anemometer", submitted to Opt. Comiu., December 1994. 

2.3 Pellet Injectors for Fusion Experiments 
2.3.1 Introduction 

Injection of frozen hydrogen or deuterium pellets is an essential part of several 
plasma fusion experiments. Risø has developed a system for this type of pellet 
injection. The department has offered to build injectors for fusion experiments on 
commercial terms. During 1994 we have worked 011 two systems. One was installed 
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at FTU in Frascati. The other system is for RFX in Padova and was made ready 
for shipment by the end of the year. 

2.3.2 Construction of Multishot Pellet Injectors for FTU, Frascati, 
and RFX, Padova 

(H. Sørensen, B. Sass, K-V. Weisberg, and J. Bundgaard (Engineering and Com­
puter Department, Risø)) 

The multishot pellet injector delivered to FTU in November 1993 was set up at 
FTU by the FTU staff in April-May 1994. It was used for injection of pellets until 
July when FTU was closed down for major maintenance. 

The injector for RFX should have been delivered in May 1994 but the delivery 
was postponed to coincide with a large shutdown. It is now planned that this 
shutdown will take place in January-April 1995 and delivery must then take place 
during this period. 

The two injectors are similar in design. 
Eight pellets of hydrogen or deuterium are made simultaneously and fired suc­

cessively. They pass through a diagnostic unit where mass and velocity are mea­
sured. They continue to the experiment through a guide tube system. They pass 
two large vacuum chambers where most of the driver gas is removed. 

There are, however, differences that made the building and commissioning of 
the RFX injector more difficult. The main differences are: longer flight distance 
for pellets for the RFX injector before entering the experiment; larger pellets 
and, thus, larger gun barrel diameters; stronger cooling needed because of larger 
pellets; pellets of three different sizes in the RFX injector and only two in the 
FTU injector; for RFX pellets should be fired with time intervals around 10 ins, 
for FTU around 100 ins; in the torus hall the cables and tubes between the injector 
cubicle with instruments and the injector had to be around 12 in at RFX against 
2 in at FTU. 

The larger effective distance between cubicle and injector meant that the meth­
ods for change of pressurized cylinders for pellet gas had to be improved to avoid 
contamination of pellet gas. 

The firing accuracy must then be largest for the RFX injector. In fact, the 
pellets must be well inside a 25 mm circle 3500 mm in front of the gun barrels. 

The gun barrels are very close to each other. When pellets are fired with small 
time intervals, the flight of a pellet may be affected by driver gas leaving the 
neighbor barrel after the preceding shot. In the RFX injector the pellets are fired 
in the succession large-suiall-large-sinall etc. and the firing accuracy of the smaller 
pellets may then be affected. 

The RFX injector must then fire more accurately and at the same time some of 
the pellets arc more inaccurate. This was solved by using the same technique as in 
the feasibility study made earlier. Here the pellet trajectories were held together 
by sending the pellets through a 16 mm tube during the last part of their flight. 
This tube thus acted as a guide tube for some pellets. The same technique was used 
during test of the RFX injector. A 1,500 mm long tube of 16 mm inside diameter 
ending around 3,300 mm in front of the gun barrels was mounted and lined up 
very precisely. An optical detector was set up after this tube and connected to an 
electronic counter. 

It is then possible to check that the same number of pellets is registered by 
the counter and the diagnostic unit. The pellets hit an aluminum plate of 0.3 mm 
thickness placed after the 16 mm tube and it is then also possible to see how much 
the pellets scatter. 
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Using this method with the aluminum plate placed 3,900 iiuti in front of the 
gun barrets, ail pellets were inside a 17-20 mm circle for high and low velocity-
pellets of both hydrogen and deuterium. 

Por deuterium pellets high velocities are around 1,250-1,300 in/s and low ve­
locities around 730-780 in/s. For hydrogen high velocities are around 1,400-1,450 
m/s and low velocities around 800-900 m/s. Velocities vary front one barrel to the 
other. Scatter in velocity for the individual barrels is around 0.5-2.0%. 

For both hydrogen and deuterium the nominal pellet sizes are 1.5-1020.3 • 10*, 
and 5 • IO20 atoms/pellet. There are four sinali pellets and two of each of the larger 
ones. The true pellet size for a barrel may differ up to 6-7% for the nominal one. 
For each barrel the standard deviation for the scatter in mass is around 2-6%. 
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3 Work in Fusion Technology 

3.1 Irradiation Effects 
3.1.1 Accumulation of Irradiation-induced Defects in OFHC-copper 
Irradiated with 3 MeV Protons 

(B.N. Singh, M. Eldrup and A. Horsewell and P. Ehrhart*, and F. Dworschak* 
('Forschungszentrum Jiilich, Germany)) 

In order to test the validity of the "Production Bias" model1,2', further irradia­
tion experiments have been carried out. For this purpose, irradiations with 3 MeV 
protons were chosen since they are expected to produce not only single defects 
(iuterstitials and vacancies) but also multidisplacement cascades in copper. The 
defect clusters produced in these small cascades should, according to the produc­
tion bias model, enhance the accumulation of vacancies in the form of voids (i.e. 
void swelling) compared to the void swelling observed in the case of 2.5 MeV 
electron irradiations where all vacancies and self-interstitials are produced as sin­
gle defects. The accumulated void swelling (at a given dose level and irradiation 
temperature) in copper irradiated with 3 MeV protons should, on the other hand, 
be lower than that observed under fission neutron irradiations. This expectation 
is based on the fact that under neutron irradiations the clustering propensity is 
likely to be significantly higher (because of higher recoil energy) than that under 
3 MeV proton irradiations. 

To verify these predictions, 20 pm thick specimens of OFHC-copper were irradi­
ated (at Jiilich) with 3 MeV protons at 523 K to dose levels of about 0.002, 0.008 
and 0.01 dpa. The displacement damage rate in these experiments was very similar 
to that under 2.5 MeV electron and fission neutron irradiations (i.e. SxlO - 8 dpa 
(NRT) per second). The specimen thickness of 20 fim was chosen so that prac­
tically all incident protons should get out of the copper target. Post-irradiation 
defect microstructures were investigated using electrical resistivity, transmission 
electron microscopy (TEM) and positron annihilation spectroscopy (PAS). 

The TEM investigations of the proton irradiated samples have not been com­
pleted yet. However, the preliminary results clearly demonstrate that the nucle-
ation of voids under 3 MeV proton irradiation is substantially more efficient than 
under 2.5 MeV electron irradiation at ~523 K. In the case of proton irradiation, 
a void density of ~9x l0 1 9 m - 3 is reached at a dose level of ~0.002 dpa; the 2.5 
MeV electron irradiation yielded a void density of about 2-12xl018 m - 3 at a dose 
level of ~0.013 dpa. The void densities at 0.008 and 0.01 dpa were found to be 
14x 1019 i n - 3 and 9.5 x 1019 m - 3 , respectively. These densities are almost an order 
of magnitude lower than that observed in the case of neutron irradiation at similar 
doses at 523 K. The void sizes in the proton irradiated specimens were found to 
be similar to that in the case of neutron irradiations to similar doses. Thus, it is 
clear that the accumulation of vacancies under 3 MeV proton irradiations is more 
efficient than that under electron irradiation and is less efficient than that under 
neutron irradiations. This is a clear demonstration of the effect of the efficiency 
of intracascade interstitial clustering, as predicted by the production bias model. 

The TEM examination of the proton irradiated specimens to a dose level of 
~0.01 dpa also revealed that the void swelling was significantly enhanced in a 
relatively wide zone adjacent to grain boundaries. This is similar to the enhance­
ment observed in the neutron irradiated specimens. It should be noted that no 
such enhancement was observed in the case of 2.5 MeV electron irradiations. These 
results are also consistent with the predictions of the production bias model. 
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Figure 1. Positron lifetime spectra for copper: a) well annealed and unirradiated, e) 
electron irradiated, p) proton irradiated and n) neutron irradiated. All irradiation, 
were done at ~523 K and to a dose level of ~0.01 dpa. For clarity, all spectra are 
shown by continuous curves obtained as fits to the experimental spectra. For the 
proton »radiated sample also the experimental points are shown. 

The main results of the TEM investigations are confirmed by the positron anni­
hilation measurements as illustrated in Fig. 1. The figure shows positron lifetime 
spectra for Cu irradiated with the three types of projectiles (all to about 0.01 
dpa) as well as for annealed and unirradiated copper. All three spectra for irra­
diated specimens show a short-lived and one or two long-lived components. The 
latter arise from positrons which have been trapped in defects. The slopes of the 
long-lived parts of the spectra are roughly the same, reflecting positron lifetimes 
of about 500 picosec in ail cases. This is characteristic lifetime of voids which are 
large enough to be seen by TEM. The intensity of this lifetime component for 
the proton irradiated sample is clearly intermediate between the electron and the 
neutron irradiated cases which gives evidence of a similar relationship between the 
void densities. 

1) C.H. Woo and B.N. Singh, Phys. Stat. Sol. B159 (1990) 609, Phil.Mag. A65 
(1992) 889. 
2)B.N. Singh and A.J.E. Foreman, Phil. Mag. A66 (1992) 975. 
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3.1.2 Effect of Neutron Irradiation on Microstructural Evolution and 
Mechanical Propert ies of TZM and Mo-5% Re Alloys 

(B.N. Singh, J.H. Evans (University of London, U.K.), A. Horsewell, P. Toft, and 
D.J. Edwards (Pacific Northwest Laboratories, USA)} 

Because of the fact that molybdenum alloys are not included in the ITER R & D 
programme and therefore are not eligible for receiving ITER Credit, the ongoing 
European activities on these alloys were quietly frozen simply by allocating no 
new funding for the period beyond the end of 1993. However, we considered it to 
be prudent to round off the investigations that were already in progress. 

The details of materials composition and experimental investigations together 
with preliminary results of tensile testing and microstructural investigations have 
been described in earlier reports and therefore will not be repeated here. 

As reported last year, both TZM and Mo-5% Re alloys suffer almost a complete 
loss of ductility due to irradiation at 320 and 373 K to as low a dose level as ~0 16 
dpa. Tensile testings at 523 K of specimens irradiated at 523 K demonstrated that 
these alloys had become so brittle that they broke already in the elastic regime. 
It was therefore decided to determine hardness of these alloys irradiated at 320, 
373, 523, 623 and 723 K to a dose level of ~0.16 dpa; the results are plotted in 
Fig. 2. The TEM results on cluster density determined in specimens irradiated 
at various temperatures are also shown in Fig. 2. These results demonstrate two 
main features. Firstly, the hardness increases due to irradiation by about 30%, and 
secondly the increase in hardness is almost independent of irradiation temperature. 
Furthermore, a comparison of cluster density and hardness data (Fig. 2) shows 
that the clear large drop in cluster density with irradiation temperature is not 
reflected in the relative insensitivity of the hardness to irradiation temperature. 
This iusensitivity is not consistent with the conventional mechanism of irradiation 
hardening based on the assumption that the irradiation-induced clusters may act 
as obstacles to dislocation motion (see later). 
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Figure 2. A comparison of Vickers hardness data with TEM loop densities for both 
TZM and Mo-5% Re as a function of irradiation temperature. Lines are drawn to 
guide the eye. 
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To gain further insight into the role of irradiation-induced defect clusters in the 
deformation behaviour, irradiated and tensile-deformed specimens were investi­
gated by TEM. For the deformed Mo-5% Re specimens, no effects of the tensile 
test could be seen in the uitcrostructure, i.e. there was no evidence of dislocation 
generation and motion, and the density and distribution of irradiation-induced 
clusters/loops were identical to the nndeformed material. On the other hand, in 
the TZM specimens, there were strong indications of localized deformation within 
long and narrow bands which were free of any irradiation-induced microstructure 
(i.e. clear channels). It is important to note here that in the rest of the material 
there was no sign of dislocation generation and motion. Typical examples of the 
deformed microstrnctures in TZM and Mo-5% Re alloys are shewn in Fig. 3. A 
clear implication of these observations is that the hardening due to irradiation 
is caused by the difficulties in generating dislocations and that the irradiation-
induced clusters are not effective obstacles for dislocation motion. 

Figure .1. Micrograph* taken after tensile testing of (a) TZM and (h) Mo-5% Re 
samples irradiated at .17.1 K. Clear channels where, the irradiation-induced mi-
croslructurc has been removed are vr .ible in the TZM sample. Neither such clear 
channels not deformation-induced dislocations were observed in the Mo-5% Re 
sample. 

Voids were observed both in TZM and Mo-5% Re alloys at the irradiation 
temperatures of 623 and 723 K. It should be pointed out here that the void 
formation in these alloys at this low homologous temperature represents quite a 
different behaviour than in fee metals and alloys where voids are observed at and 
above 0.3 Tin (e.g. Cu, Ni, austenitic stainless steels). In this context it should be 
also noted that on this same homologous temperature scale, the loop density in 
TZM and Mo-5% Re alloys induced by neutron irradiation is considerably lower 
than that in fee metals (e.g. copper, nickel). 
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3.1.3 Temperature and Dose Dependencies of Microstructure and Hard­
ness of Neutron Irradiated Copper 

(B.N. Singh, A. Horsewell, P. Toft, and D.J. Edwards (Pacific Northwest Labora­
tories, USA)) 

Tlie amount of experimental results on the evolution of defect microstructure 
and its impact 0:1 the deformation behaviour of polycrystalline copper is rather 
limited, particularly for elevated temperatures at which copper and its alloys may 
be employed in service (e.g. in fusion reactors). It is therefore of interest, not 
only from an academic but also from a practical point of view, to understand the 
correlation between irradiation-induced microstructure and mechanical properties 
of copper. 

In the present investigations, tensile specimens of pure oxygen free high con­
ductivity (OFHC) copper were irradiated with fission neutrons at temperatures 
in the range 320 to 723 K to fluences in the range 5x 1021 to 1.5x 1024 n/m2 (E > 
1 MeV) corresponding to displacement doses of 0.001 to 0.3 dpa (NRT). Prior to 
irradiation, all specimens were annealed in a vacuum of < 10 - 5 torr at 823 K for 
2 h. The resulting grain size was about 20 /im and dislocation density was < 1012 

in - 2 . Irradiated specimens were investigated by transmission electron microscopy 
(TEM) and quantitative determinations were made of defect clusters and cavities. 
The dose dependence of tensile properties of specimens irradiated at 320 K was 
determined at 295 K. Hardness measurements were made at 295 K on specimens 
irradiated at different temperatures and displacement doses. Microstructures of 
specimens were investigated in the as-irradiated as well as in the irradiated and 
deformed states. 
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Tabic 1. Cluster density (Cci), Virkers hardness (VHN), yield stress (ay), maxi­
mum stress (<rmm), uniform elongation (i\v) and total elongation (i)t) for OFHC-
copper before and after irradiation at 320 K to different dose levels. 

The results of TEM investigations, hardness measurements and tensile tests on 
specimens irradiated at 320 K to different fluence (dose) levels are summarized 
in Table 1. The variation of tensile properties with the fluence is shown in Fig. 4 
whereas the fluence dependence of Vickers hardness and cluster density are plotted 
in Fig. 5. It can be seen that the cluster density increases with increasing fluence 
but saturates already at a fluence level of 5x 1023 n/m2 (E > 1 MeV) (i.e. 0.1 dpa). 
However, both the yield strength and hardness keep on increasing until the fltience 
level of lxlO2 4 n/m2 (E > 1 MeV) (i.e. 0.2 dpa) is reached. Another important 
feature to note is that the uniform elongation decreases rather rapidly with the 
neutron fluerne and reaches a value of zero already at a dose level of 0.1 dpa 
(Fig. 4). This can be seen more clearly in Fig. 6 which shows that at the fluence 
level of 5xl0 2 3 n/m2 (E > 1 MeV) (i.e. 0.1 dpa) the material looses its capacity 
to workharden; instead, the material begins to worksoften immediately after the 
yield point. This is a clear indication of the fact that the plastic deformation occurs 
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Figure. 4- Fluencc dependence of tensile properties of OFHC-copper iiradiatcd at 
320 K and tested at 295 K. Note a sharp increase in the yield stress, av, and a 
drastic decrease in the uniform elongation with increasing fluence level. 
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Figure. 5. Variation of room temperature hardness and cluster density with neutron 
fluence in OFHC-copper irradiated at 320 K. 

in a localized fashion. 
Figure 7 shows the temperature dependence of Vickers hardness and cluster 

density at a dose level of ~0.3 dpa. It is evident that the decrease in hardness with 
increasing temperature is considerably smaller than the decrease in cluster density. 
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Figure C. Stress-strain curves for OFHC-copper irradiated to different fluence lev­
els at 320 K and tested at 295 K. For comparison, the stress-strain curve, for the 
uninadiatcd reference specimen is also shown. Note the lack of work hardening 
and uniform elongation in tlie specimen irradiated to a fluence level of 5x1023 

n/m2 (E > 1 MeV); a similar behaviour is observed at higher fluences. 

The decrease in the liardness value is largest between the irradiation temperatures 
of 320 and 523 K. The decrease in tlie cluster density in the same temperature 
range, on the other hand, is very small. In contrast, the cluster density decreases 
rather rapidly at temperatures between 523 and 623 K, whereas the decrease in 
the hardness value in the same temperature range is very small. In other words, 
there is a lack of direct correlation between the hardness and the cluster density. 

In order to understand the observed deformation behaviour, po.A-deformation 
investigations were carried out on irradiated as well as unirradiated specimens 
Scanning electron microscopy of fracture surfaces showed indications of plastic 
deformation in tlie grains in the unirradiated specimens and the specimen irradi­
ated to 0.01 dpa. The specimens irradiated to 0.1 and 0.2 dpa, on the other hand, 
showed clear evidence of transgranular clearage in the fracture surfaces. Thus, the 
loss of ductility at higher does appears to be caused by grain boundary sliding and 
separation and not the grain boundary embrittlement due to impurity segregation. 
The TEM investigations of deformed specimens showed the evidence of dislocation 
generation and interactions during deformation of the unirradiated specimens and 
specimens irradiated to low doses. In specimens irradiated to higher doses, on the 
other hand, no indication of dislocation generation was observed. 

The analysis of mechanical properties and microstructural evidence suggests 
that the increase in the initial yield stress due to irradiation is unlikely to be 
caused by the Orowan type of hardening mechanism. Instead, we propose that 
the increase in the initial yield stress due to irradiation may arise from the strong 
pinning of dislocation sources (e.g. grown-in dislocations). 
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Figure 7. Temperature dependence of room temperature hardness and cluster den­
sity in OFHC-copper neutron irradiated to 0.2 and 0.3 dpa; note that although 
there is a large decrease in the cluster density between 523 and 723 K, there is 
no significant change in the hardness values. The number in brackets refer to dis­
placement damage in dpa (NRT). 

3.1.4 Effects of Neutron Irradiation on Microstructure and Tensile 
Propert ies of Copper Alloys 

(B.N. Singh, P. Toft, and D.J. Edwards (Pacific Northwest Laboratories, USA)) 

At present, copper alloys (C11-AI2O3, CuCrZr and CuNiBe) are being considered 
as candidate materials for the first wall and divertor components of ITER (In­
ternational Thermonuclear Experimental Reactor). The present investigations of 
the effects of neutron irradiation on microstructures and mechanical properties of 
these alloys is a part of ITER research and development programme. 

Tensile specimens of the candidate alloys CU-AI2O3, CuCrZr and CuNiBe were 
irradiated with fission neutrons in the DR-3 reactor at Risø with a flux of 2.5x 1017 

n/m3s (E > 1 MeV) (i.e. dose rate of ~5xl0~ 8 dpa/s) to fluences of 5x 1022, 
5x 1023 and 1 x 1024 n/m2 (E > 1 MeV) (i.e. displacement doses of 0.01,0.1 and 0.2 
dpa) at 320 K. Prior to irradiation, the tensile specimens of CuNiBe and CuCrZr 
were solution annealed at 1223 K for 1 hour in a vacuum of K < 10 - s torr and 
then water quenched. These solution annealed (SA) specimens were aged at 748 
K for 30 min in a vacuum of < 10"5 torr and water quenched. The CU-AI2O3 
(CuAl25) specimens, on the other hand, were irradiated in the as-cold worked 
state. Tensile properties and Vickers hardness of both irradiated and unirradiated 
specimens were determined at 295 K. Pre- and post-deformation microstructures of 
irradiated as well as unirradiated specimens were examined using a transmission 
electron microscope (TEM), The fractured surfaces of tensile tested specimens 
were investigated in a scanning electron microscope (SEM). 

The deformation behaviour of the three alloys in unirradiated as well as irra­
diated states is illustrated in Fig. 8. Figs. 8(a) and 8(b) show the stress-strain 
curves for CuNiBe and CuCrZr and CuNiBe and CU-AI2O3 (CuA125) alloys, re-
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spectively. It is clearly seen (Fig. 8(a)) that even negatively low dose irradiations 
cause significant increases in the yield strength of both CuCrZr and CuNiBe al­
loys. However, in the case of both alloys, the ductility decreases very markedly 
with increasing irradiation dose and already at the dose level of 0.2 dpa, the uni­
form elongation becomes zero (Fig. 8(a)). In other words, these materials loose 
their capacity to deform plastically in a homogeneous fashion. It is interesting to 
note that the CuNiBe alloy is considerably stronger than the CuCrZr alloy, both 
in the unirradiated and irradiated conditions. This is consistent with the TEM 
results showing that the density of precipitates in CuNiBe is considerably higher 
than that in CuCrZr alloy. 

Fig. 8(b) shows the stress-strain curves for CuNiBe and Cu-AljOs (Cu-A125) 
alloys tested in irradiated and unirradiated conditions. The results clearly demon­
strate that the CuNiBe alloy is stronger than the Cit-AI2O3 alloy both in irradiated 
as well as unirradiated conditions. It is interesting to note here that the low-dose 
irradiation of the cold-worked C11-AI2O3 (CuAI25) alloy causes a decrease in the 
yield stress and an increase in the uniform elongation (Fig. 8(b)). The yield stress 
then increases and the uniform elongation decreases again at higher doses. The 
initial decrease in the yield stress may be due to irradiation-induced partial re­
covery or relaxation of the cold-worked dislocation microstructure. In Fig. 8(b) 
the stress-strain curve for the as-extruded C11-AI2O3 (CuAI25) alloy tested in the 
unirradiated condition is also shown. The TEM examination of this material shows 
that the dislocation inicrostructure in the as-extruded specimens is in fully relaxed 
and recovered state. 

The results of Vickers hardness measurements on all three alloys in both irradi­
ated and unirradiated conditions showed the same general trend as demonstrated 
by the tensile tests. In other words, the CuNiBe alloy was found to be harder than 
both CU-AI2O3 and CuCrZr alloys and the C11-AI2O3 was found to be harder than 
CuCrZr alloy. 

Detailed TEM investigations were carried out on specimens of CU-AI2O3, Cu­
NiBe and CuCrZr alloys in irradiated and unirradiated conditions. Fig 9 shows, 
for example, the variation of irradiation induced cluster density in C11-AI2O3 with 
the neutron fluence. As in the case of pure copper, the cluster density increases 
with the fluence and appears to be reaching a saturation value at a fiuencc level 
of 1 xlO24 n/m2 (E > 1 MeV). The size distributions of stacking fault tctrahedra 
(SFTs) were determined for each irradiation dose. The results showed that the 
size distribution is not influenced in any significant way by the irradiation dose; 
an example of such a size distribution determined for C11-AI2O3 alloy irradiated 
to a dose level of 0.2 dpa (lxlOM n/rn2 (E > 1 MeV)) is shown in Fig. 10. 

The TEM examinations of the irradiated and deformed specimens of all three 
alloys showed that at higher doses the lack of uniform elongation (i.e. homoge­
neous plastic deformation) appears to be related to the fact that at these doses 
there is difficulty in dislocation generation during deformation. This may arise 
due to a strong pinning of grown-in dislocations (dislocation sources) by defect 
clusters at or around them. The SEM examinations of the fractured surfaces of 
the irradiated and tensile tested specimens demonstrated that the loss of ductility 
may be related to the intrinsic weakness of the grain boundaries and hardness of 
the grain interiors and not to the grain boundary embrittlement due, for example, 
to impurity segregation. 
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(CuAl25) alloy irradiated at 320 K to a dose level of 0.2 dpa. 

3.1.5 Low Cycle Fatigue Behaviour of a Cu-Cr-Zr Alloy at Room Tem­
perature 

(J.P. Stubbins* , K. Leedy', and B.N. Singh ('University of Illinois, USA)) 

Room temperature fatigue tests were performed on CuCrZr subsize and ASTM 
standard size specimens to determine the fatigue response and lifetime. The fatigue 
tests were run in strain control mode. The stress amplitude as a function of cycle 
number and the total number of cycle to failure were determined. 
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The CuCrZr specimens were examined by optical and transmission electronmi-
croscopy to establish the base microstructure. This examination revealed a number 
of large Cr-based precipitates (EDX showed Cr only). These were in addition to a 
finer scale CrZr precipitate structure which was non-uniformly distributed in the 
speicmens which were examined. The initial dislocation densities were low. 

The fatigue behaviour is compared to OFHC-Cu and CU-AI2O3 (CuA125) in 
Fig. 11. It should be noted that the initial strength of the CuCrZr alloy was not 
much higher than OFHC-Cu and the fatigue performance (strain vs. cycles to 
failure curve) shows that the fatigue performance of the alloy is between OFHC 
Cu (worse) and CuA125 (better). In most fatigue studies, weaker, more ductile 
alloys outperform their higher strength, less ductile counterparts in the low cy­
cle fatigue regime (100-10,000 cycles to failure) and under-perform the stronger 
material in the high cycle range. However, in the present studies, the stronger 
material (CuA125) out-performs the more ductile Cu alloys over the entire range 
of behaviour. 

For the greatest part, the CuCrZr material, which was rather soft, exhibited ini­
tial cyclic strain hardening followed by an extended plateau in the stress response. 
The stress fell only near the failure point. However, in two specimens, the initial 
cyclic strain hardening behaviour was followed by a slow softening until a more 
rapid decrease in stress near failure. The reason for this behaviour is not certain, 
but is under further investigation. 

The results shown in Figs. 11(a) and 11(b) do indicate that specimen size exerts 
influence on the failure lives of all three materials. In all cases, the failure lines are 
shorter for the smaller size specimens when compared to that of larger (standard 
size) specimens tested under nominally identical experimental conditions. The 
reasons for the difference iti fatigue lives as a function of specimen size are not 
readily apparent, but may be due in parts to differences in surface to volume ratios. 
Since the fatigue process is dominated by surface effects and since fatigue cracks 
initiate and grow from the surface, a larger relative surface to volume ratio (i.e. 
smaller specimen diameter) could lead to a faster accumulation of fatigue damage 
even when the effect of gauge length is taken into account. Thus, although useful 
fatigue data can be obtained from reduced size specimens, complementary results 
on standard size specimens are needed for comparison. 
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Figure 11. Low cycle fatigue behaviour of unirradiated OFHC-Cu, CuCrZr and 
CU-AI2O3 (CuAl25) specimens of two different sizes; all tests were carried out at 
298 K in air: (a) standard size specimens and (b) subsize specimens. 

3.1.6 Cascade-induced Source Hardening 

(B.N. Singli and A..J.E. Foreman (Harwell Laboratory, England) 

Deformation experiments on irradiated copper and copper alloy (e.g. see Figs. 6 
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and 8) have shown that even a relatively low dose irradiation with fission neutrons 
at temperatures below the annealing stage V causes drastic changes in mechanical 
properties. The initial yield stress is greatly increased and the ductility is reduced 
to practically zero value due to irradiation. Instead of workhardening, the irradi­
ated materials exhibit worksoftening which is associated with very i?ihomogeneous 
and localized deformation. It should be pointed out that this kind of behaviour 
is observed even in complicated materials such as ferritic and austenitic stainless 
steels. 

TEM investigations of irradiated materials prior to deformation commonly show 
that the pre-existing dislocations become heavily decorated with small disloca­
tion loops during the neutron irradiation. Furthermore, the post-deformation mi-
crostructural investigations of irradiated materials to the dose level where defor­
mation occurs in inhomogeneous and localized fashion show a complete lack of ho­
mogeneous dislocation generation during deformation even at very high stresses. It 
is important to note, however, that under these conditions the localized deforma­
tion causes the formation of cleared channels. Within these channels, dislocations 
move very readily and rapidly and the irradiation-induced defect clusters do not 
appear to act as obstacles to dislocation motion. 

Thus, experimental observations do not appear to be consistent with the tra­
ditional hardening model based on O rowan type of hardening mechanism where 
defect clusters are assumed to be obstacles to dislocation motion. Experimental 
results provide evidence for the fact, on the other hand, that in the irradiated 
materials the pre-existing dislocations are unable to act as dislocation sources. 
Once generated, they move without much hindrance through the defect clusters 
as shown by the cleared channels. 

In order to understand the observed hardening behaviour, various stages in the 
interaction of defect clusters/loops with a straight (stationary or mobile) disloca­
tion segment have been identified. Calculations have been initiated to determine 
the strength of the dislocation-loop attractive interaction, stand-off distances at 
which small loops may change their Burgers vector to facilitate the coalescence 
with the dislocation segment, and the break-away stress necessary to unlock the 
dislocations decorated with small clusters/loops. Preliminary results show that in 
pure fee metals an uudissociated dislocation segment may provide quite extensive 
attractive sweeping of the glissile clus- ters. The estimate of the stress needed to 
change the Burgers vector of small loops indicates that the lower bound to the 
stand-off distance is likely to be when the loop is quite close to the dislocation 
segment. Thermal activation would be expected to assist the process when the 
loops ate very small, so that a larger stand-off distance might be expected at 
higher temperatures. The effect of temperature on the magnitude of the stand-off 
distance is under investigation. 

In the present work the proposed model considers that the increase in the initial 
yield stress due to irradiation may rise due to high stresses necessary for unlocking 
the decorated dislocations. An estimate has been made of the stress required to 
pull a straight dislocation segment from a row of small defect cluster loops that 
are uniformly spaced along its length (based on the small loop approximation). 
The break-away stress is found to depend 0:1 the loop size as well as on the 
magnitude of the stand-off distances. The estimates indicate that the observed 
yield stress increase of 240 Mpa in irradiated copper could be explained if the 
straight dislocations were to be decorated by ~2.5 nm diameter loops at a stand-off 
distance ~5 inn and with an average spacing along the length of the dislocation ~5 
nm. This appears to be entirely reasonable and is not dissimilar to the dislocation 
decoration observed in copper. 
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3.1.7 Stochastic Annealing Simulation of Free Defect Production in 
Irradiated Metals 

(H.L. Heinisch (Pacific Northwest Laboratory, USA) and B.N. Singh) 

Under cascade-producing irradiation by high energy neutrons or charged parti­
cles, only about 20 - 30% of the initially produced defects formed by displaced 
atoms survive the thermal spike phase as stable isolated or clustered defects. Af­
ter subsequent intracascade annealing at the crystal temperature, a fraction of 
the surviving defects escape to contribute to the population of free defects that 
are available to migrate throughout the metal and cause microstructural changes. 
Atomic-scale computer simulations of free defect production are being done us­
ing several simulation techniques in tandem to cover the wide ranges of time and 
distance scales involved. Molecular dynamics simulations are used to generate the 
initial damage in displacement cascades, while stochastic annealing simulations 
are used to model the subsequent migration of the defects on more macroscopic 
time and size scales. Using this approach, we have shown that the temperature 
dependence of free defect production in noninteracting, isolated cascades in cop­
per shows a differential in the fractions of free vacancies and interstitial defects 
escaping from the cascade above recovery Stage V, i.e. at about three tenths of 
the melting temperature (Fig. 12). This differential, a consequence of the direct 
formation of interstitial clusters in cascades and the relative thermal stability of 
vacancy and interstitial clusters during subsequent annealing, is the basis for the 
production bias mechanism of void swelling in irradiated metals. The escape of 
80prcscut simulations is in good agreement with results of an analytical calcula­
tion using a spherically symmetric model of a cascade1'. 
1) B.N. Singh and A.J.E. Foreman (1992). Phil. Mag. A66, 975. 
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Figure 12. Annealing of isolated 25 KeV cascades in copper. The defect fractions 
for the total number of defects surviving recombination and the vacan- cies and 
self-interstitial atoms that escape from the cascades are plotted as a function of 
annealing temperature. The defect fractions are relative to the number of point de­
fects surviving the thei-mal spike at the end of the molecular dynamics simulation. 
The temperatures are. relative to the experimental melting temperature of copper. 

3.1.8 Helium Implanted Copper: Correlation Between TEM and Posi­
t ron Annihilation Data 

(M. Eldrup, B.N. Singh and A. Moslang (Kernforschungszentnim, Karlsruhe, Ger­
many) 

As a .supplementary tecliniqtie to transmission electron microscopy (TEM) the 
positron annihilation spectroscopy (PAS) has the advantage of being able to de­
tect submicroscopic vacancy type defects as well as defect clusters which can be 
observed by TEM. It is also possible to get information on gas densities in bub­
bles in metals, in the present case He in cavities in copper. We have previously 
reported PAS results on He implanted copper which showed the transition from 
subinicroscopic vacancy clusters to He bubbles that could also be observed by 
TEM. 

In order to extract quantitative information on e.g. bubble or void densities, 
it is necessary to establish a correlation between a measurable quantity, e.g. the 
trapping rate of positrons («) into the cavities and the cavity density (C„). To a 
good approximation « = fiCv, where n is the specific rate of trapping of positrons 
into the cavities. The specific trapping rate in copper has been estimated for differ­
ent cavity sizes by correlating positron lifetime and TEM measurements primarily 
on copper specimens in which bubbles were created by He implantation, but also 
on copper in which voids were created by electron, neutron or proton irradia­
tion. Figure 13 shows the specific trapping rate as a function of cavity size for 
three-dimensional vacancy clusters as derived from these measurements. A previ­
ous estimate of the cavity size dependence of the specific trapping rate for Cu, 
based on similar results for Al, is plotted together with an estimated uncertainty 
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band. Although there is appreciable scatter of the points, the general behaviour is 
rather well-defined. For large cavities the trapping rate is expected to be diffusion 
controlled, and in fact, the present results compare favourably with independent 
positron diffusion measurements. Based on the data for Al and Cu it is now pos­
sible to make reasonable estimates of the specific trapping rates for a number of 
other metals as well, without having to first make the rather tedious correlation 
between PAS and TEM data as done here. 
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Figure 13. Thr. specific, trapping rate, for positron trapping into cavities as a func­
tion of cavity radius, deduced by a combination of PAS and TEM data. The cavities 
were created by irradiation with He, neutrons, protons or electrons as indicated in 
the. figure. The curves represent previous estimates of the rate and the associated 
error band. 

The He density in the bubbles can be estimated from the positron lifetime, using 
the relationship: r = 500-24 IIHC where r is the positron lifetime in ps and nHc the 
He density in 1028 m"3. The He density can also be estimated from TEM data in 
two different ways. One is to assume all the He in the specimen to be present in 
the bubbles the total volume of which equals the swelling. The other is to assume 
the bubbles to be in thermal equilibrium, then from the bubble size to calculate 
the equilibrium pressure and from this obtain the He density via the equation of 
state. A comparison for as-implanted Cu specimens of PAS densities with those 
obtained by the first TEM method show a very large scatter of points. However, 
using the assumption of thermal equilibrium bubbles for the TEM estimate, a 
fairly good agreement is obtained. This is shown in Fig. 14. These results indicate 
that in several of the specimens He is not only trapped in visible bubbles, but also 
in other defect. 

46 Risø-R-830(EN) 



CO 
I 

CO 
CM 

CO 
< <D 
Q . X 

n^M(1028m"3) 
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PAS (nfcS) and from TEM assuming equilibrium bubbles (nJ£M). 

3.2 Water Radiolysis under ITER Conditions 
3.2.1 ITER CTA Task T50: Primary Water Loop Technology 

This task is the contiuation of the task NWCl-1 aiming at calibrating the com­
puter code CHEMSIMUL to allow reliable extrapolation to ITER conditions. The 
computer simulation refers to irradiation experiments performed by CEA in the 
frame of the present T50 and described in CEA's proposal dated March 1994. The 
task includes 

• Simulation of radiolysis of borated water capsules at 120°C. 

• Influence of dose rate on the radiolytic yields G(Oa) and G ^ O j ) . 

• Literature review on methods for suppresion of water decomposition in reac­
tors. 
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