Corporate R&D Portfolio Management Environment Business Case
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APPENDIX G

TECHNICAL SPECIFICATIONS AND TIMELINE

This appendix provides the technical specifications for the Corporate R&D Portfolio Management Environment alternative. These specifications were developed in order to form the basis of an accurate cost estimate and utilized a standards-based approach consistent with guidance provided by the Department of Energy (DOE) Information Architecture Standards Program. Included are basic technology requirements, physical system configuration, hardware and software specifications, a detailed implementation schedule, structured application development methodology, and security requirements.

G.1  Critical System Technology Requirements

Described in Table G-1 are the critical system technology requirements necessary to deploy the Corporate R&D Portfolio Management Environment.

Critical System Technologies
Description of the Requirements

Certificate authority (CA)/ Public Key Infrastructure (PKI)
The proposed system configuration requires an open, PKI-enabled e-commerce application that allows DOE and R&D institutions systems/users to be digitally authorized to access the system and input/output data.

Electronic workflow software
A key component of the system will be the incorporation of electronic workflow routing, processing, and approvals.

Digital signature
The system will be required to support electronic signature of incoming proposal and award information for all DOE R&D projects.

XML-based data interchange standards
The use of eXtensible Markup Language (XML) data interchange standards for all system interfaces is required.

Architecture/data dictionary configuration management software
All data architecture, data modeling and operational data dictionary requirements will be met with a Universal Modeling Language (UML) based data management software package.

Security architecture compliance software
System development, testing, and deployment will be reviewed and approved as part of a DOE security architecture compliance process.

Intranet/portal query and reporting software
Data and user role access will be implemented using web-based intranet/portal query and reporting software capabilities.

Standards-based database connectivity development/tools
A set of standards-based database connectivity tools will be utilized to ensure secure, real-time and/or transaction-based database connectivity between systems is available.

Electronic records management technology support
Approved Federal electronic records management capabilities will be required for all paper records being automated for electronic storage within the system.

Distributed/mirrored database replication technology and disaster recovery support
Due to the mission critical designation of the system, a distributed/ mirrored database deployment with two production locations is recommended. 

Table G-1

Critical System Technology Requirements

G.2  Hardware/Software Specifications

Following are the specific requirements for the proposed Corporate R&D Portfolio Management Environment system. 

Primary Database/Workflow Server(s) Configuration

Processor: 



Configuration:


SUN  R10000 class 


8 400Mhz CPUs (expandable to 20 CPUs)

8 Power Supplies

1 Power Sequencer

4 AC Input Modules

16 fan trays

5 E10000 COD System Boards w 4x400Mhz CPUs, 2 GB Ram

E10K COD Software

System Service Processor

SSP Software

Automated Dynamic Reconfiguration (ADR) removes the need for manually entering commands when reconfiguring domain resources. Instead of using a keystrokes or mouse clicks, ADR automates the domain reconfiguration process with a simple script of code that can be run when needed. Scripts can be written and executed by system administrators to address peak load situations, reallocating resources on the fly, dynamically moving system boards from one domain to another. 

InterDomain Networks (IDN) facilitates data transfer between domains by providing a high-speed network connection between individual domains via the Gigaplane-XBTM interconnect. This virtual link between domains can be temporarily set up when needed for data mart loads, network backup and other high-bandwidth inter-domain communications. 

Intranet/Certificate Server(s) Specifications 

Processor:



Configuration:



SUN R3500 class 


4 - 400Mhz CPUs

SunCD32 3 PCM

Second Peripheral PS

2 CPU/Memory Boards

2 1GB Ram Kits

One Sbus I/O Board

One DC-AL Interface Board

4 GBIC Modules

2 2-meter FC-AL cables

4 18.2GB FC-AL disks

Solaris Server License

Disk Storage Configuration

Description:




Configuration:



Redundant Arrays of Independent

Disks (RAID) Storage A3500FC 

60x36GB

FC-AL Interface

5 trays Cabinet

2 15-meter FC-AL cables

1 FC-AL controller

2 FC-AL Sbus Host adapter
G.3  Physical System Configuration Diagram
This high-level physical configuration of hardware and software is proposed to support three system modules and the appropriate infrastructure technology interface components. The Corporate R&D Portfolio Management Environment system configuration was designed as a hybrid of both a centralized datastore and DOE R&D laboratory-based distributed data feeds, which includes redundant rule/database/replication server repositories at two primary operations locations, which are mirrored. The server hardware configurations are recommended to be clustered servers with fail-over capability at each location. Additionally, there will be a development and testing environment required to ensure proper configuration management and control of all future system changes that could be required once the system enters the operational phase of the project. The development and testing environment will be at the same location as one of the production sites.

The physical hardware and software configuration is illustrated graphically in Figure G-1 and includes the following major components:

· Clustered database/workflow server configuration at each location.

· Clustered intranet portal/server at each location.

· RAID disk storage array at each location.

· Complete development and test configuration.


Figure G-1

Physical Hardware and Software Configuration

G.4  Structured Application Development Methodology

A structured application development methodology was utilized to estimate the costs associated with the central systems development effort. Figure G-2 illustrates the five major stages of the structured application development process including project conception, requirements definition, business systems design, system build, and system implementation.
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Figure G-2

Structured Application Development Process

G.5  Phased Schedule and Timeline

Figure G-3 illustrates the detailed project implementation timeline developed for the Corporate R&D Portfolio Management Environment system. The timeline assumes a project start date of October 1, 2000. Given that start date, project managers could reasonably expect to achieve the three major milestones as follows:

· Milestone I – Proposal submission modules delivered – February 18, 2002.

· Milestone II – Project tracking and program management modules delivered – October 21, 2002.

· Milestone III – Project Execution modules delivered – July 3, 2003.
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Figure G-3

Timeline for Corporate R&D Portfolio Management Environment
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