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DESCRIPTION - An algorithm for performing curdling optimization which
is a derivative-free, grid-refinement approach to nonlinear
optimization was developed and implemented in software. This
approach overcomes a number of deficiencies in existing approaches.
Most notably, it finds extremal regions rather than only single
external extremal points. The program is interactive and collects
information on control parameters and constraints using menus. For
up to four dimensions, function convergence is displayed
graphically. Because the algorithm does not compute derivatives,
gradients or vectors, it is numerically stable. It can find all the
roots of a polynomial in one pass. It is an inherently parallel
algorithm. Constraints are handled as being initially fuzzy, but
become tighter with each iteration.

PACKAGE CONTENTS - Media Directory; Software Abstract; Media Includes
Source Code;

SOURCE CODE INCLUDED? - Yes

MEDIA QUANTITY - 1 3.5 Diskette

METHOD OF SOLUTION - The state-of-the-art for nonlinear optimization is
very sophisticated in the area of gradient searching, but has
several notable deficiencies. First, all extant algorithms assume
that a single extreme value is sought, and they stop when a
convergence criterion indicates that this extremum has been
reached. Many problems, however, exhibit multiple minima or are
flat in the optimal region. The multiple minima may represent
alternative solutions, and therefore provide useful information for
any real world problem. A flat region around the optimum represents
a vague optimal region. In the real world, such a case corresponds
to a control problem where the control variables do not need to be
controlled very tightly to achieve an optimal result. For example,
there may be a range of temperatures over which the quality of
steel being produced is identical. It is useful to know that this
is the case so that effort is not wasted trying to achieve
unnecessary process control precision. Existing algorithms do not
provide this information. If it is known that there are multiple
minima, conventional algorithms require that the user provide and
initial guess close to each minimum. Since the user generally has
no idea where such optima are, or even how many there are, the
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METHOD OF SOLUTION -(CONT)  program must be run multiple times. Dynamic
memory allocation has been implemented to handle problems with any
number of variables.

COMPUTER - MLT-PLTFM

OPERATING SYSTEMS - UNIX

PROGRAMMING LANGUAGES - C

SOFTWARE LIMITATIONS - OPTIMIZE is a single-user system; the problem
size is limited only by the amount of available RAM storage, and
the dynamic memory allocation feature makes memory limitations
unlikely.

SOURCE CODE AVAILABLE (Y/N) - Y

UNIQUE FEATURES - The program has a number of advantages: extremal
regions, not just single points can be identified and graphically
depicted as an aid to decision making, flat response surfaces near
the optimum do not cause convergence problems, but are merely part
of the solution within the indifference bounds, local minima do not
cause premature termination, no derivatives are required, the user
does not need to know how many optima exist nor to supply good
initial guesses, for polynomials all roots are found in one run,
for nonlinear least squares, the size of the indifference region
indicates the extent of lack of fit, and the existence of multiple
regions in control space indicates model indeterminancy, the
algorithm is inherently parallel, the input of parameters and model
execution are interactive, no gradient search is performed and the
algorithm is numerically stable.

OTHER PROG/OPER SYS INFO -

HARDWARE REQS - The software will run on any machine with normal RAM
limits.

TIME REQUIREMENTS - Small problems run in 2-15 seconds on a Sun
workstation.

REFERENCES - None

ABSTRACT STATUS - Submitted March 1996. Released AS-IS 6/21/96.
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