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% Abstract 

The purpose of this research was to develop a sciencebased understanding of the 
early-time behavior of electric s d a c e  arcing in air at atmospheric pressure. As a first 
step towards accomplishing this, we used a kinetic approach to model an electron swarm 
as it evolved in a neutral gas under the influence of an applied electric field. A computer 
code was written in which pseudo-particles, each representing some number of electrons, 
were d e r a t e d  by an electric 
was calculated eECimtly using 
background gas led to the creation of new particles through the processes of ionization and 
photoionization. These processes were k u n t e d  for using measured cross-section data 
and Monte Carlo methods. A dielectric half-space was modeled by imaging the charges in 
its surface. Secondary electron emission from the surface, resulting in surface charging, 
was also calculated. Simulation results show the chmaderistics of a streamer in three 
dimensions. A numerical inst 
brmchjng. 

The electric field due to the charged particles 
algarithm. collision of the electrons wifh the 

encoultered before the streamer matured to form 
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Li&tni.ng Induced Arcing: 

1 Introduction 

An LDm Report 

The goal of this project was to develop a sciencebased understanding of the early-time 
behavior of high-voltage electric breakdown that occurs in air at atmospheric pressure. 
In particular, we are interested in surface Bashover, where breakdown occurs moss a 
dielectric surface. Our interest in these matters stems from the fact that we are responsible 
for answering questions about lightning environments as they apply to weapon safety. 
Frequently, these questions demand an undektanding of electrical arcing in order to 
determine if lightning will cause arcing to a benign object, such as a weapon case, or to a 
nuclear safety critical component. A large number of lightning-caused arcing situations 
related to safety involve high-voltage arcing in the presence of one or more dielectric 
surfaces. Some examples are: arcing through cracks in cable insulation or across the face 
of a connector fiom pin to connector body (two planar surfaces), arcing through pin holes 
in cable insulation (a surrounding surface), or arcing across a dielectric isolator (a single 
Surface). 

Presently, empirical data (combined with large safety margins) is used to support safety 
assessments, whenever possible. The use of empirical data is unsatisfactory, however, 
because the data usually does not exist for the particular situation that we are interested 
in and without an undentanding of the underlying physics we cannot extrapolate the data 
with the confidence level needed by nuclear safety unless we resort to using gross upper 
bounds. It is important to develop our understanding of the arcing process because the 
use of gross upper bounds ca.n lead to a situation where we are forced to require additional 
layers of protection, which increases the c06t and complexity of an operation. 

1.1 Descriptibn of the Breakdown Proces 

Breakdm in gas, without a surface 
low pressures (pd < 200 cm, where p is the pressure and d is the gap distance), the 
Townsend model is valid higher pressures, the Townsend model becomes invalid and 
we must turn to a streamer model in order to explain the results [I]. Since breakdown at 
atmospheric pressure (p =760 Torr) is our primary concern, and our gaps are usually on the 
order of one centimeter or larger, we are interested in mod 
process. 

by an electric field, collides with the background 
neutral gas molecules, ionizesthe molecules and create new electrons. These new electrons 
are. then also accelerated by the electric field and further ionize gas molecules. The 

by one of two models. At 

In breakdown, an is 

number of electrons (n) in the problem space grows exponentially ( n = weQ2), leading 



to what is known as an electron avalanche. Eventually, the number of electrons and 
ions in the problem space become so great that their field modifies the applied electric 
field. At this point we say that the electron swarm has transitioned from the avalanche 
stage into the streamer stage. In a uniform field, and only in a uniform field, it has been 
found experimentally that the a&&ebstrea.mer transition necessarily leads to a total 
breakdown of the gap [2]. 

the body of the streamer, the electric field is smaller than the applied field. Small changes 
in the electric field cause the growth rate of the electrons (cy) to change by a large amount. 
Therefore, electrons will form in the head of the streamer faster than in the applied field 
alone, but will form in the body of the streamer slower than in the applied field alone. 
Since the majority of the electrons are in the body, the overall growth rate of the electrons 
will decrease when the a&&et&streamer transition occurs [3]. 

At the same time that ionizations are occurrhg, the gas' molecules are being excited by 
collision and release photons of various energies. These photons travel in all directions and 
are absorbed at various distances from their origin. Some of the high energy photons lead 
to photoionization and the subsequent formation of new electrons at locations removed from 
the main avalanche. These electrons are the seeds of secondary avalasches and streamers. 
The secondary streamers coalesce, which contributes to the branched appearance of the 
breakdown [2]. Instabilities in the ionization front may also contribute to the appearance 
of branching. 

1.2 Past Work 

It is difEdt to find consistent idomtion on the effect of a dielectric surf& on breakdown 

The electric field a h e a d  of the streamer is greater than the applied field, while inside 

j 

strength. Much of the information on breakdown in atmospheric air comes from the 
power industry and is mainly empirical in nature. One paper notes that the breakdown 
strength of a miform field gap with a right cylinder dielectric spacer is roughly half the 
breakdown strength of the gap without the spacer for a 50 Hz voltage waveform [5]. In 
the literature on vacuum breakdown, which has a much better scientific basis than that 
of the power industry, there is general agreement that breakdown wil l  occur preferentially 
&cToss an insulator surface that bridges the gap between two electrodes. In a vacuum the 
breakdown process consists of three stages: (1) There is an emission of electrons fiom the 
triple junction (the junction between electrode, dielectric and vacuum) that initiates the 
breakdown. (2) There is a development of the discharge, which causes gas to be desorbed 
from the insulator's surface. (3) The breakdown occurs within the desorbed gas by either 
a Townsend or streaxpering process [SI. 

I Since the processes in the vacuum literature were well developed, we used them as a 
guide to determine the processes needed in our problem. 
thought to occur due to imperfections in the mating between the dielectric spacer and the 
electrode leading to high field regions that a c e  the number of electrons being emitted 
from the electrode. 

The triple point emission is 

1 
I 
I The geometry of these imperfections are &cult to quanti& There 
1 
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is further uncertainty as to what causes the emission fiom the electrode in the first place, 
whether it is a microscopic whisker that enhances the field at the emission site or a small 
speck of oxide that acts as a catalyst [I. Because of the uncertainty concerning the triple 
point we decided not to model the electrodes in the problem and merely postulate the 
exjstence of an initial swarm of electrons. Not modeling the electrodes has the added 
benefit of the field calculations. There is much contention over what constitutes 
the second stage of the vacuum breakdown process, but the most accepted theory is that 
rn electron a&che propagates &CTOGS the dielectric surface and causes gas to desorb fiom 
the surface. The avalanche is caused by secondary emission electrons being released by the 
impact of primary electrons on the surface [SI. We included secondary electron emission 
fiom the surface as a source of electrons and as a surface charging mechanism in our 
problem. We did not, however, model the desorption of gas from the surface since, unlike 
desorption in a vacuum, the increase in gas density over the density at atmospheric pressure 
is relatively low (91. The only way that a desorbed gas could idhence the breakdown 
process is if it were of such a species that small amounts could function as a catalyst in the 
background gas so that the mixture has a lower breakdown voltage. 

1.3 Problem Description 

The geometries that we are actually concerned with involve breakdown moss complex 
surhces with complex electrodes that lead to the presence of highly nonuniform fields. In 
order to study the fundamental physical processes, we will simplify the geometry to one of 
an infinite dielectric half-space with no electrodes as shown in Figure 1. A uniform electric 
field, Ejm = ZEim is applied parallel to the surface of the dielectric half-space, which fills 
the region 2 5 0. At time t = 0, a small number of initial electrons (- lo), uniformly 
distributed in a small sphere about the origin (radius - lpm), are allowed to move in the 
electric field. We track the progress of each individual electron wing the computer code 
described below. We can thus observe the behavior of the electron swarm as the breakdown 
develops. 

. 

I 
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2 Code Description 

The code that we wrote to study breakdm'fdh into the general cat 
codes [10][11]. We chose the particle approach because of its flexibility - as long 8s we 
account for the microscopic interactions of the particles, we can model the macroscopic 
behavior. We first impose a temporal grid on the time variable, discretizing it into uniform 
time steps At., Because the mass of the electron is much d e r  than the 1118s~ of the ion, 
at early time, the ions can be approximated as standing still and we can concentrate only 
on movement of the electrons [4]. At each time step we first calculate the electric field that 
exists at each electron due to the applied field and due to the field whose sources are the 
other charged particles in the problem space. We then update the position and velocity 
of each electron by integrating its equations of motion aver the time step At, using the 
force due to the electric field. Next, we use measured cross-section data and Monte Carlo 
methods to determine if the electron collided with a molecule of the background gas 'in the 
preceding timestep. If a collision did take place, we determine if the cobion was elastic, 
excitational or ionizing. If the collision was ionizing, new charged particles (at least a single 
electron-ion pair) enter the problem space in the next time step. If a dielectric surface is 
present, the electron can collide with it and either attach to it or release electrons from it. 
With new electrons and ions having the chance to enter the problem space at each time 
step, the number of charged particles can become large enough to overwhelm the computer. 
As the number of electrons or ions exceeds a given limit, the particles are renormabed such 
that each particle in the problem space represents a group of actual particles. The program 
then proceeds to the next time step where the above sequence repeats itself. The following 
sections discuss each of the major &eps of the code in detail. 

2.1 Picking the Time Step 

First we must establish the time step (At ) for the code. The collision hq-&ency v(e)  for an 
electron colliding with a background gas molecule is defined as the number of collisions an 
electron undergoes per unit .time (usually per second) [2] 

v(e) = TNo(e) . (1) 
where T is the mean random velocity of the electron, N is the density of gas molecules and 
a(€) is the cross-section of the electron-neutral collision, which is a function of the colliding 
e l e ~ t r ~ d s  energy e. As we will see in the section below entitled "Electrons colliding with 
Neutrals", we have measured data for u(e)  and we know that 7 = d27,  m where m is the 
mass of the electron. If we find the maximum collision frequency vmax over the entire 
energy range of the electron, then we can set the time step so that we are sampling m times 
the maximum collision frequency or 

, 

The value chosen for m must be much greater than one (in all of o m  simulations we chose 
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m = 10) so that the collision probability, discussed later in the section entitled "Electrons 
Colliding with Neutrals,,, is accurate. 

2.2 Electric Field Update 

As we will discover in the section belm entitled "Pushing the Electrons", we can igiiore the 
ef€& of the magnetic field when moving the electron and concentrate only on the electric 
field. The electric field that applies the accelerating force to a particular electron has two 
contributions 

where Zirn is the applied field and ZFd is the field due to all charged particles in the 
problem space other than the electron where we are observing (the electrods own field 
does not apply a force to it). In this code we calculate the field dirrerently than the way 
traditionally used in particlein-cell (PIC) codes [I~][II], namely, where a grid is imposed on 
the problem space, the particles are mapped onto the grid via a charge density, the field is 
calculated from the charge density using Poisson's equation and the field is mapped onto 
the particles from the grid. Rather, we will use a hierarchical tree method as described in 
&?I, which allows us to perform the field calculation without using a grid. n e e  methods are 
advantageous in problems where there is no boundary and where the particle distribution is 
strongly nonuniform. We h o w  that the streamer exhibits a large concentration of electrons 
in its head as opposed to its body. Also as branching occu~s, there are large contrasts 
between the number of particles in the branches versus the number of particles between the 
branches. The tree method allows us to concentrate our computational resources in regions 
where particles exist and ignore regions of empty space. 

- 
E =E&Z- 

The algorithm to update the electric field at an electron is divided into three parts. 
First, we must build the tree data structure. Second, we must calculate the charge and 
center of charge for each level of the tree. M y ,  we must calculate the field at each 
electron. 

In order to build the tree data find a box with dimensions large enough 
to endose aU the charged particles in .the problem space and ca3l it the "root". We then 
divide each dimension of the box in half to form eight daughter cells. For each daughter 
cell we determine the number of particles that are located within. If the cell is empty, it is 
ignored. If the cell contains one particle, it is stored as a "leaf' in the tree structure. The 
center of charge of the leaf is the location of the single particle and the charge of the leaf is 
the charge of the single particle. If there is more than one particle in the cell, it is stored 
as a "twig" and the twig is furthex subdivided into eight daughters process continues 
until each particle has been assigned to its own leaf. Since ionscanoccurin 
the time step preceding the field update, it is possible to have three collocated particles 
in a cell: the original electron, and an electron-ion pair from the neutral. The algorithm 
needs to exit if all particles within a cell are collocated in order to avoid an infinite loop. 
Later, during the field update this means that we do not account for the field on a particle 
due to other collocated particles. This should be the case only for one time step until the 
collocated particles can move far enough away fiom each other that each particle is assigned 
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a separate leaf. 

The charge for each twig is found by adding the charge of each of its daughters. The 
center of charge is computed by adding the center of charge of each daughter weighted by 

. the number of particles the daughter contains. The calculation progresses fiom the leaves 
of the tree to the root. 1 

' ' When calculating the field at the 2* electron we start at t root. Foreachtwig 
j we take the ratio between the length of the twig's side Sj and the distance between the 
observation electron and the center of charge of the twig 1.ijl. If the ratio is less than a 
user-dehed criterion 8, the internal structure of the twig is ignored and the electric field at 
electron i due to the twig j is 

(2) 

. wheie qj is the charge of the twig and €0 is the permittivity of h e  space. This field is added 
to the cumulative total for the obervation electron. If the ratio Sj/lql > 8, then each of 
the twig's daughters is checked against 8 and the process continues until the criterion is 
fulfilled, or until wb reach a leaf. More details of the tree method can be found in [12]. 

The electric field update is where the code spends the vast majority of run time. The 
field can be updated at each time step, or time steb can be skipped between field updates 
at the user's discretion. Within the field update, the majority of time (-95%) is spent in 
the subroutine that calculat& the field at each particle; building the tree and calculating the 
charge is cheap by comparison. If there are M charged particles in the problem space, the 
field update is done in - M log M operations. If 8 is allowed to approach 0, the operation 
count increases to - @ because the algorithm must traverse the tree down to the leaf level 
in order to satis@ 6. For all the results shown here, 6 = 0.5, which is conservative. We 
used recursion to implement all aspects of the field update. 

If an infinite, half-space dielectric is present, filling the space z < 0, then each charged 
particle q located at (z, g, z) has an image particle located at (-z, g, a). The image particle 

- qjq 
Ej(i) = -- 

4T€o i q 1 3  

I 

&'a charge of 
I .  1-I5 q=- 'Q 

1 + 
where E, is the relative permittivity of the dielectnc. 

2.3 Pushing the Electrons 

The equations of motion' for an electron are 
& -  m - = F  d t ,  

ClE ' _  

dt 
- = 2 ,  

where m is the mass of the electron, B is its velocity, Z is its position, is the force on the 
electron, and t is time. Finite-dif€erencing these equations dows us to update the velociw 

12 



and position using the leapfrog methoc. 

- - 
2- = X d d  + V-At 

where 5- is cdcdated at a time At/2 hter than the known quantities zdd and F d d .  h 
order to start the entire process, we interpolate v(0) badc in time to v(-At/2) using F(0) 
[lo]. 

The force on the particle is due to‘both electric and magnetic fields - F = qE + q(5 x B) 
However, the source of the magnetic field B is an electric current. At early time when the 
electron density is small, the electric currents are also small and the generated magnetic 
field can be ignored. 

2.4 Electrons &lliding with Neutrals 

, the code follows the method outlined in$13]. At early time, the ion and 
electron densities are d enough that we can ignore.&llisions between electrons and ions 
or collisions between electrons. Therefore, we only have to concern ourselves wi€h the 
probability of the electrons colliding with the background gas neutrals and further with the 
probability of collision type: elastic, iexrcitational, or ionizing. The probability of a collision 
occurringattimetis 

where V ( E )  is the mllision.frequemy (1). Since the electron is accelerated in the electric 
field, its energy continuously changes with respect time, and thus, finding P(t) becomes 
difEcult. We have to use a small enough time step that the electron has an approrrcimately 
constant energy over its time step, and therdore, its collision frequency V ( E )  is approrrcimately 
constant. We could then perform the integral over a particular time step analytically: 

p( t )  1 - e- JO’ +I& (3) 

vAt i f u A t e 1  (4) 
Equation (4) emphasizes t 
probabfity of multiple collisions between time steps vanishingly small. This is accomplished 
,by using a large value of m in choosing the time step, as discussed previously. A collision 
takes place if a random number, d o r m l y  distributed on the interdl [O,l] is less than 

imestep must be small in order to d e  the 

on frequencies (elastic, 

V ( € )  = Vel(€) + V,(€) + V h ( € )  + ... + V N ( € )  

We will add one more process to the sum, the “null-collision” process which is 
construded to mabe the total collision frequency constant with respect to energy (vT). . 
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With this, we can per€orm the integration in (3) analytically, without regard to the size of 
the time step and obtain 

P(t) = 1 - 
so that 

, (5) . -  
UT 

I 

i 

For each electron we generate a uniformly distributed random variable on the intendl [OJ] 
for the quantity (1 - P(t))  and use (5) to find the time when the collision will occur. We 

After acmuntb& for the collision, a new collision time is calculated for the electron. The 
disadvantage of this method comes when we determine the type of collision that occurra 
some probability exists that it will be a 'bull collision" in which case nothing happens. If 
the "null collision" probability is excessive, the &ciency of this method goes down. 

Once a collision occurs, the next step is to determine the type of collision. In order 
to do this ef€iciently we generate a "stacked" table of collision frequencies as a fundion of 
energy, which is shown in Figure 2. For this example, we restrict ourselves to only three 
subprocess collision frequencies: the elastic vd(e), the excitational, ye(€) and ionizing ' 
v-(e). We stack the data by adding the data of the subprocess being plotted to all of the 
subprocesses plotted previously. In our example vd(e) is plotted first. The next curve 
is plotted by adding v=(e) to vd(e). The next curve is plotted by adding v-(e) to both 

, push the electrons until that time, so that we know its energy when the collision occurs. 

I 

i 

. 

vcz(e) and K?l(e).. 

The dotted, vertical line in Figure 2 indicates the probability that an electron of energy 
4 underwent a given subprocess collision. The stacked data divides the dotted line into 
four segments. The fraction of the line that lies between two curves is the probability that 
the added process of the upper curve occurred. For example, let us generate a uniformly' 
distributed random variable X in the i n t d  [OJ]. If 

Vd ( G )  /UT 

[Vel (a) + vcz(a) + vim(%)] /UT 

0 < X < Vd ( G )  /UT, 
x < [Ud (e) + vcz(G)] /UT, 

[Vef ( G )  + vez(G)] /UT < x < [Ud (Q) + vcz(a) + vion(G)] /UT, 
x < 1, 

elastic collision 
excitational collision 
ionizing collision 
null collision 

If two gas species form the background neutral particles, for example nitrogen and 
oxygen - the main components of air, the procedure is the same as outlined above except 
that more bookkeeping is invold. The collision frequencies of the second gas species is 
stacked on top of the collision frequencies of the first gas species and the above procedure 
will indicate not only the subprocess, but also which gas species the electron collided 
with. This procedure works only because at atmospheric pressure, the various measured 
cross-sections are independent. At higher pressure, multiple scattering causes the measured 
cross sections to cross couple. 

Each type of collision results in a Merent modification to the particle population. In 
an elastic collision no new particles are created. The primary electron recoils in a new 
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2. Stacked collision Fkequencies 

random direction: 

and 
e = co~-l(i - 2x) (6) 

= 27rY (7) 
uted random variables in the interval [0,1] and 

8 and 4 are spherical coordinates in the center of mass coordinate system of the primary 
electron (d, y', 2). Figure 3 shows the mass coordinat and its relationship 
to the laboratory coordinate system ( es z' is dong the 
velocity vector of the primary electron, while z' is pardel to the zy plane of the laboratory 
coordinates. Figure 4 shm the center of mass coordinate system looking down the z' axis 
in order to show u5 more cleaxly. The center of m s  coordinates must be transformed into 

X and Y are both 
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where uz,ay,uz is the projection of the unit vector in the center of mass coordiaates on 
the z,y, and z coordinates of the laboratory coordinate system respectiw?ly. All other 
quantities are defined in Figures 3 and 4. 

The energy of the primary electron is reduced aRer an elastic collision because a small 
amount of momentum is transferred to the neutral. The large differences in mass between 
the electron and the neutral, however, mahe this transfer insignificant so we choose to 
ignore it. A n  excitational collision is treated in the same manner as the elastic collision 
except the energy of the primary electron is reduced by the threshold energy needed to 
excite the neutral. This energy is obtained experimentally. 

An ionizing collision results in the creation of an electron-ion pair. The energy of the 
primary electron is reduced by the threshold energy. The remaining energy is divided 
between the primary electron and the secondasy electron using a d o r m  random variable 
in the interval [OJ] as the dividing fraction. For certain gases, such 8s nitrogen or oxygen, 



Y't 

4. Center of Mass coordinates Viewed Along Direction of primary Electron 
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we have experimental data on how the energy divides [16]. 
energy of the background gas. The velocity direction of the primary electron is calculated 
using the procedure given above for the elastic collision, The 0 direction of the secondary 
electron is dculated using an independent choice of X in (6). The 4 direction of the 
secondazy electron is dependent on 4 of the primary electron - it is ofbet from the primary 
4 by 180 degrees. 

Both the excitational and the ionizing collision processes release photons. The photons 
released by excitational collisions are too low in energy to ionize any other neutrals, but 
they do result in visible light (in the blue region of the spectrum for the main excitational 
collision processes of nitrogen). The photons released by the ionizing collisions, on the 
other hand, have enough energy to ionize the background neutrals at va.rious distances 
from the site of the collision. The tie between the ionizing collision and the photoionizing 
event is made experimentally by Penney a d  Hummert [17]. Photoionization is necessary 
to obtain the proper streamer velocity and to model the formation of a cathode directed 
streamer [4]. 

ion is given the thermal 

,. 
5 

The procedure used to 8ccoullt for photoionization is now described. Using the Penney 

in space given an ionizing mllision. Therefore, after an ionizing event occurs, we generate 
a random number X, uniformly distributed on the interval [0,1], which we compare to the 
photdectron probability (PF). If X < P ? ,  an electron-ion pair due to photoionization 
was generated somewhere in space. If a photoelectron was generated, its distribution is 
uniform over 47r steradians. We use (6) and (7) to determine 8 and 4, which in this case 
are already in laboratory coordinates with the origin at the collision location. The radial 
distance fiom the collision point is determined from the plot of $ data presented in Figure 
3 of [17]. The quantity $ is the number of photoelectrons generated per (ionizing collision 
event - steradian cm 'I&). $ is plotted as a function of distance from the ionizing collision 
(R)  times pressure (p) (Rp is in cm-Torr). The probability that the photdectron is 
created at a distance Rp from the ionizing collision is 

. and Hummert data we can obtain the probability for creating a photdectron anwhere 

pp. (RP) = 4 ? L $  V P )  W P )  (8) 

Note that Pp., which we used previously, is actually P?(O). Given the random number 
X that we generated to find if a photoionization occurred, we find the value of Rp where 
PF (Rp) = X. This represents the closest possible value of Rp where the photoionization 
could occur. 

The photoionization event generates a second electron-ion pair in addition to the pair 
generated by the ionizing collision itself. The electron is given a nominal energy of 0.1 
ev and a docity direction, each component of which is uniformly distributed aver the 
interval [-0.5,0.5] and normalized after coI1Sf;Nction. The ion, like the ion generated by the 
collision, is given the thermal energy of the background gas. 
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E, Energy 

5. Secondary Electron Emission Curve 

2.6 Surface Interactions 

In the code, there are three ways that 'the electron interacts with a dielectric surface. 
First, the surface 'duences the field through image charge, which was previously 
discussed. Second, the electrons are not dowed into the region occupied by the dielectric. 
Finally, electrons colliding with the surface either become attached to the surhce or release 
electrons from the surface depending on the energy of the incident electron. This results in 
a charging of the GuTf&ce, which d e c t s  the evolution of the streamer ac~oss it. This last 
effect, which is what we will discuss in this section, is known as secondary electron emission 

: The theory behind secondary electron emission of dielectrics is discussed in [lS] and 
number of electrons 

released from the surface per inci ion of the energy of 
the incident electron. Note that t E < E1 and E > BIZ) where 6 < 1, 
meaning that the incident electrons have a attaching to the surface and charging 
it negatively. Note also that there is a maximum,number of electrons released from the 
surface 6,,,, which occurs when the incident electron has an energy of E,,,. In the code we 
approximate the SEE curve by two straight lines. The first line passes through the points 
(1,E1) and ( ti,,,, E,,,). The second line passes through the points ( S,,,, E,,,) and (l,E11). 
In this way, we can characterize the SEE curves by four pieces of information: Ez,E1l,Em 

5 shows a typical SEE curve for a dielectric surface. 
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and 6,. 

If an electron hits the surface and 6 < 1, we generate a random variable X, unifody 
distributed on the interval [0,1]. If X < 6, the incident electron is moved to the surface 
(z = 0) and released back into the problem space with an energy of 0.1 ev. If X > 6, the 
incident electron is changed to be a 'W electron", which is d&ed as an electron that 
is not allowed to move from its location on the wall. It is thus removed from the swarm, 
but influences the swarm through its charge. If the electron hits the d a c e  and 6 > 1, we 
generate a number of secondaries equal to the integer part of 6. The fractional part of 6 
is handled like the 6 < 1 case. Each secondary electron is released into the problem space 
with an energy of 0.1 ev. For each secondary electron created, a corresponding "wall ion" 
is created that is not allowed to move from the wall, but influences the swarm through its 
charge. 

2.6 Particle Renormahation 

The breakdown process involves electron densities on the order of lo1* - 1015 electrons/cm'. 
On the computers available to us, our simulation size is limited to approximately 104 
particles. Therefore, ea& particle represents some nun;ber of electrons or ions depending 
on the stage of the simulation. This is similar to what is done when simulating a collision 
between two galaxies 1121 except that in ourcase the number of particles grows exponentially 
throughout the simulation and must be renormalized repeatedly as time progresses 1141. For 
example, in the first results presented below, at 11 ns there are lo9 electrons in the problem 
space; each particle represents an average of io5 dectroni if we are using io4 particles to 
simulate the electrons. 

Electrons and ions are renormalized separately and the renormalization is accomplished 
using energy as a discriminator. In this code, prior to running the problem, the user 
defines three energy bins: low energy, medium energy and high energy by defining the 
upper and lower limits of the medium energy bin and by defining the number of particles 
that will remain in each of the energy bins once the renormalization has taken place. 
When the number of electrons reaches a given, user-defined limit, the particles representing 
the electrons are listed in energy order from the electrons having the lowest energy to 
the electrons having the highest energy. This allows us to calculate haw many electron 
particles are in each energy bin. The number of electron particles in each energy bin 
is then reduced to the bin limit by eliminating electrons uniformly over the bin's energy 
range. This culling of the particles is done without regard to spatial distribution of the 
particles. The charge of each of the particles that are left in the energy bin is multiplied 
by the reciprocal of the reduction factor so that the total number of electrons represented 
remains the same. For example, if the low energy bin contains lo00 particles and we want 
to renormalize to 750 particles, we eliminate every fourth particle in the energyadered 
list ovk this energy range. We then multiply the charge in the remaining particles by 
4/3 so that the remaining 750 particles still represent the original lo00 particles. The 
thought behind this renorma.lization scheme is that the energy bins are defined so that over 
the course of the Simulation more particles are dedicated to modeling the higher energy 

* 
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electrons and less to modeling the lower energy electrons. The high energy electrons reside 
in the head of the streamer making them more important to the physics of breakdown than 
the low energy electrons, which reside in the streamer’s tail. 

The ions are created at thermal background energy and not allowed to move throughout 
the simulation. 
renormalized in accordance with its parameters. 

Therefore, all of the ions will reside in the low energy bin and be 

3 Results 

The results shuw the evolution of a cluster of ten electrons initially confined to a sphere 
1 pm in radius. At t = 0, the electrons are released and are subsequently pushed by the 
field, collide and avalanche. The number of electrons or ions that triggers renormalization 
was set to 14,000, so we could have up to 28,000 particles existing simultaneously in the 
problem space. The low energy bin ranged from 0 to 15 ev and contained 5000 particles 
after renormalization. The medium energy bin ranged from 15 ev to 250 ev and contained 
2000 particles after renormalization. Finally, the high energy bin ranged from 250 ev to 
M t y  and contained 1000 particles after renormahation. The background gas was pure 
nitrogen having a temperature of 0.01 ev. 

3.1 Breakdown Through a Volume, Photoionization Off 

The first set of r d t s  (Figures 6-10) have the photoionization effect turned off. The 
incident field was set to be -3 MV/m and the density of the nitrogen was set to be 
1.0 x 1025m-3 - about one third of an atmosphere. The solid curve in Figure 6 shows the 
number of electrons as a function of time. The dashed curve is a straight line, which is a 
plot of the function n = 10.e2.035t , where t is in nanoseconds. In the region between 0 
and 7 ns, the exponential growth in the number of electrons indicates that the electrons 
are avalanching. At approximately 7 ns the growth in the number electrons begins to slow 
down from strict exponential behavior, which indicates the onset of streamering [3]. Figure 
7 shows the Et field at each electron in the swarm as a function of the z location of each 
dlectron at t = 9.911 ns (after the streamer is formed). The head of the streamer is between 
2900 pm and 3100 pm, while the body of the streamer is between 2200 pm and 2800 pm. 
As expected, the field in the streamer head is enhanced over the applied field by a factor 
of 1.5 to 2 and the field in the streamer body is reduced by a factor of apprahately 0.5 
from the applied field 131. Since photoionization is turned off, the streamer propagates only 
in the anode direction. Figures 8,9 and IO show three orthogonal views of the electrons at 
t = 9.911 11s to give an idea of the swarm appearance. 

3.2 Breakdown Through a Volume, Photoionization On 

The next set of results has the photoionization &ect turned on. The incident field was 
set to be -8.06 MV/m and the density of the nitrogen was set to be 2.686 x 1025 m-3- one 
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atmosphere. Figure 11 shows E, field at each electron in the swarm as a function of the z 
location of each electron at t = 4.5 ns. several avalanches have formed and transitioned to 
streamers. 

Figure 12 shows how the oping spatially. a single plume of 
electrons as was the case when the photoionization was turned off, electrons are avalanching 
and forming streamers throughout the sp individual electron is moving 
toward the mode, the formation of new rons displaced fkom the original 
avalanche in the direction of the cathode (-z) makes it appear as the streamers coalesce 
that the streamer is catho 

4 Experiments 

ed as well as being anode directed. 

This project was planned to run for two years. Validation experiments were to be 
performed at Stevens Institute of Technology in the second year. The experiments were to 
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measure the velocity of the streamer as it traveled moss a didectric surface as a function 
of gap distance and gas pressure and compare these to the code run. As a result of budget 
cuts in the overall LDRD program, this project was terminated at the beginning of the 
second year and the experiments were subsequently cancelled. 

Problem -Areas 

major problem, that we ha ectwastenninated 
shown in Figure 13, which is the same streamer as the one in Figure 7, but at a later time 

(t = 11.08 ns). In a region in the body of the streamer, we observe a high, non-physical 
electric field at a few of the electrons. These electrons adanche and create more electrons 
in the same region, which also are subject to the high electric field. In a very short time 
after the onset of the instabiity, the slope of Figure 6 ceases to decrease and'actdly 
exhibits super exponential growth. 
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A detailed view of the region around the instability is shown in Figure 14. We did not 
discover the cause of this instability, but just prior to its onset, the electrons form a dense 
cluster at the location where the instability eventually occurs. 

We attempted to suppress the instability by smoothing the electric field in the body 
region of the streamer. Our conjecture was that repeated renormahation of the electrons in 
the body region caused the neutral plasma behind the streamer head to become a;rtSciaJly 
inhomogeneous. Our most successful attempt at smoothing was realized by replacing the 
point charges in the E field calculation with uniform charge clouds whose radii are allowed 
to vary such that the density of charge inside the cloud remained constant at a user-d&ed 
value. In other words, the charge associated with a source twig in the tree is no longer 
concentrated at the center of charge location, but is uniformly distributed over the volume 
of a sphere. Similarly, the charge associated with the observation electron is also d o r m l y  
distributed over the volume of a sphere. 

. 

The expression for the mean E field due to charge cloud interaction is more complicated 
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15. Source and Ob6ervation Clouds 

than (2). Assumkg that the two charge clouds in question have a radius of u and b 
respectively and that they are separated by a distance 
partial overlap between the two charge clouds (the situation a c t d y  shown in Figure 15), 
(2) becomes 

as shown in Figure 15,s there is 

- 
[[GI6 - 9 (b2 + u2) &I4 + 16 (b3 + a3) (9) 7 e. rij Ej(i) = - 

47r&o 321iqb3U3 

-9(u2-b2)2)G12+ (u2+4ab+b2) (u-b)4] , I b - U l <  IGl < b + u  

If one charge cloud is completely contained within the other, (2) becomes 
- 

, 0 < IGl< Ib - a1 - Q j  Ti j Bj(i) = - 
47rQ m ( a ,  b)3 

Finally, if the charge clouds do not intersect each other, (2) does not change, Le., 

If the radii of the two 

charge particle density we expect inside the head of a streamer. Radius b is calculated 



similarly. 

Prior to use of the charge clouds, the simulation was going unstable 1 or 2 ns after the 
6 

onset’of streamering. With the use of the charge clouds the instability was delayed to 
occur at 4 to 5 seconds after the onset of streamering. 

6 F’utureWork 

If this work were to be continued sometime in the future, the most important unresolved 
issue is to study and solve the instability problem. Unless the instability problem is solved, 
we will be unable to progress to simulate branching of the streamer or progress toward 
simulating the formation of an arc. Also, when photoionization is turned on, the instability 
occurs before the vasious streamers in the problem space have had a chance to coalesce 
and form definite cathode and anode directed streamer fronts. Without this information 
we can’t compare simulations results to the velocity measured in a validation experiment. 
Once the instability is cured, the second most important issue is to perform the planned 
validation experiments to give us some confidence in the mde. 

The third issue is to pedorm a series of experiments to determine if a dielectric 
photoelectric && exists and if it is important in the breakdown process. Recall that 
although &utational collisions emitted visible light ahd nonionizing ultraviolet light, 
only the ionizing collisions emitted photons with enough energy to photoionize additional 
neutrh. If a dielectric surface is present, however, lower energy photons could cause the 
surface to emit electrons due to a photoelectric &&. This could be a major contributor 
in the surface breakdown process. 

71.:c 

The fourth issue is to Correct our cross section data for oxygen and run some validation 
tests in oxygen. Unlike nitrogen, oxygen has an attachment mechanism - electrons attach 
to q g e n  neutrals - which suppresses the growth of the number of electrons. F W y ,  
we need to simulate breakdown in a nitrogen-oxygen mix (simulating air) and run some 
validation tests in the mixture. 

7 Conclusion 

, 
In this project we used a computer code to successflluy simulate the transition &om 

avalanche to streamer in three dimensions. It is our belief that this is the first time this I 

has been done. We were unable to simulate the formation of branding because of an 
instability that occurred after the streamer was formed. Further work on the instability, 
as well as the planned validation experiments, were stopped as a result of the premature 
termination of this project.. - 
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