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STANDARDS FOR MESSAGE-PASSING IN A DISTRIBUTED MEMORY

ENVIRONMENT

David W. Walker

Abstract

This report, presents a summary of the main ideas presented at. the First CRPC Work-
shop on Standards for Message Passing in a Distributed Memory Environmerlt. held April

29-30, 1992, in Williamsburg, Virginia. This workshop attracted 68 attend_es including
i'epresentatives from major hardware and software vendors, and was lhe first in a series

of workshops sponsored by the Cent,er for Research on Parallel Comput,ation. The a.inl of
this series of workshops is to develop and implement a standard for messa.ge passing or,
distributed memory concurrent computers, thereby making it easier to develop efficient,
portable application codes for such machines. The report, discusses the main issues raised
in the CRPC workshop, and describes proposed desirable features of a message passing
standard for distributed memory environments.
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1. Introduction

' This report gives an overview of the main ideas presented at. the First CRPC Workshot, on

Standards for Message .Passing in a Distributed Memory Environment, heht A pril 29--30. 1992.

" at. the Hilton Conference Center in Williamsburg, Virginia. The workshop, which was gf_ner-

ously sponsored by the Center for Research on Parallel Computing (CRPC), was attended by

a total of 68 invited participants from universities, government, laboratories, and bardv,'are and

software vendors. The aim of the workshop was to assess the need for a message-passing stan-

dard on distributed memory computing syst.ems, and to establish a process for defining and

implementing the standard. In addition, the workshop discussed the important components

that should be included in such a standard. The ,,vorkshop included 19 t,alks divided among

5 sessions, and a panel discussion session. It is not the purpose of this report to summarize

each of the talks individually, but. rather to present the main ide,'Lsthat arose from the talks,

and the subsequent discussion. The workshop program, and a list of attendees, are given in

Appendices A and B, respectively.

Among the general matters discussed was the necessity of defining a global standard, rather

than just. a U.S. standard. The importance of interacting with ongoing standardization efforts

in Europe was stressed. This ongoing work was described in the first of two talks by Roll

. Hempel of GMD, who discussed t,he role played by the European Conmmnity in fostering

parallel computing standards through its ESPRIT research program, lt was also generally

agreed that. vendors should be closely involved in the standardization effort,, in order to ensure

that whatever message-passing standard emerges can and will be implemented efficiently on

commercial distributed memory computing systems.

2. The Need for a Standard

An important issue addressed near the start, of the workshop was whether a rnessage-p_sing

standard is necessary, It, could be argued that the most, difficult and time-consuming _spects

of implementing an application on a distributed memory computing system are

1. devising a correct parallel program, and

2. optimizing the code to get efficient and scalable performance.

Thus, the argument goes, in porting a code between two distributed memory computing sys-

tems the time spent in replacing the message-passing calls of one system with those of the other

" is negligible, and hence a standard doesn't gain you much. From this viewpoint issues such a,s

algorithmic correct, ness, the need for tools to aid in tide optimization of parallel programs, and

• the development of distributed memory computer hardware with low communication costs, are
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the most important, issues facing the research community. In defining a message-passing stan.

dard now we anticipate advances in these areas t.hat will make th.e inlposition of the standard

at a later date useful and worthwhile. Of course, the main object ires of a message-passing stan-

dard are portability and ease-of-use. It was also pointed out at the workshop that, by providing

high-level routines and/or abstractions, a message-passing standard calj reduce the likelihood of

programming errors, thereby enhancing program correctness. Another poinl made was that the

definition of a message-passing standard would provide vendors with a clearly defined set of rou-

tines that they could implement efficiently at a low level, or even provide hardware, support for,

in some cases. Thus, a message-passing standard not. only provides lmrtability and ease-of-use,

but, also addresses t.o a limit.,_.d extent the issues of program correctness and perforn_ance.

There was some concern expressed that standards not be imposed too early, i.e., while the

desired functionality is still uncertain. Clearly there is little point in having a "standard" that

must be modifed on a short timescale. It. emerged during the workshop that there is a large

measure of agreement over what should be included in a message-pa.ssing standard. Thus, the

prevailing opinion was that a standard is needed, and that now is a good time to begin the

process of defining it.

3. Features of the Standard

It is possible t,o consider defining a message-passing standard at, a number of levels. At the lowest

level, closest to the hardware, might be syntactically simple routines for moving packets along

wires. Above this channel-addressed level might be a process-addressed level (where a "'process"

may, or may not, be equivalent to a "processor"), such as that defined by' NX or Vertex on the

IPSC and nCUBE machines, the commercially-available Express communication environment,

or the PARMACS message-passing macros that form the basis of a draft standard for message-

passing in Europe. Higher-level abstractions, for example, Linda, MetaMP, or Shared Objects,

would lie above this level. Each level could be built using the level beneath, provided that

the overhead in doing this was sufficiently low that the cumulative overhead incurred at the

higher levels was small. These successive software levels form a series of layers, that, with some

stretch of the imagination resemble the multiple skins of an onion, with the hardware being al.

the center. We, therefore, call this the "Onion Skin Model" of the distributed communication

environment, One of the issues discussed at the workshop was at what level is it. best to try

to impose a standard, lt was noted that different people might favor different standards. For

example, a non-expert user would prefer t,o use high-level abstractions, such as virtual shared
,o

memory, so that. details c,f the message-passing are hidden. An expert, applicatien developer

might be prepared to sacrifice some ease-of-use for additional speed, and so would prefer a
Iw

standard that. provides a set of efficient primitives for point-to-point message-passing, together

" III I .. lail I II . III ] - -_
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with some global operations. Finally, a compiler writer would like to produce a portable parallel

eor ,iler, and would like to use small, _'a.,stmessages such as might be provided by a low-level

standard.

. If the Onion Skin rnodel is valid, then it. makes sense to irnpose a standard thal is also l_iyered.

However, it. was pointed out, that the hardware of different, distributed memory computing

systems is sufficiently varied that it is difficult, to impose a low-level standard that is efficient

on all machines. Therefore, it, is more appropriate to define a st,andard at an intermediate level,

and to implement this as efficiently as possible o,l each machi,le. There is still the possibility of

defining higher-level standards on top of this intermediate level. Thus, the intermediate-level

standard will be open and extendable.

Many of the talks at the workshop focused on an intermediate-level standard based on point-

to-point message passing, together with some higher-level, collective communication routines

The general consensus that emerged was that the following were desirable features of a message-

passing standard,

• Point-to-point message passing between processes (or processors) with:

- message selectivity by type and source

- message contexts

- blocking and nonblocking communication primitives

- - support for communication of non-contiguous data

• Ability to define process groups

• Global reduction operations

• Gather, scatter, and scatter-with-add routines

o Collective communication primitives such as shift, broadcast, and concatenate

• Support for heterogeneous distributed computing sys_,ems

Some of these features require further elucidation.

3.1. Message Contexts

Often a parallel program divides naturally into different, computational phases. Message con-

texts can be used to prevent nonblocking messages from different phases interfering with one

another without the need for a time-consuming barrier synchronization between phases.
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3.2. Blocking and Nonbloeking Communication

The receipt, of a message is said t,o be Mocking if the receiving process SUSlmnds exectltioli until "

ali of the message has been received. A nonblocking receive takes piace in two phases, In the

first, a receive is posted on the receiving process, that is, the user provides a I_uffer that is lo "

be used to store a specified incoming message. The receiving process can then continue to do

useful work while waiting for the message to arrive, llowever, before the data in the incoming

message can be used the receiving process must suspend execution until the message has arrived

and been placed in the buffer supplied by tlm user. This is the second phase of a nonblocking

r,'ceive, A blocking receive is conceptually the same as a nonblocking receive in which no useful

work is done between the two phases,

The above method of using nonblocking receives is comnlonly used when the maximuin

amount of work that could be done between posting the receive and actually using the received

data, is know at, compile time. In more dynamic situations there nJay be an almost arbitrary

amount, of work that a process could do until an anticipated message arrives, In such cases it, is

common to periodically check whether the message has arrived by calling a low overhead probe

routine. As long as the probe routine indicates that the message has not arrived the process

continues to do useful work, but once the message arrives ii is processed.

The sending of a message is said to be blocking if the sending process suspends execution

until ali of the message has been received. There are (at, least) two types of nonblocking send.

In one type the sending process suspends execution until it, is safe to overwrite the n_essage

buffer, i.e., until the buffer is guaranteed to be non-volatile. We can call this a partially blocking

send. A fully nonblocking send takes place in two phases. In the first phase the user supplies a

message buffer on the sending process and transmission of this buffer t,o the receiving process

is initiated. While the message is in transit the sending process can continue to do useful work,

but during this time the message buffer is volatile, and it is a programming error t,o change it,

in any way. In the second phase of a nonblocking send the sending process suspends execut, ion

until the message buffer is no longer volatile. A partially blocking send is conceptually the

same as a nonblocking send in which no useful work is done between the two phases.

In point-to-point communication between two processes any combination of communication

modes can be used on the receiving and sending processes. Fully nonblocking communication

is often referred to as "asynchronous" communication.

3.3. Noncontiguous Messages

Two methods for sending noncontiguous data from one process t,o another in a single message

were described at, the workshop. In the first method the message to be sent is made up of blocks

of data separated by a fixed stride in the memory of the sending process. On the receiving
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process the message is received into a user-supplied buffer iii blocks of data separated by a

fixed stride in n-ml lory. In general, tile block size and ..stride do not have to be the same on the

receiving and sending processes. This type of comnmnication could be use.d, for example, to

communicate a row of a distributed matrix that is stored by columns. In the second method

the outgoing message on the sending process is specified by a vector, each element of which is

a structure consisting of a pointer and an integer. The message is composed by looking at the

first, structure in th/e vector, and, starting at. the memory location given by the pointer, copying

the number of bytes specified by the corresponding integer into the message buffer. Next. the

data specified by /,he second structure in the vector is added to the message buffer directly

after that of the first., and so on for ali structures in the vector. On the receiving process the

incoming message can be unpacked into user memory using a similar vector of structures. This

type of communication could be used in certain types of gather/scatter operations in which the

distributed object from which data are being gathered and/or to which data are being scattered

has a regular decomposition, for example, the Cartesian grid typically used in particle-in-cell

simulations. Clearly, the first, method using a constant, stride is a special case of the second

method.

3.4. Process Subgroups

In some applications it is advantageous to be able to dynamically partition the processes in

use into process subgroups that, may, or may not, overlap. This permits functional parallelism

to be exploited, by allowing different groups of processes to work on different subta.sks in an

application.

3.5. Reduction Operations

Given a set of vectors with the same data distribution a reduction operation combines the

elements of each vector in a pairwise fa',hion using an associative, commutative reduction

function, and distributes the result to all processes. Thus, given the N elements of vector V,

and a reduction function, _, the result of the reduction operation would be,

A : I:1(9 V,.,_...¢, VN (1)
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3.6. Gather/Scatter Routines

Given distributed vectors X and A of length N, and an indirection vector, .h', of integers, the

gather, scatter, and scatter-with-add are most simply typified as follows:

X(I) = ,,t(h'(I)) GATtIEIt

A(K(I)) = X(I) SCATTER (2)

A(K(I)) = A(K(I)) + X(I) SCATTER-WITIt-ADD

for I = 1..... N. This is readily' extended to tile case ot" multidimensional arrays.

A gather operation executed loosely synchronously oil all processes would examine the

indirection array, K, on each process and gather to each process those elements of the array

indexed by its indirection array. Clearly, such a gather operation would need to know how the

array is distributed over the processes. This type of gather operation (lifters from that described

in See. 3.3, which is really a coordinated gather/scatter operation between two specific processes.

A scatter operation can be defined in a similar way, except in this case the indirection array

on each processor indicates to which array elements data are to be scattered. For consistency

no two entries in the indirection arrays of ali processes may refer to the same target array

element. Thus this type of scatter operation can be used to permute an array.

The scatter-with-add operation is similar to the scatter operation except, that, the restriction

on the uniqueness of target array elements pointed to by the indirection arrays is relaxed, and

data scattered to the same array element, are additively accumulated.

3.7. Collective Communication

Collective communication routines involve the coordinated exchange of data between processes

in a predictable, regular way. Examples include shifting an array along a specified array axis,

replicating an array along a specified array axis, one-to-ali broadcasts, and all-to-ali broadcasts

(or concatenation).

3.8. Support for Heterogeneous Computing

In the context of a message-passing standard, support for heterogeneous computing means that

it should be possible for the user to communicate data transparently between processes residing

on different types of processor, without having to worry about the processors having different

ways of internally representing the data. In a broader context it is desirable to define a standard

for heterogeneous computing, but it, should be noted that this involves many issues in addition

to message passing, and really requires the definition of a standard for a complete distributed

operating system ibr heterogeneous environments.
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4. Other Standards Issues

" As mentioned in the preceding subsection, ultimately it, is desirable to define a standard for

a distributed operating system. This is a more difficult undertaking than defining a standard

d for rnessage-passing, and as mentioned at. tile workshop, involves important issues such as

standards for parallel I/O. Other areas mentioned ill which the development o_'standards would

be beneficial include the definition of performance tracing routines and trace file format.s, and

standard tools for debugging, assessing performance and application behavior, etc.

lt. must also be decided whether the mapping of processes to physical processors is an issue

that should be addressed in defining a message-passing standard. In many cases this reduces to

assigning spatial subdomains to physical processors, and packages such as PARMACS provide

quite sophisticated support for this task. The mapping issue is likely to be less important on

"flat" machines for which the time to send a message between any two processors is only weakly

dependent on their separation in the communication network. On uon-flat machines, part.icu-

larly when channel-addressed comnmnication is used, the mapping of processes to processors

has a significant impact, on performance.

5. Summary

" The general consensus emerging from the workshop was that, now is a good time T,obegin the

process of defining a standard for message-passing in distributed memory computing environ-

ments. To this end a Working Group of about 30 interested and public-spirited persons was

formed, with Jack Dongarra serving as Chair and David Walker as Executive Director. The im-

portance of involving European colleagues in defining the standard was stressed, and a number

of Europeans are members of the Working Group. The main objective of the Working Group is

to take the broad outline of a message-passing standard discussed in Sec. 3 and fashion it into a

complete, well-defined, and practical standard. Rather than taking one of the existing message-

passing systems and anointing it as the standard, the intent is to settle on the flmctional and

semantic requirements (drawing where appropriate on existing systems for guidance), and then

to define the detailed syntax of the standard. It is expected that the Working Group will meet

about once every 4 to 6 months, and that it will take about 12 months to put forward a draft

standard.

il;



Appendix A, Workshop Program
p

The First CRPC Workshop on
"Standards for Message Passing in a Distributed

Memory Environment"
J

i Aprit 2_'.-30. 1992

Hilton Conference Center

Williamsburg, \'irginia. USA

VVednesday, A :,,,ril 29

First Session, 2:00pm to 3:'ISpna

• "Message Passing Syst,ems: Portability, t..aoability, Performance, Standards," Anthony

Skjellurn, Lawrence L,ivermore National L.aboratory (30 rain)
,,q

,J "'European Initiatives 7bwa,rds a Message P_sing Standard," Roll Hempe}, GMD (30

|
,R • Open Discussion (15 rain)

i! Break, 3:15pm to 3:30pm

I Second Ses.sion_ 3:30pm to 5:30pm

• "PICL:Descrip_,ior_.,Experiences, and Implicat,ions for Message-Passing Interface St,an.

dards,'" Patrick Worley, Oak Ridge National Laborat,ory (25 rain)

!_ • ....The Expre_ss Parallel Programming Environment," don Flower. Parasoft C,orporatiotl

(25 rain)
•i • '" St andt.v:ds for Building Message P_sing Systems Capable of Suppor_.ing ttigher-Level

Para_lel Languages,'" Robert. Bjornson, Scientific Computing Associat,es (25 rh in)I

_. • '"Heterogeneous Distributed Computing with PVM," Adam Beguelin, University ,_f "Iext-

r. ne:s,seea.nd Oak Ridge Na.tj,anal. Laboratory (25 rnin)

i ,,Open Dis,cu_sion (20 rain)
i Reception, 5:30pm to 7:30pm.

ii Banquet, 7:30pm to 9:30pm

!,ii
,ml
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Thursday_ April 30

Third Session, 8:30am to 10:30am

,. ® "Enhancements t,o NX/2 Messag'e Passing for Portable Communications Libraries," Paul

Pierce, Intel Corporation, Supercomputer Systems Division (25 min)

® "Message Passing on ttle Vulcan Massively Parallel Comput.er," \.'asanth Bala, IBM T. ,1.

Watson Research Center (25 rain)

® "The Reactive ';ernel and Cosmic Environment," Native and Emulated Systems for

Medium-Grain Multicomputers and Workstation Networks," Anthony Skjellum, Law-

fence Livermole National Laboratery (25 rain)

® "The CMMD Message Passing Library for the CM-5," Lew Tucker and Lennart, Johnsson,

Thinking Machines Corporation arid Harvard University (25 rain)

® Open Discussion (10 min) '

Break, 10:30am to 10:,10am

Fourth Session. 10:40am to, 12'40pm

'_ ® "Message-passing on CRAY Computer Systems," Peter Rigsbee, Cray Research, Inc. (25

. _ rain)

® "2"he Comput, ing Surface Network," Erie B,',rton, Meiko (25 rain)

J ® "Shared Object, s and their Role m Standardization," Jonathan Nash, Leeds Univer_-.;ty

(25 min)

® "Low Latency Loosely Synchronous Communication Primitives," Matt, Rosing, ICASE

(25 rain)

|
Wl ® "Portable Programs for Parallel Processors: the P4 System," Ewing Lusk, Argonne Na-

tiona, l Laboratory (10 min)

® Open Discussion (10 rain)
=

_--. Lunch 12:40pm to 2:00pm

q

!_
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Fifth Session, 2:00pm to 3:50pm

• "PARMACS: the ANL/GMD Portability Macros for Message Passing," Rolf Hempel,

GMD (25min)

• "MetaMP: A Higher Level Abstraction for Message Passing," Steve Otto, Oregon Grad-

uate Institute (25 rain)

• "A Set of High Level Collective Communication Routines for Multicomputers," Robert

van de Geijn, University of Texas at, Austin (25 rain)

• "PVM++: AI J Object-Oriented Interface tbr Het,erogeneous Computing,": Roldan Pozo,

University of Tennessee (25 rain)

• Open Discussion (10 rain)

B:,eak, 3:50pm to 4:00pm

Sixth Session: 4:00pm to 5:00pm

• Panel Discussion (55 min)

- Ken Kennedy, Rice University, moderator

- AI Geist, Oak Ridge National Laboratory

-- Michael Heath, University of Illinois

- Roll Hempel, GMD

- Anthony Skjellum, Lawrence Livermore National Laboratory

• Wrap-Up, David Walker and Jack Dongarra (5 rain)

Workshop Ends_ 5:00pm

:|
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Appendix B. List of Attendees
t,

Given below is a list of the attendees at the First CRPC Workshop on "Standards for Message

Passing in a Distributed Memor:v En_,lronment, held April 29-30, !999-, at the Willian_sburg

Hilton, Virginia. A reasonable effort, has been made to ensure that the information given here

is correct, however, there are no doubt errors. It is hoped that these do not. cause too much

inconvenience.

Giovanni Aloislo Vasanth Bala

Dipt. di Elettrotecnica ed Elettronica IBM T. J. Watson Research Center

Universita di Bari P. O, Box 218

Via Re David 200 Yorktown Heights, NY 10598

70125 Bari, ITALY 914 945-100,t (phone)

+39 80-241311 (phone) 914 945-2141 (fax)

+39 80-242410 (fax) vas©_atson,ibm.cOm

gax_.astrba,bn.cnr.it©icineca,cineca,it

Eric Barton

Ian G. Angus Meiko Limited

"_ Boeing Computer Services 650 Aztec West

M/S 7L-22 Bristol BS12 4SD

P. O. Box 24346 UNITED KINGDOM

Seattle, WA 98124-0346 +44 454-616171 (phone)

206 957-5853 (phone) eric@meiko, co. uk

angus@a_; c. boeing,com

Adam Beguelln

Marco Annaratone Carnegie Mellon University

Digital Equipment Corporation School of Computer Science

146 Main Street MLO1-5/U46 5000 Forbes Avenue

Maynard, MA 01754 Pittsburgh, PA 15213-3890

marco_a©crl,dec. com 412 268-5295 (phone)

admmb¢ce, cmu. edu

i
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Siegfried Benker $1ddhartha Chatterjee ,,

Institute for Statistics and Computer Science RIACS

University of Vienna Mail Stop T045_1 .

A-1210 Vienna NASA Ames Research Center

AUSTRIA Moffett Field. CA 94035-1000

sigi©par.univie,ac.at 415 604-4316(phone)

415 604-3957(fax)

Roger Berry sc_riacs,edu

NCUBB Corporation

4313 Prince Road Kuo-Ning Chiang

Rockville, MD 20853 MacNeil-Schwendler Corporation

rogerb©ncube,com 815 Colorado Bird

Los Angeles, CA 90041

Scott Berryman :213 2,58-9111 (phone)

Yale University k_ehia_ng_maesch, com

Computer Science Depart, meat

51 Prospect Street, Jaeyoung Choi

New, Haven, CT 06520 Oak Ridge National I,aboratory

203 432-1221 (phone) Bldg. 6012 / MS-6367
m

berrymaa¢¢s, yale. edu P.O. Box 2008

Oak Ridge, TN 37831-6367

Robert Bjornson 615 574-.8696 (phone)

Department of Computer Science 615 574.-0680 (fax)

Box 2158 Yale Station choi_sr, epm. ornl. gov

New Haven, CT 06520

203 432-1219 (phone) Mike Colajanni

bj ornson¢cs, yale. edu Dip. di Ingegneria Elet_ronica

Universita' di Roma "Tor Vergat,a"

Peter Brezany Via della Ricerca Scientifica

Institute for Statistics and Computer Science 00133- Roma

University of Vienna ITALY

A-:1210 Vienna -+39-6-72594478 (phone)

AUSTRIA +39-6-2020519 (fax) -

brezany@par,univie,ac.at colajanni@tovvxl,ccd.atovrm.it
i
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Jack Dongarra Jim Feeney

Universit, y of Tennessee IBM Endicott

107 Ayres Hall R.D. 3, Box 22,4i

Department of Computer Science Endicott, NY 13760

Knoxville, TN 37996-1301 feeneyj©gdlvm6, v'aet, ibm. com

615 974.-8295 (phone)

615 974-8296 (fax) Edward Felten

dongarralDcs, utk. edu Department of Computer Science

Un iversity of Washington

Tom Eidson Seattle, WA 98195

Theoretical Flow Physics Branch, M/S 156 206 685-2675 (phone)

NASA Langley Research C,enter felt, en_cs. _ashinggon. edu

Harnpt, on, VA 23665

804 864-2180 (phone) Vince Fernando
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