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Abstract. An analysis was performed of the three existing measurements of
the thermal conductivity and thermal diffusivity of molten uranium dioxide.
A much

A transient heat transfer code [THTB] was used for this analysis.
smaller range of values for thermal conductivity than ori%inally reported
-K'l, with a mean of

the orginal values ranged from 2.4 to 11 W-m~
whereas the recalculated values ranged from 4.5 to
COLIFP-840522--1

was found:

7.3 Wwem~l.g-1,
6.75 W-m~1-K~1, with a mean of 5.6 wW-m-1l-k-1,

1. 1Introduction

The thermal conductivity of reactor fuel is one of the more important ther-
mophysical properties needed in reactor safety analysis. 1In certain areas,
such as post-accident heat removal or molten fuel-coolant interactions, the
thermal conductivity of fuel is particularly impcrtant. The first measure-
ment of this quantity (Kim et al. 1977) employed a modulated electron beam
method, which yielded the thermal diffusivity of molten urania. The value
found was about five times greater than that of the solid at the melting
This surprisingly high value was attributed to radiative heat trans-

Subsequently, however, Bober et al. (Bober et al. 1981)

point,
Recently, two other measurements (Ctter

fer in the liquid.

showed this mechanism -to be unlikely.
and Damien 1982, Tasman et ai. 1983) of the thermal conductivity for liquid

urania were reported. Otter and Damien (Otter and Damien 1982), using a
lager-pulse method, found a value quite close to that of the earlier workers.
In contrast, Tasman et al. (Tasman et al. 1983), using a novel quasi-station-
ary method, found that the thermal conductivity of urania fell slightly on
melting. The two high results were questioned by Tasman et al. on the basis
that, because tungsten containers had been used, there was the possibility
of contamination of the sample with tungsten, as well as errors due to heat
conduction through the containers walls. Because of the importance of ther-

mal conductivity to reactor safety analysis, we undertook an extensive

analysis of the three experiments to decide whether or not there were flaws
Study of the importance of

in the heat transfer analysis of the results.
wall conduction in.two of the experiments and detalled examination of the

unique method of Tasman et al. was expected to lead to a better understand-
ing of the reported results and aid in planning other experiments, if that

seemed warranted.
We present here a summary of the results of the original workers followed
The chief tool for our analysis is the

by our analysis of the experiments.

heat transfer code THTB (Transient Heat Transfer, Version B) developed by
This is a proprietary code, originally written b%

Kaganove (Kaganove 1982).
the General Electric Company, that analyzes three-dimensional heat transfer

using a finite difference method. The basic function of the program is to
set up the general heat balance equaticns for each node point, to compute the
terms that apply from the input given, and to solve the resulting set of
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equations for the central temperatures of the nodes by the Gauss-Seidel
method. The program can treat the following heat-exchange -modes: conduc-
tion, convection, gray-body diffuse radiation, surface flux, internal genera-
tion, non-sink mass flow, and latent heat effects.

2. Analysis of thermal conductivity measurements

2.1 Measurements of Kim et al.

Kim et al. used a modulated electron beam technique to measure the thermal
diffusivity of U0y. The theory for this method was developed by Cowan

(Cowan 1961) and applied to solid urania by Wheeler (Wheeler 1965). In the
measurements performed by Kim et al., a thin U0y sample clad in tungsten was
heated with two electron beams. The top beam was modulated sinusoidally, and
the difference in phase between the top and the bottom temperatures was
measured. From the experimental phase changes, the thermal diffusivity of UOj
was calculated. Measurements were reported on two thicknesses of U02--0.813 mm
(0.032 in.) and 1.219 mm (0.048 in.)--and three modulation frequencies--0.25 Hz
(n/2 rad-s-l), 0.50 Hz (n rad-s-1), and 0.75 Hz (37/2 rad-s-1). Work was done
at 0.75 Hz only for the thicker sample. The temperature varied somewhat from
case to case. In analyzing these measurements, Kim et al. used a simple
idealized three-layer model (Sparrow 1972) in which uniform heating and no

side walls, i.e., an infinite disc, were assumed. Using THTB, we analyzed

this ideal case (designated "the ideal model”), as well as the more realistlc
case of a container with tungsten side walls in which, as in the actual ex~
periment, heating did not extend tc the edge of the container (designated "the
real model”}. The time-temperature histories of the top and bottom faces for
the UO; sample were followed using THTB. A separate computer code was written
to determine the temperature maxima and minima of the top and bottom center of
the sample and to calculate the phase shifts from the difference in time
between successive maxima and minima. We studied five cases, corresponding

to the five experimental combinations of modulation frequency and thickness.
Phase shifts were found from the THTB models of heat transfer through the
tungsten and UO; cells for the five cases using both the real and ideal

models for thermal conductivities of liquid UO3 ranging from 2 to 10 Wem~l.x-1,
These calculated phase shifts were compared to the experimental values.
Extensive tests were performed using the THTB models in order to ensure that
the calculated phase shifts were insensitive to input parameters. Phase shifts
as a function of thermal conductivity calculated using THTB for both the real
and ideal models disagreed significantly with results reported by Kim et al.
Therefore, the analysis employed by Kim et al. was reexamined.

Following the notation of Kim et al., the 1deal model of the thermal dif-
fusivity cell is shown in Fig. 1., Calculations were done for two cells: the
thin cell with a U0 layer of 0.813 mm and the thick cell with a U0y layer
of 1.219 mm. The width of the cell was assumed to be infinite.

Heat transfer in the three-layer cell is determined by the equation
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Figure 1. Ideal model for heat transfer study, Ly} = 1.016 mm, L-Ly = 1.40 mm.
where T is the temperature, t is the time, a is the thermal diffusivity, and

x is the distance from the bottom of the cell. The subscript i denotes the
layers of the cell. The boundary conditions for Eq. 1 are
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where radiation to negligible temperature surroundings gives
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In the above equations, k is the thermal conductivity; € is the emissivity;
0 is the Stefan-Boltzmann constant (5.67 x 10-8 J-K-4.m~2.s~1); Qo and Qr,
are the heat from radiation at x = 0 and L, respectively; and Ip and I are
the intensities of the electron beam at the bottom and top surfaces, respec-
tively. The intensity of the electron beam at the bottom surface is constant,
whereas that at the top surface is composed of a steady-state contribution,
I1s, and a time-dependent sine wave, sin wt.

The time at which the cell reaches steady state is t = 0. At t = 0, the
modulated heat flux from the sine-wave time-dependent electron beam is 2dded
to the top surface flux. The temperature at any point i, T;, is defined by

' -
T, =T, + Oi(x,t) (11)

where Ty 1s the steady-state temperature. Substituting Eq. 11 into Eqs. 1-10
and keeping only highest order terms in Ty, results in 12 simultaneous equa-
tions for 6; that agree with those repored by Kim et al. These equations,
given in the Appendix, were solved numerically using matrix techniques
(Dongarra et al. 1979).

The solution of these equations was checked by comparison with a single-
layer case and the solution of Cowan (Cowan 1961); two three-layer cases (for
frequency w = 7 and w = 7/2) were also checked by hand calculations.

These three-layer calculations were considered essential because comparison
with the single-layer case checks only 4 of the 12 simultaneous equations.

The phase shifts calculated for the ideal and real models with THTB are
shown for two cases in Figs. 2-3. Also included in these figures is our
reassessment of the Kim et al. measurements using the ideal analytical model.
As can be readily seen, the curves of Kim et al. give significantly higher
thermal conductivities for a given phase shift, whereas the three other curves
are in reasonable agreement. From our calculation of the phase shift using
the ideal model of Sparrow, we believe the errors in the analysis presented
by Kim et al. occurred in the final formulation and programming of the matrix
for the calculation of the solution to the twelve simultanecus equations.

The criticism of Tasman et al. that these experiments are unreliable
because of wall conduction can be more readily understood in the light of the
THTB results. The phase shifts as a function of thermal conductivity for the
ideal and real models begin to diverge significantly below about 5-6 wem-l.g-1,
Thus, assuming a high value for the thermal conductivity for liquid J02 would
lead one to conclude that wall conduction is not important, whereas assuming
a low value would lead one to the opposite conclusion. Statistical tests by
us showed no significant dependence of phase shift on temperature or cell
within a given frequency and thickmess. Although it was expected that the
thermal conductivity (and, hence, the phase shift) would vary with tempera-
ture, the experimental data for the temperature range of 3180 to 3310 K are
insufficient to confirm this expectation.

We have taken the THTB real model as the best representation of these
experiments. The thermal conductivities found from the THTB real model are

given for each case in Table 1.
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Table 1. Calculated thermal conductivity for THTB real model.

Thermal Conductivity, w-m-l.g-1

Sample
Thickness, frequency, rad-s-1
mm x/2 n 3n/2
0.813 4.6 5.0 --
1.219 6.8 5.9 6.0

Thermal conductivity values calculated using THTB ranged from 4.6 to

6.8 W-m~1-K-1 with a mean of 5.5 * 0.91 W-m~l.K-1, whereas"Kim et al. reported
a mean value of 11 W-m=1.-K~l, There is a statistically significant difference
between the thermal conductivities found for the two different cell thicknesses.
~ The means of the thermal conductivities are 6.4 % 0.45 Wwem=l.g-1 for the
1.219-mm thick cell and 4.8 * 0.20 W-m~1.K-1 for the 0.813-mm thick cell. The
meaning of this difference is not clear at present. It is possible that the
tungsten and the molten UO2 layer in the Kim et al. experiments were not in
perfect contact, as was assumed in the THTB calculations. Contact resistance
in the test cell would be relatively more important for the thin cell and would
tend to give a lower calculated thermal conductivity., If this is correct, the
higher thermal conductivity calculated from the thick cell should be weighted
more heavily. Such speculation, however, seems uawarranted without additional
deta, and we believe that the experimental phase shifts regorted by Kim et al.
are best represented by a thermal conductivity of 5.5 W'm~ ‘K-l with a

standard deviation of 0.91.



2,2 Measurements of Tasman et al.

The thermal conductivity of liquid U0y was measured by Tasman et al. using

a unique quasi-stationary method on a partially molten, self-contained sample.
A horizontal disk of U0y (6 mm in diameter and 1.2-3 mm thick) was heated in
an argon atmosphere using three continuous-wave CO; laser beams, two focused
on the top and one focused ori the bottom of the sample. Two of the beams
focused <100 W onto a diameter of about 4 mm on the sample bcttom and 2 mm on
the sample top, and the third laser focused <20 W onto about l1-mm diameter

of the sample top. The sample was heated only with the lower beam until a
temperature of 1800°C was reached. The upper beams were then turned on, and
a molten pool of U0y formed on the top of the sample. The peak temperatnre
at the center of the top face was 3200°C. The melting experiment could only
be carried out for about 4-5 seconds because of problems with vaporization of
the sample. The authors report only minor sample loss during a 5 second
exposure.

The thermal conductivity was determined from measurement of the depth of
penetration of the melt front and comparison of it with calculated values of
melt thickness as a function of thermal conductivity. The authors report a
thermal conductivity for liquid UO7 near the melting point of 2.2 £ 1 W-m~
K~1l, which is about 65% of the extrapolated value of the solid at the melting
point.

This experiment was difficult to model with THTB because of the large num-
ber of nodes required to obtain the desired spatial resolution. Tests on the
number of nodes were made to ensure that results were independent of the
values selected. We found the fractional lower beam power needed to achieve
a steady-state temperature of 1800°C at the bottom center of the UO; sample
and allowed the calculation to proceed until steady state had been well es-
tablished. At this point in the calculation, upper beam power was introduced
and heating was continued until a new steady state had been reached. The
THTB calculations were performed for liquid UO; thermal conductivities
ranging from 2 to 10 w-m~l.k-l. The upper beam power was adjusted for each
thermal conductivity so that the experimentally observed upper temperature of
3200°C was reached in five seconds. The fraction of maximum power needed
ranged from 0,425 to 0.51 for the thermal conductivities studied.

We compare, in Fig. 4, the melt depth vs. thermal conductivity curve given
by Tasman et al. (who assumed steady state) with the curves for the 5-second
and steady-state melt depths calculated by THTB. We find a significant dif-
ference between these curves. The only experimental melt depth reported by
Tasman et al. (about 0.22 mm) corresponds to a thermal conductivity of
about 4.5 W-m~l-K~! (using the 5-s THTB curve), which is higher than the
2.4 Wemmlog-l given by Tasman et al. for this single point.

The source of the dif erence between the Tasman et al. and the THTB steady-
state curves is unclear. 1In any case, the thermal conductivity reported by
Tasman et al. is too low, at least in part because of their assumption of

steady state.
2.3 Measurements of Otter and Damien

The thermal diffusivity of molten UOj at the melting point was measured by
Otter and Damien using a flash laser technique. This procedure, in widespread
ugse for many years, has been very well studied. In this method, the sample
is held in a furnace at constant temperature and one face is heated rapidly by
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Figure 4. Calculated melt depth as a function of W3 thermal conductivity.

a laser. The time for the opposite face to rise to half its maximum tempera-
ture, t1/2, is measured. In the Otter and Damien experiment, the UDj samples
were sealed in flat tungsten cells, and the thermal diffusivity of the liquid
U0z calculated from the half time of the tungsten and UQ2 compnsite. Results
of these diffusivity measurements generally confirm the previous measurementsg
by Kim et al. (Kim et al. 1977).

For this THIB calculation, the furnace enviromment was simulated by the
boundary conditions of insulation at the top, bottom, and sides of the sample.
The initial temperature was set at 3273 K. A surface flux on the top face
simulated the laser pulse. The temperature rise of the bottom face as a func-
tion of time for 1.5 seconds was calculated for a range of U0y thermal con-
ductivities. The resulting t1/2 values were used in the subsequent analysis.
Because the THTB calculation shows a peak temperature increase that is above
the temperature increase of the center of the bottom face at 1.5 seconds
(effectively t ), the half times calculated from these two temperature in~
creases are not identical. The difference in half times as a function of
thermal conductivity is shown in Fig. 5.

Otter and Damien do not give their experimental half times and provide
no details of their analysis of the experimental data. To compare the THTB
calculations with the Otter and Damien experimental results, we calculated
half times from their reported thermal diffusivities. Otter and Damien refer
to a paper by Otter and Vandevelde (Otter and Vandevelde 1982) that gives two
methods of analysis for a three~layer composite sample: (1) a three-layer
extension of the mathematical "two-layer model of Larson and Koyama" (Larson
and Koyama 1968) and (2) a Crank-Nicolson (Crank and Nicolson 1947) numerical
finite difference model that takes into account losses tc the external envi-
ronment at high temperature. The three-layer model of Otter and Vandevelde
does not account for thermal losses. We used the three-layer model given by
Otter and Vandevelde to determine half times from the thermal diffusivities
reported by Otter and Damien. 1In Fig. 5, these half times are plotted, along
with the half times relative either to peak (THTB peak) or 1.5 second {THTB
1.5 8) temperatures calculated using the heat transfer code THTB. Table 2
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Figure 5. Calculated half times as a function of thermal conductivity for

THTB model and Otter and Vandevelde three-layer model applied to the Otter
and Damien experiment.

Table 2. Thermal conductivity for Otter & Damien half times.

Thermal Conductivity,

Half time, yem-Lok-1
E Otter & Damien THTB Peak THTB 1.5 s
max. 0.083 11.06 12.0 10.8
min, 0.149 6;8 5.2 5.1
mean 0.122 8.53 6.9 6.6

gives the maximum, minimum, and mean thermal conductivities reported by Otter
and Damien, as well as those calculated using THTB with the half times deter-
mined from the three-layer model of Otter and Vandevelde.

The THTB calculations give 6.75 Wem~1.K=l for the Otter and Damien mean
half time (0.122 s), which is significantly lower than the mean of the thermal
conductivities reported by Otter and Damien, 8.53 W-m~l:-K~l. Dpifferences
in these calculations may arise from Otter and Damien's incorporation of heat
logsses with the Crank-Nicolson finite difference method; these heat losses
are not included in the THTB calculation. Because the actual experimental
half times are not published, it is impossible to determine conclusively the
source of the discrepancy.



To test the relfability of the THTB calculations for the laser~pulse ex-
periment and to assess the importance of heat losses in this experiment, the
THTB code was applied to the experimental laser-pulse results of Blomquist on
sapphire at 1207 K (Blonquist 1983). Calculations were done with and without
taking into account radf{ation heat losses from sides, top and bottom of the
sample. Half times with and without radiation heat losses differed by less
than 1%. The results of the THTB calculations agree with the measured half
time and corresponding thezmal conductivity; these lie within the range of
values for the thermal conductivity reported by the Thermophysical Properties
Research Center (TPRC) (Touloukian et al 1970) at Purdue University. Although
our calculation showed that radiation losses are unimportant for this laser-
pulse experiment, the Otter and Damien experiment was at a significantly
higher temperature, where radiation losses could become important, provided
the sample temperature is increased significantly above the furnace temper-

ature,

3 Discussion and conclusions

3.1 Recommendations and cenclusions

Table 3 summarizes the reported experimental values for the thermal conduc~
tivity of liquid U0 at its melting point and the values calculated from
our THTB models of these experiments. Our recommendation for the thermal
conductivity of liquid UO2 at its melting point is the mean of the THTB cal-
culations from the three experiments, 5.6 * 1.1 W.m-l.K-L,

Table 3. Reported and Calculated Thermal Conductivity of Liquid UOp

Reported Value, THTB Value,
Experiment Wem-l.x-1 Won-l.g-1
Kim et al. [1] 11 5.5
Tasman et al. {3] 2.4 4.5
Otter & Damien [2] 8.5 6.75

The THTB calculations for these three experiments have helped to clarify
the sources of previous disagreements. The high value for the thermal con-
ductivity reported by Kim et al. was due to errors in their solution of their
simultaneous equations. The low value reported by Tasman et zl. resulted, in
part, from the assumption of steady-state conditions that were not actually
present,

The range in the THTB values given in Table 3 is not surprising because
of uncertainties in the experiments that have yet to be resolved. The solu-~
bility of tungsten in the U0y is an uncertainty that affects the results of
both the experiment by Kim et al. and the Otter and Damien ex, :riment. 1In
addition, the absence of the experimentally determined half times for the
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Otter and Damien experiment creates a large uncertainty in the THTB calcula-
tions of this experiment. Tasman et al. state that the largest uncertainty
in their experimental procedure is the detcrmination of the temperature pro-
file of the top and bottom faces. Because these profiles are critical input
to the modeling of this experiment, this creates a significant uncertainty

in the calculated results. Another uncertainty in this experiment is the
depth of the molten zone, because measurement of the melt depth of fuel after
solidification may not be a reliable means of determination of the depth of
molten material. Ackermann (Ackermann 1955) reported the melting point of
U02 to be between 2661 and 2699 K, based on the appearance of residues from
two series of experiments for which these were the maximum temperatures.
Since the melting point was identified as 3120 K (Rand et al 1978) from ther-
mal arrest data (Latta and Fryxell 1970, Lyon and Bailey 1967, Bates 1$70)
and enthalpy data (Hein and Flagella 1980, Leibowitz et al 1971) and a solid-
solid phase transition was ident? _ed at 2670 K (Rand et al. 1978, Fink 1982,
Leibowitz, Fink, and Slagle 1983), it seems likely that the difference in
appearance obsetrved by Ackermann was due to the solid-solid phase transition
rather than melting., Thus, it is unclear whether visual observation of the
cooled sample is a reliable method to distinguish UO that 1is molten from U032
that is above the solid-solid phase transition but below the melting point.
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Appendix
The change in temperature due to the sine wave modulation, denoted by 04(x,t)
is represented by Eq. A-1 with the boundary conditions A-2 through A-6.

2

391 3 Oi
—— R ’ = -~
5t a, 5 i=1,2,3 (A-1)
3x
891
kl el 4210‘91T1 at x = 0 (A-2)
. 2, . 26, ' (A-3)
1 3x 2 3x
at x = 1y
0 = 69 (A-4)
s S (a-5)
2 3x 3 3%
at x = Lo
8y = 63 (A-6)
363 3
k3 > - —4230T303 + A sin wt at x =L
The solutions for 6; are represented as
Oi(x,t) = fi(x)sin(wt) + gi(x)cos(mt), i=1,2,3 (A-7)
where fj(x) and gj(x) are defined by
e,
—5 ta 81=0, i=1,2,3 (A-8)
dx i
2
d 8 w
7 & £f1 =0, i=1,2,3 (A-9)
dx i

A x

i
f(x) = e (Aisinl x + Bicosxix) +

i

-lix
A A -
e (Cisin 1% + Dicos 1x) (A-10)
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A,X

i
gi(x) e (Bisinkix + Aicoslix) + :
-Aix
e (-Disinkix + Cicoskix) (A-11)
© M
Ai E:i- (A-12)

In terms of fj and g4, the boundary conditions are

df1 3 b
kl = 4€10T0f1 = 0 " (A-13)
at x = 0
dg, 3
kl & - 4e10T0g1 =0 . (A-14)
it L (A-15)
1 dx 2 dx
k Sﬁl -k SEE =0 (a-16)
1 dx 2 dx > at x =1
fl - f2 = 0 (A-17)
g ~8 =0 J (A-18)
i B B \ (A-19)
2 dx 3 dx

e . B (4-20)

2 dx 3 dx .} at x = Ly
f2 - f3 = 0 (A-21)
By ~ B3 ™ 0 } (A-22)

df3 3

k3 i 4E3UTLf3 =- A (A-23)

at x = L

dey 3

k3 o 4e30TLg3 =0 (A-24)



