UCRL-CR-~105184
GRI-90/0189

FEM3A SIMULATIONS OF SELECTED
LNG VAPOR BARRIER VERIFICATION FIELD TESTS

S. T. Chan

B
[T
- HEE N RN “_} { .
- N Sty L e
o e "\";

gy I

IVOV.ﬁiﬁfggﬂ

This report was prepared for the
GAS RESEARCH INSTITUTE

October 1990

This is a preprint of a paper intended for publication in a journal or proceedings. Since
changes may be made before publication, this preprint is made available with the
understanding that it will not be cited or reproduced without the permission of the

¥ author.

Fo [y
?’ﬁ‘fi weor 1L g
whewad s

R P | M'\z

‘ 3 ‘@J\’%

DISTRIE
ISTRIBUTION OF THIS DOCUMENT IS UNLIMITED




DISCLAIMER

Work performed under the auspices of the U.S. Depart-
ment of Energy by Lawrence Livermore National fabora-
tory under contract number W-7405-ENG-48,

This document was prepared s an account of work
sponsored by an agency of the United States Government.
Neither the United States Government nor the University of
California nor any of their employees, makes sny warranty,
express or implied, or assumes any legal liability or respon-
sibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process dinclosed, or
represents that its use would not infringe privately owned
rights. Reference herein to any specific commercial prog-
ucts, process, or service by trade name, trademark, manufac-
turer, or otherwise, does not necessarily constitute or imply
lis endorsement, recommendation, or favoring by the United
States Governmens or the University of Californla. The
views and opinions of authors expressed herein do not neces-
sarily state or reflect those of the United States Government
ur the Unliversity of California, and shall not be used for
advertising or product endorsement purposes,

bl



39272101

[ REPORT DOCUMENTATION | 3. REPORT NO. Y
PAGE GRI-90/0189

3. Raciplent'a Accession No

4. Title end Subtitle
FEM3A Simulations of Selected LNG Vapor Barrier Verification
Field TEsts

7. Author(s)

S.T. Chan

9. Performing Organization Nems and Address

Lawrence Livermore National Laboratory
P.0. Box 808, L-262
lLivermore, California 94550

UCRL-CR--105184
DES1 004201

12, Sponsoring Orgsnization Neme and Addvess

Gas Research Institue
8600 West Bryn Mawr Avenue
Chicago, IL 60631

2. Report
October 1990

[ 8

& Performing Organizstion (i.pt. No

UCRL-CR~105184

10. Projact/Task/Work Unit No.

5088-252-1704

11. Contract(C) or Gram(G) No.

©>088-252-1704
(G}

13. Type of Raport & Period Coverad
Final ‘
Oct. 1988 - June 1990

i4.

13. Supplementary Notes

16, Abstract (Limit: 200 words)

The FEM3A model, with minor modifications, has been applied to simulate the vapor

dispersion of four large-scale LNG vapor barrier field experiments (of the Falcon series)
and a comparison was made with relevant field data. The model was able to reproduce
results consistent with the field measurements, mostly within a factor of two. For
Falcon-1, with the addition of a certain amount of heat to model the superheating effects,
results consistent with field observations were obtained. In particular, a vapor cloud
over-filling the fenced enclosure was reproduced, as opposed to a vapor cloud essentially

nearby.

contained within the fence at all times observed in a pre-spill wind tunnel simulation.
The simple approach currently taken to model turbulence and heat transfer in the source
area has performed reasonably well; however, more sophisticated modeling of the source
conditions may be necessary in order to simulate the cloud dispersion accurately at all
locations. Results from simulations of the Falcon-2 and Falcon-4 experiments indicated
that a vapor fence can significantly reduce the down iind hazardous distances. However,

a vapor fence could also prolong the cloud persistence time in the source area, thus
increasing the potential for ignition and combustion within the vapor fence and the area

17. Documant Anslysis . Doescriptors

b. tdentifiers/Open-Ended Terms

c. COSAT! Field/Group

l.iquefied natural gas (LNG), heavy gas dispersion, atmospheric dispersion, hydro-
dynamic computer model, density-stratified flow, finite element method.

18. Availadility Statemant

Available from GRI or LLNL

19. Sacurity Ciass (This Roport)
Unclassified 165

21, No. of Pagos

20. Becurity Clags (Thin Page) 22. Price

(Seoc ANSI-239.18) Soe Instructiors on Reverss

i1

OPTIONAL FORM 272 (4-77!
(Formaerly NT15--35)
Dapartment o! Commarce



oo -

Title
Contractor
Principal
Investigator

Report
Period

Objectives

Technical
Perspective

Results

RESEARCH SUMMARY

FEMB3A Simulations of Selected LNG Vapor Barrier Verification Field Tests

Lawrence Livermore National Laboratory
GRI Contract Number: 5088-252-1704

S. T. Chan

October 1988-June 1990
Final Report

To determine the ability and limitations of FEM3A as a numerical tool for
simulating LNG vapor dispersion involving vapor fences and to improve the
understanding of such complex vapor dispersion processes. Also, to com-
plement the results of field and wind tunnel experiments such as providing
plausible explanations for unexpected results and filling in data gaps due to
instrument failure or Limited array size.

There is a need for physical (wind tunnel) and mathematical models to
predict realistic LNG vapor dispersion scenarios involving complex gas
sources and flow effects due to terrain and obstructions. Although physical
modeling 1s usually very useful for such studies, it has certain practical
difficulties under conditions of low wind speed, low level of turbulence, and
significant heat transfer. Under such conditions, advanced numerical
modeling can be an effective and complementary tool to physical modeling
because the physical parameters can be controlled more easily.

The FEM3A model, with minor modifications, has been applied to simulate
the vapor dispersion of four large-scale LNG vapor barrier field experiments
and a comparison was made with relevant field data. The modecl was able
to reproduce the essential results of the experiments within a factor of two
under most circumstances. With the addition of certain amount of heat
flux to the vapor source of Falcon-1 (to model the superheating effects),
results consistent with field observations were obtained. In particular, a
vapor cloud overfilling the fenced enclosure was reproduced, as opposed to
a vapor cloud essentially contained within the fence at all times observed in
a pre-spill wind tunnel simulation. The simple approach currently taken to
model turbulence and heat transfer in the source area has performed rea-
sonably well; however, more sophisticated modeling of the source conditions
may be necessary for more accurate results at all locations. Results from
simulations of the Falcon-2 and Falcon-4 experiments indicated that vapor
fences can significantly reduce the downwind distances of flammable vapor
clouds. However, a vapor fence could also prolong the cloud persistence time
in the source area, thus increasing the potential for ignition and combustion
within the vapor fence and the area nearby.

1

O T R TR TR T T T R T T TR YN L T T I R T L T T T U U AL R U



Technical
Approach

Project
Implications

A numerical approach was taken to accomplish the objectives of this study.
Specificelly, relevant measurements of the field tests were examined and

the FEM3A model was modified to accommodate special features of the
Falcon tests. Two series of 2-D simulations, among others, were then
conducted to aid the parameterization of the complex processes of turbulence
and heat transfer in the source area. Finally, the modified FEM3A model
was applied to simulate the selected field tests and a detailed model-data
comparison was conducted.

Results of the project have demonstrated that advanced three-dimensional
numerical models such as FEM3A can be a useiul tool for evaluating the
effectiveness of LNG vapor fences. With further developments in the

areas of turbulence, heat transfer, and humidity effects, such numerical
models can be expected to greatly complement physical models, especially
under the conditions of low wind speed, low level of turbulence, and significant
heat transfer. While most of the reported simulations require significant
computing resources on a super computer - Cray 2, it is anticipated that
continuing gains in computing speed, storage, and graphics will make
advanced numerical modeling more accessible for engineering applications.
In contrast, field experiments can only be used for verification of modeling
due to a number of considerations, including currently high and increasing
cost, lack of repeatability, lack of control of ambient variables, and inherent
uncertainty within field instrumentation and data.

Ted Willims
GRI Project Manager
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The vapor fence configuration for the Falcon series spill experiments.

Measured concentration inside the vapoar fence at:

(x, y,2) = (-62m, 20m, 1m) for (a) Falcon-1 and (b} Falcon-2,
(%, y,2) = (-62m, 20m, 2m) for (c) Falcon-3 and (d) Falcon-4.

Measured temperature inside the vapor fence at (x, y, z) = (-32m, 0,
1m) for: (a) Falcon-1, (b) Falcon-2, (c) Falcon-3, and (d) Falcon-4.

Measured temperature beneath the water surface at (x,y,z)
= (=32 m, 0, -0.05 m) in the water pond.

Measured temperature and concentration from gas sensor G0‘4, which is
50 m behind the rear fence and near the cloud centerline. Its exact location
is (x, y,2) = (50 m, -22 m, 1 m).

Sketch of computational domain and dimensions (in meters) of one-half
of the vapor fence and billboard. The X~Z plane is assumed to be
the plane of symmetry.

Comparison of predicted concentration contours on the vertical plane
of symmetry at t = 180 s as obtained with two-dimensional and
three-dimensional simulations. The contour levels are

(in % Vol): A=1, B=2, C=5, D=10, E=15, F=25, G=35, and H=50.

2D simulation results of temperature near the center of spill at (x,z) =
(-32 m, 1 m), as obtained with various levels of turbulent mixing:

(a) ambient turbulence, (b) K = 0.3 m?/sec,
(¢) K = 0.6 m?/sec, (d) K = 1.2 m?/sec.

Same as Fig. 2.7 except the comparison is for concentration.

2D simulation results of temperature behind the rear fence at (x,y) =
(50 m, 1 m) as obtained with various level of turbulent mixing:

(a) ambient turbulence, (b) K = 0.3 m?/sec,
(¢) K = 0.6 m?/sec, (d) K = 1.2 m?/sec.

Same as Fig. 2.9 except the comparison is for concentration.
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2D simulation results of temperature near the center of spill at (x,z) =
(~32 m, 1 m), as obtained with various degree of superheating over the
source area:

(a) g =0, (b) q = 9,100 W/m, (c) q = 18,200 W/m,

(d) g = 9,100 W/m plus turbulence suppression outside of the fence.

Same as Fig. 2.11 except the comparison is for concentration.

2D simulation results of temperature behind the rear fence at (x,y) =
(50 m, 1 m), as obtained with various degree of superheating over the
source area: |

(a) q = 0, (b) g = 9,100 W/m, . (c) q = 18,200 W/m,

(d) g = 9,100 W/m plus turbulence suppression outside of the fence.

Same as Fig. 2.13 except the comparison is for concentration.

Falcon-1 predicted concentration contours on the vertical plane of symmetry
during the first three minutes of simulation. The contour levels are (in
% Vol): A=0.5, B=1 C=2, D=5, E=10, F=15, G=25, H:=35, and I=>50.

Falcon-1 predicted concentration contours on the horizontal plane 1 m
above the ground surface during the first three minutes of sunulation.
The contour levels are (in % Vol): A=0.5, B=1, C=2, D=5, E=10,
F=15, G=25, H=35, and I=50.

Falcon-1 predicted concentration contours on the crosswind plane passing
through the center of spill during the first three minutes of simulation.
The contour levels are (in % Vol): A=0.5, B=1, C=2, D=5, E=10,
F=15, G==25, H=35, and [=50.

Falcon-1 predicted concentration contours on the crosswind plane 50 m
behind the rear fence during the first three minutes of simulation.

The contour levels are (in % Vol): A=0.5, B=1, C=2, D=5, and ¢=10.

Falcon-1 predicted velocity vectors on the vertical plane of syinmetry
for times before and two mintues after the spill.

Falcon-1 predicted velocity vectors on the horizontal plane 1 m above
the ground surface for times before and two minutes after the spill.
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Falcon-1 predicted velocity vectors on the crosswind plane passing through
the center of spill for times before and two minutes after the spill.

Falcon-2 predicted concentration contours on the vertical plane of symmetry
during the first three minutes of simulations. The contour levels are (in %
Vol): A=0.5, B=1, C=2, D=5, E=10, F=15, G=25, and H=35.

Falcon-2 predicted concentration contours on the horizontal plane 1 m
above the ground surface during the first three minutes of simualtion.
The contour levels are (in % Vol): A=0.5, B=1, C=2, D=5, E=10,
F=15, G=25, and H=35.

Falcon-2 predicted velocity vectors on two respresentative planes at time =
180 s. ‘

Falcon-3 predicted concentration contours on the vertical plane of symmetry
during the first four minutes of simulations. The contour levels are (in %
Vol): A=0.5, B=1, C=2, D=5, E=10, F=15, G=25, and H=35.

Falcon-3 predicted concentration contours on the horizontal plane 1 m above
the ground surface during the first four minutes of simulation. The

contour levels are (in % Vol): A=0.5, B=1, C=2, D=5, E=10, F=15,

G=25, and H=35.

Falcon-3 predicted velocity vectors on two representative planes at time
= 240 s. \

Falcon-4 predicted concentration controus on the vertical plane of symmetry
during the first three mintues of simulation. The contour levels are (in %

Vol): A=0.5, B=1, C=2.5, D=5, E=10, F=15, G=25, and H=35.

Falcon-4 predicted concentration contours for: (a) vertical plane of
symmetry, and (b) horizontal plane at z=1 m and t=300 s. The cortour
levels are (in Vol): A=0.5, B=1, C=2.5, D=5, E=10, F=15, G=25,

and H=35.

Falcon-4 velocity vectors on two representative planes at t=300 s:
(a) vertical plane of symmetry, and (b) horizontal plane at z=1 m.

Falcon-4 predicted concentration contours for three different downwina
locations behind the rear fence at t=300 s. The contour levels are (in

% Vol): A=0.5, B=1, C=2.5, and D=5.
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Falcon-4 predicied concentration contours on the vertical plane of symmetry
during late times of the vapor dispersion simulation. The contour levels are

(in % Vol): A=0.5, B=1, C=2.5, D=5, E=10, F=15, and G=25.

Falcon-4 predicted concentration crntours on the vertical plane of symmetry
during the first three minutes in a simulation without the vapor fence. Txe
contour levels are (in % Vol): A=0.5, B=1, C=2.5, D=5, E=10, F=15,
G=25, H=35, ¢ ad 1=-50.

Falcon-4 predicted concentration contours for: (a) vertical plane of symmetry,
and (b) horizontal plane at z=1 m and t=300 s in a sinualtion without the
vapor fence. the contour levels are (in % Vol): A=0.5, B=1, C=2.5, D=5,
E=10, F=15, G=25, H=35, and I=50.

Falcon-4 predicted concentration contours for three downwind locations
behind the rear fence at t=300 s in a simulation withou the vapor fence.
The contour levels are (in % Vol): A=0.5, B=1, C=2.5, D=5, E=10,
F=15, and G=25. ‘

Comparison ot predictcd time series of concentration for Falcon-4 in the
source area: (a) at the center of spill and 1 m high, (b) at 30 m downwind
from the center of spill and 1 m high. ‘

Comparison of predicted time series of concentration for Falcon-4 at two
locations: (a) 50 m downwind and 1 m high, (b) 150 m downwind and
1 m high. Both downwind distances are measured from the rear fence.

Wind trajectory and sensor locations (marked by x) for Falcon-1
through Falcon-4.

Falcon-1 predicted versus measured temperature near the center of spill
at (x, y, z) = (-32m, 0, 1m).

Falcon-1 predicted versus measured temperature in front of the rear fence
at (x, y, z) = (-2m, 0, 1m).

Falcon-1 predicted versus measured concentration within the fence side
enclosure and near the fence side. The predicted values are for location
at (x, y, z) = (-60m, 20m, 1m) and the measurements are for location
at (x, y,z) = (-62m, 20m, 1m).
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Falcon-1 predicted versus measured temperature for two different heights at
50 m behind the rear fence. The predicted values are from the vertical plane
of symmetry and the measurements are from gas sensor G04 (which is near

the cloud centerline).

Falcon-1 predicted versus measured temperature for a location 1 m above
ground surface and 150 m behind the rear fence. The predicted values are
from the vertical plane of symmetry, and the measurements are from gas
sensor GO9 (which is near the cloud centerline).

Falcon-1 predicted versus measured concentration for two different heights
at 50 m behind the rear fence. The predicted values are from the vertical
plane of symmetry and the measurements are from gas sensor G04 (which
is near the cloud centerline).

Falcon-1 predicted versus measured concentration for two different heights at
150 m behind the rear fence. The predicted values are from the vertical plane
of symmetry and the measurements are from gas sensor G09 (which is near
the cloud centerline).

Fa'con-1 predicted versus measured concentration for two different heights at
250 m behind the rear fence. The predicted values are from the vertical plane
of symmetry and the measurements are from gas sensor G15 (which is

near the cloud centerline).

Falcon-1 predicted time series of concentration for three locations behind the
rear fence, which are all on the plane of symmetry and 1 m above the ground
surface.

Falcon-1 predicted concentration contours on the crosswind plane at
150 m behind the rear fence. The contour levels are (in % Vol):

A=05B=1C=2D=35,and E = 10.

Falcon-1 experiment concentration contours on the crosswind plane
150 m behind the rear fence.

Comparison of predicted versus measured maxiinum concentrations
along “cloud centerline” and at 1 m high for Falcon-1.

Falcon-2 predicted versus measured temperature near the center of
spill at (x, y,z) = (-32 m, 0, 1 m).
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Falcon-2 predicted versus measured temperature in front of the rear fence
at (x,y,2) = (-2 m, 0, 1 m).

Falcon-2 predicted versus measurd conceniration behind the billboard
at (x,y,2) = (-62m, 0,1 m).

Falcon-2 predicted versus measured corce ‘raion near the center of spill
at (x, y,2) = (-32m, U, 1 m).

Falcon-2 predicted versus ineasured concentration within the fence
enclosure and near the fence side at (x, v, z) = (~62 m, 20 m, 1 m).

Falcon-2 predicted versus mecsured temperature for two different heights
at 50 m behind the rear fence. The predicted values are from the vertical
plane of symmetry, and the measurements are from gas sensor G04 (which
(which is near the cioud centerline).

Falcon-2 predicted versu; measured temperature for two different heights
at 150 m behin. the rear fence. The predicted values are from the vertical
plate of symmetry, and the measurements are from gas sensor G12 (which
is near the cloud centerline).

Falcon-2 predicted versus measured concentraation for two different heights

at 250 m behind the rear fence. The predicted values are from two points
on the plane of symmetry; the measurements are from gas sensors of G18
(z =1 m) and G19 (z = 5 m), respectively.

Falcon-2 predicted time series of concentration for three locations behind the
rear fence, which are all on the plane of symmetry and 1 m above the ground

surface.

Falcon-2 predicted concentration contours on the crosswind plane at 250 m
behind the rear fence. The contour levels are (in % Vol): A = 0.5, B = 1,
and C = 2.

Falcon-2 experiment concentration (in % Vol) contours on the crosswind
plane at 250 m behind the rear fencce.
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Falcon-4 predicted versus measured temperature and concentration near the
center of spill at (x, v, z) = (-32 m, 0, 1 m).
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is near the cloud centerline).

Falcon-4 predicted versus measured concentration for two different heights at
150 m behind the rear fence. The predicted values are from the verticul
plane of symmeiry and the measurements are from gas sensor G02 (which

is near the cloud centerline).

Falcon-4 predicted versus measured concentration for two different heights
at 250 m behind the rear fence. The predicted values are from the vertical
plane of symmetry and the measurements are from gas sensor G16 (which
is near the cloud centerline).
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1. INTRODUCTION

In order to evaluate and eventually predict the possible mitigating effects of vapor
fences on the dispersion of the vapor cloud resulting from an accidental liquefied natnral gas
(LNG) spill in storage areas, the U.S. Depesrtment of Transportation (DOT) and the Gas
Research Institute (GRI) initiated a research program to evaluate methods for predicting
LNG dispersion distances for realistic facility configurations. As part of the program,
Lawrence Livermore National Laboratory (LLNL) conducted a series of large-scale field

“experiments called the LNG Vapor Barrier Verification Field Trials (also referred to as
the Falcon Series) at the U.S. Department of Energy’s Liquefied Gaseous Fuels Spill Test
Facility (LGFSTF), Nevada, in the summer of 1987. The objectives of the experiments
were: (1) to provide a data base on LNG vapor dispersion from spill involving complex
field obstacles to assist in validation of wind tunnel and mathematical models, and (2) to
assess the effectiveness of vapor fences for mitigating LNG vapor dispersion hazards in the
event of an accidental spill.

Five spill experiments were conducted, covering releases of LNG at rates of 9 to

30 m®/min and spill volumes ranging from 21 to 66 m?

. The spills were conducted on
water in order to generate vapor at rates equivalent to the liquid spill rates. To this end,
a 40 m by 60 m recirculating pond was constructed (and filled with water to about 0.76 1n
in depth) at the end of the spill pipes from the LGFSTF. A 0.3-m diameter spill line was
connected to a system of four 0.15-m diameter spill distribution lines (referred to as the
spill “spider”) to distribute rapidly spilling LNG across the pond surface. The pond was
enclosed by a fiberglass vapor fence of 88 m long, 44 m wide, and 8.7 m high. In addition,
a 17.1 m wide by 13.3 m high billboard-like barrier - -as erected upwind of the pond to
simulate the presence of a storage tank. A sketch of the vapor fence is shown in Fig. 1.1.
Details of the experiments and field data can be found in the GRI Report No. 89/0138.

Due to the complexity in both physics and geometry of the spill scenarios, wind tunnel

modeling has generally been regarded as the best-suited, economical way for predicting
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the dispersion distances of hazardous concéntrations of LNG vapor. H()\ve\;er, under con-
- ditions of low wind speed, low level of turbulence, and significant heat transfer involving
crvogenic gases, wind tunnel modeling of a dense-gas plume has certain practical diffi-
culties and is generally more contentious than a comparable positively buoyant release
(Britter, 1989). In fact, a pre-test wind tunnel simulation of the Falcon-1 test produced
a vapor cloud which was essc‘ntially contained within the vapor fence for all times, which
strongly contrasted with the Falcon-1 field release where the vapor cloud greatly overfilled
the fenced enclosure. In many cases, espccially under the above circumstances, accurate
th\ree-dimensional mathematical models can be an éﬁ'ective and complementary tool to
wind tunnel modeling. With numerical models, the physical parameters can be controlled
more easily and detailed temporal and spatial results can often provide insights into the
physical processes involved in the cloud dispersion. Actually, the usefulness of currently
available numerical models such as FEM3 for simulating a wide range of heavy-gas disper-
sion scenarios has already been demonstrated (see, e.g., Chan and Ermak, 1984 and Chan
et al., 1987). More recently, an improved version of FEM3, called FEM3A (Chan, 1988},
was applied for the first time to evaluate the effectiveness of vapor fences for controlling
LNG dispersion (Wiersma and Williamns, 1990).

In this stﬁd;', the FEM3A model was applied to simulate four of the Falcon experiments.
The objectives of this study were, through numerical modeling and a detailed model-data
comparison: (1) to improve our understanding of LNG vapor dispersion involving vapor
barriers, (2) to assess FEM3A in modeling such complex vapor dispersion scenarios, and
(3) to ccmplement the results of field and wind tunnel tests, such as providing plausible
explanations for unexpected results and filling in dat« gaps due to instrument failure or
limited array size. Toward these goals, the relevant field measurements were analyzed
and several series of 2-D and 3-D simulations were carried out. The 2-D simulations
were performed mainly to improve cur understanding of the physics involved in the spill

scenarios and to aid the modeling of turbulence and heat transfer in the source area. The



3-D calculations were conducted to complement the ficld and wind tunnel experiments and
to assess the performance of the numerical model via a detailed model-data cormparison of
the simulated tests.

In the next section. the major characteristics of the simulated tests, including some
early simulations to aid the parameterization of turbulence and heat transfer in the source
a’réa, are described. In Section 3, a detailed model-data comparison for the simulated
tests, Falcon 1 through 4, is presented and discussed. Additionally, a brief assessment of
the effectiveness of the vapor barrier is conducted for Falcon-4. Finally, some conclusions

and recommendations are presented in the last section.




2. SIMULATIONS OF FIELD TESTS

2.1 Selected Field Tests

Five LNG vapor dispersion tests were conducted in the Falcon series of experiments
(GRI report No. 89/0138). During the last test, i.e., Falcon-5, large rapid phase transition
(RPT) explosions occurred at aphroximately 60 s after the spill and a fireball started inside
the vapor fence at 81 s. Since Falcon-5 has only limited data up to about 100 s (for sensors
outside of the fence), it was excluded from the present study. Although the remaining
four tests, except perhaps Falcon-4, are deficient in one way or the other, these tests have
produced sufficient good quality data and were thus all included‘ in this study. Listed in

Table 2.1 are the spill and meteorological parameters of these tests.

Table 2.1 Spill and meteorological parameters

Parameter "~ Falcon-1 Falcon-2 Falcon-3 Falcon-4
Spill volume (m?) 66.4 20.6 50.7 449
Spill rate (m®/min) 28.7 15.9 18.9 8.7
Water temperature (°C) 28.4/22.4 | 23.6/20.6 no data 23.2/22.0

(pre/post spili) ’
Temperature at 2m (°C) 32.8 31.6 34.9 31.1
Avg. windspeed at 2m (m/s) 1.7 4.7 4.1 5.2
Air pressure (mb) 908.9 905.0 900.8 906.3
Stability class G D D D/E
Momentum diffusivity at 0.0165 0.313 0.255 0.765

2m (m?/s)
Richardson number at 2m 0.1337 ~0.0193 -0.0047 0.0252
Friction velocity (m/s) 0.0605 0.3565 0.3053 0.3694
Monin-Obukhov length (m) 4.963 -103.4 -422.2 69.38
Roughness length (m) 0.008 0.008 0.008 0.008
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The major characteristics and any deficiencies of the select d tests are summarized
below: |

Falcon 1--This test is important in that it had thé highest spill volume and the highest spill

| rate (excluding Falcon 5) and was conducted under very stable atmosphéric
conditions. The vapor cloud in this test overflowed the vapor fence on all
four sides in contrast t(; the pre-test wind tunnel simulation which produced
a vapor cloud essentially contained within the fence enclosure for all times.
A]t};ough the sensor array was apparently too narrow to capture the entire
cloud, very useful data are still available for model validation purposes. This
test is markedly different from the rest of the tests, as it represents an LNG
cloud dispersion resulting from high spill rate and calm wind conditions.

Falcon 2—This test hé,d an intermediate spill rate and a relatively short spill duration
(78 s), and was conducted under neutral ambient conditions. Unfortunately,
due to internal software problems, no data from the LLL-IR gas sensors was
available. However, temperature measurements and concentration data from
the MSA gas sensors (mostly deployed at downwind locations and at 5 m high
and above) are available.

Falcon 3-~This test is more or less a repeat of Falcon-2. but with a spill duration roughly
twice as long (161 s). It produced a large quantity of good quality data; how-
ever, it was plagued to some extent by significant RPTs, which started at
approximately 60 s after the spill began. The RPT effects must indeed be
taken into consideration in the model-data comparison.

Falcon 4—This test had the smallest spill rate, the longest spill duration (310 s), and
was conducted under neutral to slightly stable conditions. Due to its reletively
long spill duration, this test could be considered, for most practical purposes, as
having a continuous source with all the field variables reaching their respective

steady state. Compared to the results of other tests, the data of this test appear

(I )

b



to contain more higi.-frequency components (o1 more turbulent intermittency),
becaﬁse of its low spill rate and high wind speed.

As part of an in‘vestigatio%ﬁ into the surprising résults of Falcon-1, some of the field
data are examined and compared herein. Depicted in Fig. 2.1 are the time series of
concentration at two almost identical locations (near the fence side and almost alignea
withithe billboard) within the fence enclosure: Data at a few other locations also exist for
these tests except for Falcon-1, which has only one operational gas sensor within the vapor
fence. These time series are mostly consistent with the spill and atmospheric conditions.
For instance, Falcon-3 has signiﬁcantly higher concentration and longer persistence time
than Falcon-2, because it has higher spill rate and much longer spill duration. Also, the
low spill rate of Falcén-él has yielded concentration cc..siderably lower than the above two
tests. Surprisingly, the maximum concentration of Falcon-1 is markedly lower than those
measured in Falcon-2 and Falcon-3, despite the fact that its spill rate is almost twice that
of Falcon 2 and 50% higher than Falcon-3.

In Fig. 2.2, the measur d temperature at the center of spill are compared (unfortu-
nately, due to RPT's, no data was available beyond 60 s for Falcon-3). Although the data
for Falcon-3 are incomplete, it does seem true that a significantly lower temperature than
all the othe_r tests was realized. In contrast, the measured temperature of Falcon-1 is
unusually high, despite this test having the highest spill rate. Specifically, its minimum
temperature is 20°C above that of Falcon-2, almost 40°C higher than Falcon-3, and is
comparable to that of Falcon-4.

There are three possible explanations for the “anomaly” of Falcon-1: (1) the concen-
tration and temperature data are invalid, (2) turbule- t mixing increased greatly during
the spill, and (3) the evaporated LNG has been heated above its normal boiling point
temperature (the so-called superheating) by the water underneath, thus yielding a much

warmer and more diluted vapor source.
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Regarding the field measurements, a close exemination of ‘the measu‘red data from
Falcon-1 has revealed nothing particularly unusual. For the dozen or so thermocouples
deployed inside the vapor fence, all the measured temperaﬁtres appear to be consistently
above -70°C, Unfortunately, there was only one operational gas sensor within the fence
and no corresponding temperature was available to allow us to cross-check the heat balance
at that location.

With regard to turbulence enhancement, since Falcon-1 has higher LNG exiting velocify
(65 m/s versus 32.5 m/s for Falcons 2 and 3), more turbulent mixing can be expected in the
spill area. In this regard, a series of 2-D simulations with various levels of turbulence was
conducted, whose numerical results (to be discussed in Subsection 2.4) indicated that very
intensive turbulent mixing would be required in order to make the predicted concentration
field agree well with the measured data, but then the corresponding temperature field
tended to remain much colder than observed. Although a further increase in diffusion
could presumably bring the predicted temperature to agree better with field data, however,

the predicted concentrations would drift away from the measured values, Therefore the

reasoning of enhanced turbulence alone (without extra heating of the vapor source) is not’

a very satisfactory answer.

It is highly probable that the results of Falcon-1 were caused by enhanced turbulence
and superheating. The latter is strongly supported by Fig. 2.3, which indicates an unusu-
ally large drop in V;'aAter temperature near the center of spill (~8°C i.n‘ this case versus 1 to
2°C for Falcon-4). Further evidence is provided by the measured cloud temperature and
concentration in Fig. 2.4. For concentration above 10% or so, the measured temperature
1s approximately 10 to 20°C higher than the value obtained by mixing adiabatically the
given NG concentration with the ambient air. The possibility of superheated vapor was
discussed in a pre-spill document by the Department of Transportation (DOT, 1985), in
which a vapor temperature increase between 10 to 35°C was considered credible.Ruff, et

al. (1988) have reported similar superheating phenomenon (with as much as 40°C rise in
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vapor source temperature attributing to heat transfer from the bulk water underneath)
in their laboratory experiments of confined spills of LN;. It is conjectured that the high
spill rate and low level of ambient turbulence of the Falcon-1 spill test are some of the
factors that allow the LNG source to be warmed up considerably above its boiling point

(See Subsection 24 for results from numerical experiments).

2.2 FEM3A and Modifications

The major features of FEM3A z;re described in the Appendix. In order to be able to
simulate the Falcon tests, however, certain modifications were necessary. These inciuded
generalization of the base state tb include a linear temperature profile, modification of
turbulence modeling in the vicinity of the fence enclosure, and the addition of superheating

effects in t.ae source submodel. These changes are detailed below.

Generalization of the base state

For some of the tests being simulated, the background temperature was not a constant
but could be better-approximated by a linear function of height. Corresponding to such
a background temperature, there exist a hydrostatic pressure field and a motionless state.
For reasons of numerical accuracy and the convenience of applying outflow boundary con-
ditions, it is desirable to eliminate the above base state from the momentum equations.
To do so, the background temperature, its associated hydrostatic pressure, and the corre-

sponding density in the code have been generalized to be,

T = TO e 2 (1)

Py = Py(1 - %,f)f”a g/ Ry, (2)

0

and

PyM,
_ PM, 3




in which T is the reference temperature, v is the constant lapse rate of temperature, z is
the height, P, is the reference pressure, A, is the molecular weight of air, g is the constant

of gravitational acceleration, and R is the universal gas constant.

Modification of turbulence modeling

Because the existing turbulence submodel in FEM3A was based on similarity theory of
the atmospheric boundary layer over flat terrain and with(mt obstructions, it is not appro-
priate for complex situations such as the source region or near the vapor fence/billboard.
For instance, the presence of the fenced enclosure and billboard will generally result in
turbulence enhancements; the spill mechanism (i.e., jetting of LNG onto the pond) will
also create additional turbulence in the source area. Further complications are the pres-
ence of convective mixing inside the gas cloud caused by the warm water underneath. All
these processes are not in the existing submodel and are difficult to model accurately. For
these reasons, an approach combining the existing variable K-model and constant diffusiv-
ities was used in the final 3-D simulations reported in Section 3. Specifically, the existing
K-model with heavy-gas effects was applied everywhere except within and ncar the vapor
fence (defined by x = -101 m to 30 m, y = 0 to 26 m, and z = 0 to 20 m in Fig. 2.5)
wherein a constant value of diffusivities was emploved to approximate the net amount
of turbulence (production plus suppression) contributed by all sources, including ambient
turbulence and those due to the presence of vapor fence/billboard, spill mechanism, con-
vective mixing, and turbulence suppression due to the presence of a negatively buoyant
gas cloud. Justifications for taking the present simple approach include: (1) there was no
validated turbulence submodel that could be readily adapted for the present spill scenar-
ios, (2) developing a more sophisticated submodel would require substantial effort beyond
the scope of the present study, and (3) lack of sufficient experimental measurements on
turbulence and heat transfer in the source area further hinders the development of a more

sophisticated parameterization.
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Currently the following ad hoc formula is used to estimate a constant value of diffu-

sivities to be used (in all directions) within and near the fence enclosure:
K = CK, ~ V/L. (4)

in which the first term represents the ambient turbulence and the enhancement by the
presence of vapor 'fen('.e/billboard, the second term is for contzibutions related to the spill
and source conditions. The respective symbols are: C -= empirical constant (currently
taken to be 1.5), Ky = vertical diffusivity at 2 m high in the ambient atmosphere, V; =
source injection velocity, and L = length scale (currently taken to be 8.7 m, which is the
. height of the vapor fence).

The above simple-minded scheme of parameterization was adapted, based on a few
2-D simulations of the Falcon spill tests and a brief comparison of the simulated results
with the measured data in the spill area. Apparently, estimates based on such a formula
are very crude for the actual, complex turbulence mixing process but hopefully they are
reasonable enough to represent the bulk (or average) of turbulent mixing occurring inside
and near the vapor fence. As will be seen in Table 2.2 in Subsection 2.5, the second
term (for contributions from the spill and source conditions) is a dominating factor for
Falcon-1, is equally important as the first term for Falcon-2 and Falcon-3, and accounts

for approximately one-third of the total diffusivity in the case of Falcon-4.

Source submodel and superheating effects

As pointed out by Waite, et al. (1983), the spread of a liquid on another liquid of greater
density is difficult to describe mathematically. When the spreading liquid is a cryogen such
as LNG, the simultaneous heat transfer and vaporization render the process even more
intractable. They also pointed out that experimental information on the concomitant heat
transfer was rather incomplete. For instance, estimates of the heat flux from water to the
liquefied gas pools have ranged over a factor of 4, from 25 to 100 kW/m?. Although a
fairly general model has been proposed for modeling the pool spread and heat transfer and

16

Wi



was briefly tested against certain experimental results, substantial efforts are required to
implement and evaluate it for the present applications.

| For the above reasons, a simple approach has been taken in the present study. The
currént source shbmodgl assumes that the spilled LNG evapora.tes as fast as it is spilled,
uniformly in time and over the entire pond surface area.- Additionally, depending on
experimental evidence. extra heat flux may be supplied to superheat the vapor source
such as the case of Falcon-1. Currently, the superheating effects are modelled by adding
a predetermined amount of heat flux (to the temperature equation) over the source area
during the period of simulated spill. Specifically, such heat flux is added to the right-hand
side of equation (A.10) of the Appendix in the form of ‘q/(p Cp), in which q is the specified

amount of heat flux in units of Watts/m?,

2.3 Computational Mesh

The computational domain for simulations with the presence of fence enclosure is shown
in Fig. 2.5.. In order to conserve computing costs, the x-z plane was assumed to be the
plane of symmetry. thus only one-half of the field was simulated in all cases. The domain
is 370 m long (starting at 120 m upwind of the recr fence and ending at the 250-m row of
gas sensors), 100 m wide (for one-half (;f the field in the crosswind direction), and 50 m
high. The choice of such a computational domain and the associated mesh design were
largely dictated by the desire to capture the most important flow /cloud structures and, at
the same time, to keep the computing costs at a reasonable level (say, no more than 5 to
10 hours of computer time per simulation on a Cray-2 computer).

The domain was subdivided into 27,200 grid points (85 x 20 x 16 in the longitudinal,
lateral. and vertical directions, respectively), distributed nonuniformly for higher cost-
eﬁ'ectiveness‘. The 2-D computational domain was composed of the 1,360 mesh points (85
= 16) on the vertical plane of symmetry in the 3-D mesh. The minimum grid spacings were

0.4 m vertically and 1 m in the two horizontal directions. The maximum grid spacings
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vs;ere 10 m and 15 m, respectively: Even with such relatively fine grid spacings, the small-
scale structures of the flow field such as the thin boundary layer near the fence (which was
actually modelled as 1-m thick solid walls so as'to avoid the stringeﬁt time step size and .
high computing cost ()tlierwise required in the numerical simulations) and the ground are
not expected to be well resolved. However, large-scale structures of the low and the cloud
are hopefully captured with reasonable accuracy.

In order to investigate the relative performance of the present vapor barrier, Falcon-4
was also simulated without the fence enclosure. The computational domain was extended
to 400 m downwind and a graded mesh consisting of 16.884 mesh points (67 x 18 x 14)

‘was used.

2.4 Early Simulations

During the early phase of this study, certain 2-D and 3-D simulations were performed.
The caiculations were conducted primarily for the following purposes: (1) to determine
the usefulness anci cost-effectiveness of 2-D simulations in approximating the actual field
experiments. and (2) to irnprové our understanding of the physics pertaining to the LNG
vapor barrier field experiments and to aid the modeling of turbulence and heat transfer in
the source area through the much less expensive 2-D simulations.

Among the early trials were a number of 2-D and a 3-D simulations of the Falcon-4
experiment. First, a calculation using the existing turbulence submodel (with heavy-
gas effects) was performed and found to yield too much turbulence damping within the
vapor fence, apparently due to the omission of turbulence enhancement provided by the
fence/billboard and the spill mechanism. To account for such effects, a 2-D and a 3-D
simulations were then conducted using the turbulence level preexisting in the ambient
atmosphere only. The assumptions were that the heavy-gas cloud and the fence enclosure
(including the spill mechanism) have compensating effects on turbulent mixing, and their

net perturbation to the ambient turbulence was negligible. For this particular test, the
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above dssumptions actually turned out to be quite reasonable, based on a comparison of
certain 3-D resulté with the field data.

In Fig. 2.6, the predicted coﬁcentration contours at time = 180 s obtained from the
2-D simulation are compared with those on the vertical plane of symmetry in the 3-D
simulation. | The most obvious difference is perhaps the bl(')‘cki‘ng of the 2-D cloud by the
billboard and the relétively high windspeed nearby (not shown). In the 3-D simulation
no such blocking was observed, because the billboard has a finite width, thus permitfing
the vapor cloud to spread laterally and fill the space in-between the front fence and the
billboard. Additionally, the 3-D cloud is somewhat lower and shorter than its 2-D coun-
terpart, obviously due to its spreading and diffusion in the lateral‘direction. Thus, for a
given downwind location, a 2-D simulation generally yields higher concentration and faster
clc;ud arrival time than those from an equivalent 3-D simulation. In spite of the above dif-
ferences, the two clouds are very similar qualitatively and therefore useful information can
be obtained from an inexpensive 2-D simulation, which usunlly takes only a few minutes
instead of hours for a 3-D simulation.

Based on the above premise, two series of 2-D simulations were conducted for Falcon-1
in an attempt to come up with some reasonable estimates of relevant physical parameters
to be used in the source area. Specifically, the first series of simulations was carried out to
estimate the diffusivities required to represent the complex mixing process in the vicinity
of the vapor fence; the second series was performed to determine the approximate extent
of superheating.

In the first series of numerical experiments, the following four cases were run with:
(a) the ambient turbulence level (with u, = 0.06 m/s an1 L = 5 m), (b) constant diffusivities
of K, = K, = 0.3 m?/s, (c) twice the turbulence level of (b), and (d) four times the
turbulence level of case (b).

Sample results are presented in Figs. 2.7 through 2.10 for the predicted temperature and

concentration at the center of spill and a location 50 m behind the rear fence. Compared
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with the field data in Figs. 2.2(a), results from all the runs (Fig. 2.7) imply a cloud which
is too cold avnd lingers too long within the vapor fence. As a consequence,‘the predicted
results behind the fence (Figs. 2.9 and 2.10) also ifnply a cloud which is too cold and its
arrival time is significantly slower than observed (Fig. 2.4). As demonstrated in Fig. 2.6,
the above trends are also to be expected in 3-D simulations. ‘ |

Among the four cases simulated, the results of case (a) differ the most from the actual
field data. implying that the actual level of turbulence inside '‘he fence was far more
intensive than the ambient“‘turbulence‘level. Results from the other three simulations were
more reasonable. In particular, case (d) has probably delivered the “best” overall results.
The predicted temperature at the center of spill, nevertheless, was still much lower than the
measured value (-132°C versus ~65°C.). Based on these results, an increase in turbulence
level by another factor of two to three would be requifed in order to bring the temperature
to a closer agreement with data. However, the corresponding concentration would become
lower than observed and the results at x = 50 m would also drift away from the measured
data. Therefore enhanced turbulence alone (in the context of constant diffusivities) does
not appear to be a satisfactory answer to resolve all the above discrepancies.

As a plausible mechanism to explain the large discrepancy still remeining between the
predicted and measured temperature, the possibility of superheating in the source area
was numerically investigated. One piece of evidence supporting the above hypothesis is
provided by the temperature measured beneath the water surface at the center of spill
(see Fig. 2.3), which indicates a temperature drop of roughly 8°C in 100 s. A simple
heat balance calculation reveals that, in order to vaporize all the LNG spilled, the water
temperature in the spill pond has to drop uniformly by 3.3°C. Although the entire body of
water in the pond might not have cooled uniformly by 8°C, the temperature was probably
fairly uniform because there were circulation lines in the pond to keep the water well
mixed. Thus it is not inconceivable to expect the water in the pond to cool down 4 to 5°C

on average, which is more than sufficient to provide the heat required to vaporize all the
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LNG spilled and the extra energv necessary to superheat the vaporized LNG. As will be
shown later, a drop of 1°C in water temperature could make the vapor cloud 60°C warmer
at a location 1 m above the water surface. A similar heat balance calculation for Falcon-4
indicates the water temperature has to drop on average 2.25°C in order to provide the
heat necessary to vaporize all the LNG spilled. For this case, none of the temperature
measurements within the pond seem to suggest the occurrence of superheating.

In order to estimate the actual level of superheating. another series of numerical exper-
iments was conducted. For the four cases studied, the degree of superheating was varied
but the level of turbulence was kept basically the same (Ky = K, = 0.6 m?/s was applied
everywhere in all cases except in the last case). The cases studied are: (a) no superheating,
(b) with a heat flux of 9,100 W/m (which corresponds to a 0.5°C drop in water tempera-
ture in 100 s) over the source area, (¢) twice the above heat flux. and (d) same as case (b)
except that constant K valie of 0.6 m?/s was used only in an extended source region (x =
-101 m to 30 m and z = 0 to 25 m) and the existing K-model with heavy-gas effects was
applied elsewhere.

In Figs. 2.11 through 2.14, the predicted results for temperature and concentration
at two representative locations are again compared. From these figures, it is seen that
the temperature in the vapor cloud is very sensitive to the level of superheating. For
instance. the value of minimum temperature at the center of spill increases hy nearly
30°C when the water temperature drops by 0.5°C (and 60°C change for 1°C drop in
water temperature). For the station outside of the fence, the increase in temperature
1s approximately half as much. Although superheating and turbulence enhancement have
similar (yet quantitatively different) effects on the predicted temperature and concentration
outside of the fence, their effects are somewhat different inside the fence. While a change
in turbulence level appears to affect both temperature and concentration almost equally,

superheating is seen to affect the temperature more than concentration. Therefore, in
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order to be able to produce consistent results for both temperature and concentration at
all locations, reasonable parameterization of both processes seem to be required.

Among the four cases studies, results from (b) and (d) appear to be the most reason-
able. Actually the predicted results from cases (b) and (d) are ‘virtually the same at the
~ center of spill (see Figs. 2.11 and 2.12), because the same level of turbulence was used
‘there. However, the predicted results for these cases in Figs. 2.13 and 2.14 (for a location
50 m behind the fence) are noticeably different, due to tlﬁe difference in turbulence mod-
eling. ‘Everything considéred, the results obtained in case (d) appear to be more realistic,
because the existing K-model is considered more appropriafe than the simple, constant K

1

approach at such a location.

2.5 Simulated Field Tests

In this Subsection, 3-D simulations of the selected field tests are described. The spill
and meteorological parameters used in these simulations are summarized in Table 2.2;
the simulation times and associated computing costs are listed in Table 2.3. Herein, we
will focus on the general results and characteristics of each test and leave model-data

comparison to be conducted in Section 3.

Falcon-1

As indicated in Table 2.1, this test has the highest spill volume and spill rate, and was
conducted under very stable atmospheric conditions. The relevant atmospheric and spill
parameters are described in Table 2.2. The mesh described in Section 2.3 and open lateral
boundary conditions were used in the simulation to allow both the flow and the vapor
cloud to leave the domain in a natural way. Based on .he 2-D results discussed earlier, a
heat fiux of 9,600 W/m? was added to account for the superheating effects. The existing
K-model with heavy-gas effects was applied everywhere except within and near the fence

enclosure (defined in Subsection 2.2) wherein a constant K value of 1 m?/s was used.
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Table 2.2. Spill and meteorological parameters used in numerical simulations

Falcon-1

Falcon-4

~ Test Falcon-2 Falcon-3

Parameter\
Area of source (m?) 2400 2400 2400 2400
Injection velocity (m/s) 0.108 0.043 0.050 0.023
Duration of source (s) 100 78 161 310
Air pressure (N/m?) 92,094 91,699 91,274 91,831
Reference temperature (°K) 305.5 1 304.8 308.0 304.2
Friction velocity (m/s) 0.0605 0.3565 - 0.3053 0.3694
Monin-Obukhov length (m) 5.0 -103.4 -422.2 69.38
Wind profile (m/s) (1) (2) (3) (4)
Air temgperature profile (°C) 1325+ 0.1z 31.8 35.0 31.2 4 0.052
Superheating (W /m?) 9,600 0.0 0.0 0.0
Effectrive energy transfer

velocity (m/s) 0.005 0.01 - 0.01 0.01
Water temperature (°C) 284 23.6 28.0 23.2
Diffusivity within fence

and its vicinity (m?/s)* 1.0 0.8 0.8 0.6
(1) u(z) == 0.8 + 0.4 167z~ 0.01667 2z forz < 9m

= 3.2 forz>9m
(2) u(z) = 0.7466 [In (1 + 2/0.008) + 0.7694]
(3) u(z) = 0.6985 [In (1 + 2/0.008) -+ 0.3445]
(4) u(z) = 3.689 + 0.658 z - 0.0248 22 forz < 16 m
= 7.877 forz > 16 m

*Based on Equation (4) and rounded to the nearest tenth.
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Table 2.3 Timing information on gas dispersion simulations using a Cray-2 comptuer

\Nt Falcon-1 Falcon-2 Falcon-3 Falcon-4
Timing Information ~ o |

Simulation time (s) 480 480 600 | 600
Time step size (s) 0.03 | 0.03 0.015 0.04
Total CPU cost (s) | 12,378 8,531 33,860 10,966
Cost per sec of simulation (s) 25.79 17.71 56.43 18.28
Cost per time step (s) 0.7736 0.5332 0.8465 0.7311
Remarks:

Total number of nodal points = 27,200,
Total number of elements = 23.940,
Number of unknowns per node = 6,
Number of unknown per element = 1.

As discussed earlier, in order to conserve computer resources the vapor cloud was
assumed to be symmetric about the center plane of the fence enclosure, thus only one-half
of the vapor cloud was simulated. Such an assumption is obviously not very appropriate for
Falcon-1 as evidenced by the significant deviation (about 20 degrees) of the wind trajectory
from such a plane. However, 30 to 40 hours of Cray-2 time would have been required to
simulate the entire cloud with similar grid resolution. Due to budgetary constraints, it
was decided to postpone such an endeavor for future studies. Nevertheless, the present
simulation is still very useful in improving the understanding of the dispersion processes
of this particular vapor cloud.

The evolution of the vapor cloud during the first three minutes is depicted in Figs. 2.15
through 2.18 on four representative planes. On the vertical plane of symmetry (Fig. 2.15)
the vapor cloud (defined, say. by the 0.5% concentration contour) has risen slightly over

20 m and reached 100 m downwind after 60 s. The cloud near the ground did not travel
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‘as far because it was impeded by wake effects and surface drag. For subsequent times, the
cloud continued to disperse downwind and stayed close to the ground because of negative
buoyancy and turbulence suppression within the vapor cloud. The gravity spreading,
especially in the lateral directions, can be clearly seen in Fig. 2.16. By 120 s, the vapor
cloud already reached the lateral boundary. The slumping and spreading of the vapor
cloud can also be seen in Fig. 2.17 for the crosswind ‘plane passing through the center of
spill. In Fig. 2.18, the evolution of the vapor cloud on another crosswind plane (50 m
behind the rear fence) is shown, which demonstrates vividly how the cloud falls toward
the ground, spreads out, and hugs the ground. These results appear to correiatc well with
what was observed in the field experiment, i.e., & cloud overfilling the fence enclosure soon
after the start of the spill.

To illustrate how much the flow field was changed by the vapor cloud, velocity pro-
jections on three representative planes are compared in Figs. 2.19 through 2.21 for times
before the spill and 120 s after the spill. Profound changes in the velocity field can be seen
in all three directions, especially on the 1-m horizontal plane (Fig. 2.20). The significant
zone of circulation outside of the fence in Fig. 2.21 was induced by the heavy-gas cloud
or, more precisely, caused by the density gradient in the lateral direction. Due to stable
density stratification, thé flow field within the fence is nearly quiescent. Because of its
high spill rate and spill volume, Falcon-1 has produced the most profound perturbation to

the relatively calm ambient atmosphere.

Falcon-2

With an intermediate spill rate and a relatively short spill duration, this test was
conducted under neutral atmospheric conditions, The same computational domain and
boundary conditions similar to those used in Falcon-1 were also employed in this simu-

lation. For turbulence modeling, the existing K-model with heavy-gas effect was applied

34




60

| (a) Time = 60 sec

40

20 |

- ma

60

Height (m)

- C x = 54.1%7 at (~0.5 m,0)

ma
r—
2 H 3 1 L 1 i1 1 3 ] 2 1 i 1 [} 1
60 (c) Time = 180 sec
[ e g
40 F PRI R TP P I PP R

20 '

) 1 i i ' 1 8 i 1 1 21 P |
-100 -50 0 50 100 150 200 250

Downwind distance (m)

Fig. 2.15. Falcon-1 predicted concentration contours on the vertical plane of symmetry
during the first three minutes of simulation. The contour levels are (in
% Vol): A=0.5, B=1, C=2, D=5, E=10, F=15, G=25, H=35, and 1=50.



Crosswind distance (m)

100

50

100

50

100

(a) Time = 60 Sec

—

(¢) Time = 180 sec

gy~
W g

C = 29,67 at (~0,5 m,
m

16.5 m)

11 | 2 ] 1 1 2 ] N | n |

50 100 150

Downwind distance (m)

-100

Fig. 2.16. Falcon-1 predicted concentration contours on the horizontal

plane 1 m above the ground surface during the first
three minutes of simulation. The contour levels are
(in % Vol): A=0.5, B=1, C=2, D=5, E=10, F=15, G=25,
H=35, and I=50.

36

(LT T Y RTR L TR TR AR



20

10

20

10
-
Gl
dut
=
o0
o
Q X
B0
20
10

(a) Time = 60 sec
C = 66.87% at (0,0)
max

120 sec
51.5% at (21.5 m,0)

~
(e}
Nt
3
e
2
@
]

180 sec _
25,07 at (21.5 m,0)

AP
il

S W U S S WY T YN (ORI SN NN VNN NN NN ST SN (T U R S

0 20 40 60 80 100

Crosswind distance (m)

Fig. 2.17. Falcon-1 predicted concentration contours on the crosswind

plane passing through the center of spilll during the
first three minutes of simulation. The contour levels
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2.19. Falcon-1 predicted velocity vectors on the vertical plane of symmetry
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everywhere except within and near the fence enclosure. wherein a constant K value of
0.8 m?;s was used.

For this case. the empirical constant associated with turbulent mixing in the horizontal
direction was set equal to 1.0, rather than 6.5 as used for other cases. This change was
made because field data obtained in the atmospheric bonndary laver seem to suggest that
the ratio of diffusivities between the horizontal and vertical directions approaches unity as

the atmospheric stability changes from stable to neutral conditions. Also, this change is

beneficial for cost-effectiveness because a time step size of three times smaller would have

been required based on the very stringent diffusion stability limit.

The evolution of the vapor cloud during the first three minutes of simulation is depicted
in Figs. 2.22 and 2.23 on two representative planes. Ozl the vertical plane of symmetry
(Fig. 2.22). the vapor cloud has risen to 20 m and reached 75 m downwind after 60's. Again,
the part of cloud near the ground did not travel as fast because it was impeded by the
wake effects and surface drag. Due to negative buoyancy and turbulence suppression, the
vapor cloud is decreasing slowly in height (Fig. 2.22) and increasing in width (Fig. 2.23) as
it disperses downwind. Velocity projections on the two planes at time = 180 s are shown in
Fig. 2.24 which. together with Figs. 2.22(c) and 2.23(c), illustrate the coupling between the
vapor cloud and the velocity field. Compared with Faleon-1. the vapor cloud of Faleon-2
is, as expected, much narrower and its perturbation to the ambient velocity field is much
weaker,

In order to assess the mitigating effects of the fenced enclosure, this test was also
simulated without the vapor fence and billboard. For brevity, such results are not included

herein, but can be found in Wiersma and Williams (1990).

Falcon-3

Falcon-3 is basically a repeat of the Falcon-2 test except it has slightly higher spill rate

and roughly twice as long (161 s versus 78 s) in spill duration. Although this test has been

cl
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plagued to some extent by the occurrence of many RPTs. sufficient good quality da.ta still
exist for compaﬁson purposes. The approach used to model turbulence and the souree in
Falcon-2 \\"&S also used here for Falcon-3. |

The evolution of the vapor cloud during the first four minutes is depicted in Figs. 2.25
and 2.26 on two fepresentative planes. On the veftical plane of symmetry (Fig. 2.25),
the \'ap?.)r cloud has risen to neaﬂy 20 m and reached 90 m downwind after 60 s. The
gravity spreading in the lateral direction can be seen clearly in Fig. 2.26. In contrast to
Falcon-é, this vapor cloud spread much wider and even went be‘yond the lateral boundary.
The velocity projections on the two planes at time = 240 s are shown in Fig. 2.27. Due
to similar afmospheric conditions and LNG spill rate, the vapor cloud of Falcon-3 is very
much like that of Falcon-2 during the first 120 s. For late times, however, the cloud of
Falcon-3 is significantly wider, apparently attributable to its slightly higher spill rate and

the much longer spill duration.

Falcon-4

In this test, 45 m® of LNG was released over a period of 316 s, under neutral ambient
conditions with an average wind speed of 5.2 m/s. The relatively low spill rate, long
spill duration, and nearly steady atmospheric conditions made this test behave like a
continuous spill. In order to evaluate the relative performance of the fence enclosure, two
simulations were performed for this test: one with the fence/billboard and one without.
The computational domain shown in Fig. 2.5 was used for the former case and é domain
extended to 400 m downwind was used for the latter.

First, results obtained from the simulation with the fence enclosure are presented in
Fig. 2.28. The evolution of the vapor cloud during the first three minutes is depicted on the
plane of symmetry. After 60 s of release, the vapor cloud is nearly 20 m high in the fence
region and just starts to fall toward the ground. Similar to other tests, surface drag and

wake effects have impeded noticeably the transport of the vapor cloud near the ground
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during the early phase of cloud dispersion. However, as the spill continues and gravily
spreading plays a more iinpor’bant role, such effects gradually diminish. Despite the con-
tinuous generation of gas vapor during the spili, the vapor cloud remains at approximately
20 m in height and tends to hug the ground owing to its negative buoyancy.

In the next three ﬁgl‘ires, the steady state results at t=2300 s are depicted. In Fig. 2.29,
the predicted concentration contours on the vertical plane of symmetry and on the hor-
izontal plané 1 m above the ground surface are displayéd. This figure indicates a cloud
with its height varying from 20 m to slightly below 10 m and its half-width expanding to
almost 65 m at 250 m downwind. Velocity projections on the two planes are sﬁou:n in
Fig. 2.30, which indicates a relatively quiescent flow regime inside the fence and a fairly
complicated flow field near the fence, such as the various sizes of eddies and the regions of
diverging/converging flow. The concentration contours on three selected downwind planes
~are displayed in Fig 2.31, which shows a cloud becoming lower and wider in the downwind
direction as a combined result of the vapor fence and heavy-gas effects.

The characteristics of the vapor cloud for late times are illustrated in Fig. 2.32. Due to
negative buovancy and turbulence suppression, the vapor cloud is seen to linger within the
fence enclosure for a long period of time, even though the spill has been terminated at t =
310 s. B\ 480 s, the vapor cloud still persists and the maximum concentration within the
vapor fence is still above 13%. Even at the end of the simulation (t = 600 s), the maximum
concentration is still over 4% at a place between the front fence and the billboard. Such
cloud behaviors appear to be consistent with what was recorded on the video tape of the
field experiment.

Representative results from the simulation without vapor fence are shown in Figs. 2.33
through 2.35. The first of these figures illustrates the evolution of the vapor cloud on
the vertical plane of symmetry during the first three minutes. In this case, the cloud is
dispersed quickly in the downwind direction and remains relatively low, rising to only 9 m

at 250 m downwind. The wedge-shaped cloud at the leading edge is a result of the density
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front opposed by the shear stresses near the ground. Compared with the cloud peruced
by the vapor fence, the present cloud is dispersed downwind much faster and its values of
concentration near the ground are much higher. Also, the shapes of the clouas are markedly
different, as can be seen in Figs. 2.29 and 2.34 (and Figs. 2.31 and 2.35 as well). With
the fence enclosure, the cloud 15 high and narrow near the fence and, because of negative
buoyancy, it spreads out gradually and decrelases slowly in height toward downwintd. On
the other hand, without the vapor fence (thus unconfined laterally), the cloud tends to
spread out immediately in the source region and results in a wider qnd lower clpﬁd thereby.
Far away from the fence, as the effects of the fence/biliboard taper off, the two clouds are
more comp%irable in shape and size.

The time series of concentration for four selected locations near or behind the source
are compared in Figs. 2.36 and 2.37 between the two simulations. At the center of spill
(Fig. 2.36a), the spill conditions appear to be dominating over the fence effects. thus the
two curves are very close to each other over much of the spill duration. However, after the
spill has been termi‘nated (t = 310 s), the curves are drastically different regarding cloud
persistence. As a result, the concentration is above 2.5% for approximately 530 s in the
case with vapor fence, as opposed to 330 s without the vapor fence. Similar effects are
seen in Fig. 2.36(b) for the location near the downwind edge of the area source. These
results suggest that, in spite of its advantages, e.g.‘, reducing the level of concentration and
curtailing the downwind distance of hazardous area, an LNG vapor fencé could prolong the
cloud persistence time within the fence, thus greatly increasing the potential for ignition
and combustion in such an area. At locations behind the source (Fig. 2.37), the simulation
with vapor fence has produced much delayed cloud -rrival time and significantly lower

concentration.
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3. MODEL-DATA COMPARISON

In this section, the numerical results are compared with field data for the four Falcon
tests described in Section 2. The ﬁeld‘data were taken at the rate of one sample/sec
but were averaged over five seconds for comparison with the numerical results. Such an
averaging time is believed to be long enough for ‘thc turbulent time scales and yet is
short enough for retaining the dynamical characteristics of the transient gas cloud. Both
fields of concentration and temperature are considered and the comparison is conducted for
locations both inside and outside of the vapor fence. Specifically, comparisons are made for
time series of the field variables. th”e peak values of concentration along the cloud centerline,
and contour plots of concentration on selected crosswind planes. The model performance
1s also assessed quantitatively using the ratio method recommended by Ermak and Merry
(1988), regarding cloud arrival and persistence times for concentration levels of practical
importance, the maximum change in temperature, the peak values of concentration, and
the maximum downwind distance to 2.5% and 5% concentrations.

The specific locations selected for cornparison of time series of temperature and con-
centration are listed in Tables 3.1 and 3.2. All the selected locations except one are on
the cloud centerline where maximum concentration and minimum temperature usually
occur. As discussed in Section 2, in order to reduce computing costs, all the model sim-
ulations were performed for one-half of the vapor cloud, thus it is necessary to compare
model results with field data nearest to the cloud centerline, instead of those on the array
centerline. Representative wind trajectories (which were constructed from the wind field
data and should approximate the centerlines of the vapor clouds) and sensor locations for
the four tests are depicted in Fig. 3.1. These results indicate that the cloud centerline is
aligned fairly well with that of the sensor array for all the tests except Falcon-1, in which
case the angle between the wind trajectory and the array centerline is nearly 20°. Thus
the assumption of symmetry in the model simulations is expécted to yield a greater error

for Falcon-1 than for the other tests.
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Table 3.1.

g e e

Locations for model-data comparison of temperature.

Test
Falcon-1 Falcon-2 Falcon-3 Falcon-4

(x,y,2)
in meters
(-32,0, 1) X . X
(-2,0, 1) X X X X
(50, 0, 1) X X X X
(50, 0, 5) X C X X
(150, 0. 1) X X X
(150, 0. 5) X X

Table 3.2. Locations for model-data comparison of concentration.

Test

S

\ Falcon-1 Falcon-2 Falcon-3 Falcon-4
(x.y.2)

in meters \

(-62,0,1) X X

(-62, 20, 1) X X

(-32,0,1) X )
(-2,0.1) X X
(50. 0, 1) X X '
(50, 0, 5) X X )
(150, 0, 1) X X X
(150,0.5) | X X X
(250, 0. 1) X X X
(250, 0, 5) X Y X X
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3.1 Falcon-1

In Figs. 3.2 thfough 3.4, a Li(')ll'll)ari!i()ll of predicted vs. measured concentration and
temperature for three locations inside the fence enclnsﬁre is made. In Fig. 3.2, the predicted
femperatllré and the measured duta at the center of spill‘are compared. Despite the fact
that the model overpredicts the decrease in temperature by ~35% and the predicted curve
for late times recovers too rapidly to the ambient temperature, the shapes of the two
curves, nevertheless, agree reasonably well. A similar agreement is observed in Fig. 3.3 for
a location near the rear fence. In Fig, 3.4, the predicted concentration for a location near
the fence side is compared with measurements taken by a JPL (Jet Propulsilon Laboratory)
sensor, which unfortunately is the only gis sensor operational inside the vapor fence for
this test. The predicted higher concentration is consistent with the prediction of lower
temperature. The field data at these locations seem to suggest a more diluted and slightly
more persistent cloud than pred:cted.

In Figs‘. 3.5 through 3.9, the predicted temperature and concentration for downwind
locations at 50 m, 150 m, and 250 m behind the rear fence are (toﬁpared with data measured
near (but generally not coincident with) the cloud centerline. Considering the complexities
of the vapor dispersion phenomena, the overall agreement between model predictions and
field data is very reasonable. In particular, the predicted results for locations at 1 m high
appear to agree quite well with field measurements, with respect to the shapes of the
curves, the peak values of the individual variables, the arrival and departure times, etc.
Forlocations at 5 m high, the actual vapor cloud appearé to be less coherent than predicted
by ‘the numerical model. The large discrepancies at the 5 m height are believed due to
the presence of the less stable cloud/air interface in that vicinity (see Fig. 3.12 for the
actual cloud height), coupled with a rather coarse (~ 2 m) grid spacing nearby. Also, the
discrepancies might have been aggravated by the model’s assumption uf symmetry and the
considerable distance between the gas sensors considered and the actual cloud centerline

(e.g.,in Fig. 3.9, gas sensor G15 at 250 m is perhaps 40 m away from the cloud centerline).
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Fig. 3.2. Falcon-1 predicted versus meausred temperature near the
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In Fig. 3.10. the predicted concentrations for the tliree downwind locations, all at 1 m
above the ground surface, are superimposed. This figure indicates a slow dissipation of
the gas cloud, together with a 50 to 60 s difference in cloud arrival times among adjacent
locations, which are consistent with the observed data.

The predicted concentration contours for the crosswind plane at 150 m downwind are
shown in Fig. 3.11 for time -~ 180 and 300 s, respectivelyk; the corresponding experimental
rosﬁhs are shown in Fig. 3.12. As seen in these figures, the numerical model predicts

“an “average” cloud height l)et‘ween‘ 5 and 6 m, which is comparable to the experimental
value of approximately 5 m. Unfortunately. it is not possible to compare the cloud width,
hecause the cloud at these times already went beyond the edges of the sensor array and
the computational domain, The values of maximum concentration agree reasonably well
for time = 180 s, However, for time = 300 s, the present model has vielded somewhat
higher concentration. suggesting that the actual cloud was diluted faster than simulated.

Finallv. the maximum values of concentration along the “cloud centerline” are com-
pared in Fig. 3.13 (due to significant cloud bifurcation of Falcon-1, it is more appropriate
to compare the predicted centerline v'aluc's against the measured values at similar loca-
tions. rather than the measured peak values over the entire crosswind plane). Overall, the
madel is underpredicting the concentration by as much as 35%. Considering the symime-
try assumption and the imple approach used to model the source conditions, including
superheating and turbicnce inside the fence, such discrepancies are within reasonable

expectations,

3.2 Falcon-2

Due to internal software problems, no concentration data was taken by the LLL-IR gas
sensors during this test. Consequently, the model-data comparison in this case is srmewhat
less extensive as the other cases. The predicted temperature and concentration at several

locations within the vapor fence are compared with data in Figs. 3.14 through 3.18. Despite
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a difference of about 25 s in cloud arrival times and somewhat shorter persistence time of
the predicted cloud. the general agreement between model results and field data, regarding
the peak values and the shapes of the curves, is quite reasonable. Most of the diserepancies
are believed due to the simplicity of the present source and turbulence submodels. For
instance, the constant diffusivity of 0.8 m?/s used within the fence may bhe somewhat too
high, especially for the locations of Figs. 3.17 and 3.18.

In Figs. 3.19 through 3.21, the time-series of temperature and concentration are com-
pared with observed date for several locations near the cloud centerline at 50 m, 150 m,
and 250 m downwind, respectively. Since no concentration data at the heights of 1 m
and 5 m were available for the two inner rows, only temperature curves are presented at
these locations. Except for an overprediction of the temperature change by a factor of 2 in
Fig. 3.19(b). the model has predicted accurately the cloud arrival time and the predicted
field variables appear to agree well with experimental measurements, within approximately
a factor of 1.5. In Fig. 3.22, the predicted time-series of concentration for three downwind
locations are superimposed. This figure indicates a 25 to 30 s difference in cloud arrival
time among adjacent locations, which is consistent with the measured temperature at these
locations. Also revealed in this figure is the relatively slow mixing process within the vapor
cloud, a common feature in heavy-gas dispersion.

The predicted concentration contours on the crosswind plane at 250 m behind the
fence are shown in Fig. 3.23 for time = 180 and 240 s. The predicted cloud height is 8 to
9 m and its half-width is approximately 70 m. Experimental results for the corresponding
times are shown in Fig. 3.24, which indicates a similarly low but somewhat wider and
unsymmetric cloud (in contrary to a more symmetric cloud suggested by the wind trajec-
tory in Fig. 3.1(b)), together with slightly lower concentration near the ground surface. In
Fig. 3.25, a model-data comparison is made for the two clouds. when each of them reaches
its widest horizontal extent (notice a time lag of 20 s). Compared to field data, the mode]

yvields a cloud (0.5% con’ our) which is somewhat lower (9 m versus 13 m) and narrower
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(145 m versus >160 m), with slightly higher concentration. The agreement hetweer model
and data for the 1% contour (which is perhaps more important for a combustible gas such
as LNG) is, however, much closer with regard to its height and the horizontal extent.
Finally, the predicted and measured peak values of concentration along the cloud cen-
terline are compared in Fig. 3.26. Based on the two values of experimental data available,
the model predictions are within = 25% of those observed in the field test. Also super-
imposed in the figure arc .he rsults from a simultion without the vapor fence and the
billboard. Effectiveness of the vapor ence in this case is very significant. For instance, the
distance reduction for the 2.5% concentration is approximately a factor of 2.5, from 500 m

(estimated) to 200 m. The distance reduction for the 5% concentration is nearly a factor

of 4.

3.3 Falcon-3

The Falcon-3 test is basically a repeat of Falcon-2 with a slightly higher spill rate
and approximately twice as long in spill duration. Unfortunately, the occurrence of many
RPTs during the early stage of spill caused some of the instruments inside the vapor
fence to malfunction, thus greatly reducing the amount of field measurements available
for comparison. Nevertheless, data for a few of the locations are still largely valid and
are thus used for comparison in Figs. 3.27 through 3.30. The plateau of the measured
concentration after 175 s in Fig. 3.27 is due to instrumentation failure (The thermccouple
deployed at the same location failed at approximately 60 s after spill started). Overall
a good agreement is seen between model predictions and measured data except perhaps
in Fig. 3.30, which indicates the actual cloud lingered considerably longer than predicted.
This discrepancy is not clearly understood, since the recorded temperature in Fig. 3.28 for

the same location does not seem to substantiate the long cloud persistence time observed

in Fig. 3.30. Besides the above anomaly, both Figs. 3.28 and 3.29 display some abrupt
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Fig. 3.27. Falcon-3 predicted versus measured concentration
near the center of spill at (x,y,z) = (~32m, 0. Im).
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Fig. 3.28. Falcon-3 predicted versus measured temperture in front of the rear fence
at (x,y,2) = (-2 m,0, 1 m).
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Fig. 3.29. Falcon-3 predicted versus measured concentration
behind the billboard at (x,y,z) = (-62 m, 0, 2 m).
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Fig. 3.30. Falcon-3 predicted versus measured concentration in front of the rear
fence at (x,v,2) = (-2 m, 0, 1 m).
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chénges in the measured field variables for a brief period of time, which are most likely
caused hy the RPTs (significant RPTs started at approximately 90 s after the spill began).

In Figs. 3.31 through 3.35, the predicted time-series of temperature and concentration -
are compared with fleld data for downwind locations at 50 m, 150 m, and 250 m, re-
spectively. A. seen in these ﬁgures, the numerical results are very consistent and generally
correlate quite well with field data. regarding cloud arrival/departure times, the magnitude
of the variables, and the shapes of the curves (indeed, the high-frequency components due
to small eddies not adequately modeled must be neglected). The predicted concentration
af 1 m high for three downwind locations are shown.in Fig. 3.36. Suggested in this figure
is & 25-30 s difference in cloud arrival time among adjacent locations, which is consistent
with the field data. Again, a relatively slow mixing precess within the vapor cloud as
observed in Falcon-2 is also indicated by this plot.

The predicted concentration contours for the crosswind plane 150 m behind the rear
fence are shown in Fig. 3.37 for time = 120 and 240 s, respectively. As is seen, although
the cloud height does not change significantly (from 11 m to slightly below 10 m), its
half-width has i‘:wrea.scd drastically from 55 to 95 m approximately in two minutes. The
correspondiny experimental results are shown in Fig. 2.38, which indicates a similarly low
but perhaps‘somewhat wider cloud. If the cloud centerline is considered to be at sensor
G12, as suggested by the wind trajectory displayed in Fig. 3.1(c), the cloud half-width
would be ~60 m at 120 s and would be ‘greater than 95 m at 240 s, Déspite the model
prediction of a somewhat narrower cloud and slightly higher concentration near the ground
surface, the overall agreement between model predictions and field measurements is very
good.

In Fig. 3.39, the predicted peak concentrations along the cloud centerline are compared
with field measurements. Again, the agreement is very good with regard to the concentra-
tion values and their variations in the downwind direction. The high value of concentration

measured near the center of spill at x = -32 m (see also Fig. 3.27) is probably due to a less
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homogeneous cloud created by RPTs during the test and/or due to sensor problems prior

to its complete failure after time = 175 s.

3.4 Falcon-4

Like the other tests, the predicted temperature and concentration inside the fence are
first compared with available measurements in Figs. 3.40 and 3.41. As seen in these figures,
the numerical results are very consistent and correlate quite well with the measured data,
regarding the magnitude and cloud persistence time. Because this test has the smallest spill
rate and was conducted under the highest wind speed, the field measurements are seen
to have more high-frequency components (or higher intermittency) due to small eddies
in the ambient atmosphere. These high-frequency components, understandably, can’t be
adequately resolved by the present finite grid model and thus are less relevant for the
present model-data compraison.

In Fig. 3.42 through 3.45, the predicted time-series of temperature and concentration
are compared with field data for downwind locations at 50 m, 150 m, and 250 m, respec-
tivelv. Again. the numerical results are very consistent and generally correlate well with
field data, regarding cloud arrival/departure times and the shapes of the curves. The pre-
dicted concentrations at 1 m high for three downwind locations are also shown in Fig. 3.46.
Suggested in this figure is a ~20 s difference in cloud arrival time among adjacent loca-
tions, which is consistent with the measured concentration at these locations as shown in
Figs. 3.43 through 3.45.

In Fig. 3.47, the predicted concentration contours on a crosswind plane 150 m behind
the rear fence are shown for time = 180 and 300 s, respectively. In two minutes, the cloud
height is seen to decrease only slightly from 10 m to 9 m but its half-width has increased
rapidly frem 40 m to 55 m approximately. The corresponding experimental results are

shown in Fig. 3.48 (the hump in 3.48(b) is probably due to a puff of cloud passing through),
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which indicates a cloud of roughly the same height as predicted. However. the actual cloud
width is considerably wider and its concentration near the ground is slightly lower.

In Fig. 3.49, the predicted peak concentrations along the cloud centerline are compared
with field measurements. The agreement is excellent with regard to the concentration
values and their variations in the downwind direction. Also superimposed in the figure are
the results of a simulation without the vapor fence and the billboard. Without the fence,
the concentration would have been nearly twice as high at 250 m and four times higher
at 50 m. Also. the downwind distance to the 2.3% concentrtion would have heen 365 m,

mstead of 230 m.

3.5 Comparison via the Ratio Method

In this subsection, the overall performance of the numerical model is assessed via ap-
plying the ratio method to the predicted and measured field variables as recornmended
by Ermak and Merry (1988). Included in such direct comparison are, for all four Falcon
experiments. the maximum drop in temperature, cloud arrival and persistence times for
certain concentration levels of practical importance, the peak values of concentration, and
the maximum downwind distances to concentrations of 2.5% and 5% (the lower flamma-
bility limit of LNG). The relevant values are obtained from the figures presented earlier
(either measured directly or, in a few cases. using linear interpolation,/extrapolation of the
plotted results) and summarized in Tables 3.3 through 3.8. These results are then plotted
in Figs. 3.50 through 3.55.

In Fig. 3.50, the cloud persistence time inside the vapor fence based on the 5% and 15%
concentration levels is displaved. The agreement hetween model predictions and measured
data is very good, with fifteen of the sixteen data points falling within the range of 2/3 and
1 1/2 and the remaining one within a factor of 2. In Figs. 3.51 and 3.52, the cloud arrival
and persistence times for concentrations of 1% and 2.5% at sample locations behind the

apor fence are depicted (see Tables 3.4 and 3.5 for their respective values). With only a
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Table 3.3,

Predicted versus observed cloud persistence times ty,/t, (in se¢) S coveen

tration higher than 5% and 15% at sample locations within the vapor face,

Test - !
Falcon-1 Falcon-2 Falcon-3 - Falcon-4
o\ (x2)
1n meters
(-62,0, 1) 262/161 363/269(1)
(-62, 20, 1) 315/347 241/199
> (-32,0,1) 207/183 322/7(2) 446/346
| (-2,0,1) 360,396 420/391
(-62, 0, 1) 153/128 243/166(!)
15y | (6220, 1) 216/174 136/173
(-32,0, 1) 123/153 223/7(2) 325/272
(-2, 0, 1) 250/327 276/332
Remarks:

(1) Field data measured at height of 2 m.
(2) Sensor failed at t>175 s approximately.

Table 3.4.  Predicted versus observed cloud arrival times ty, /t, (in sec) for concentration
of 1% or 2.5% at sample locations behind the vapor fence.
Test
Falcon-1 Falcon-2 Falcon-3 Falcon-4
(x,y,2)
in meters
(50, 0, 1) 64/49 104/(2) 75/88 135/95
(50, 0, 5) 64/49 97/(2) 66/91 124/125
(150, 0, 1) 125/95 139/(2) 113/124 192/180
(150, 0, 5) 108/00(}) 110/(2)(1 91/121(1) 135/135(1)
(250, 0, 1) 191/150 123/207(1) 161/162 155/155(1)
(250, 0, 5) 143/398(1) 129/22701) 130/175(%) 185/228(1)

Remarks:

(1) For concentration of 1%.

(2) No field data available.
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Table 3.5.

Predicted versus observed cloud persistence times t,, /t, (in sec) for concen-
tration of 1% or 2.5% at sample locations behind the vapor fence.

Test

Falcon-1 Falcon-2 Falcon-3 Falcon-4
(x,¥,2)
In meters {
(50, 0, 1) 344/226 175/(2) 289 /245 345/290
(50, 0, 5) 273/116 151/(2) 267/234 318/198
(150, 0, 1) 254/139 83/(2) 206 /227 222/187
(150, 0, 5) 178/0(1) 200/(2)(1) 294 /236(1) 357/275(1)
(250, 0, 1) 217/182 184/56() 138/205 377/29201)
(250, 0, 5) 100/208(1) 66/60(1) 234/2330) 200/194(1)
Remarks:

(1) For concentration of 1%.
(2) No field data available.

Table 3.6.

Predicted versus measured maximum downwind distances (in meters, mea-
sured from the rear fence) for concentration of 2.5% and 5% at sample loca-
tions behind the vapor fence.

Concentration 2.5% 5%
r_Source

Test \ Model Data Ratio Model Data ‘Ratio
Falcon-1 498 440 1.13 340 330 1.03
Falcon-2 200 N/A — 70 N/A -
Falcor 3 330 353 0.93 183 230 0.80
Falcon 4 230 203 1.13 65 28 2.32
Falcon-4 (no fence) 365 N/A — 230 N/A =
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Table 3.7.

ple locations inside and outside of the vapor fence.

Predicted versus observed decrease in temperature AT,/ AT, (in °C) at sam-

Test

Falcon-1 Falcon-2 Falcon-3 Falcon-4
(x,y,z)
In rneters
(-32,0,1) 134/100 105/116 90/105
(-2,0,1) 129/98 95/105 124/126 62/58
(50, 0, 1) 33/27 14.5/7 29/18.5 14.5/9.5
(50, 0, 5) 19/29 13/8.5 19/17 13/9.5‘
(150, 0, 1) 24/28 8.5/6.5 15.5/17.5
(150, 0, 5) 5.5/5.5 7/7.5

Table 3.8.  Predicted versus observed peak values of concentration C,,/C, (in % Vol) at
sample locations inside and outside of the vapor fence.
Test
Falcon-1 Falcon-2 Falcon-3 Falcon-4
(x,v,2)
in meters
(-62, 0, 1) 36/43.5 46/56
(-62, 20, 1) 62.5/38.5 35/46.5
(-32, 0, 1) 38.5,/44 47.5/70 34/47.5
(-2, 60, 1) 46/51 23.5/23.5
(50, 0, 1) 15.5/23 5.4/(2) 10.5/9.7 5.4/4.0
(50, 0, 5) 7.8/4.4 4.7/(2) 6.5/10 4.6/3.2
(150, 0, 1) 11.2/15.6 3.1/(2) 5.7/7.6 3.4/3.0
(150, 0, 5) 4.8/0.4 1.7/() 2.1/3.2 1.8/2.2
(250, 0, 1) 7.2/8.2 1.9/1.5 3.6/4.5 2.4/2.2
(250, 0, 5) 4.4/4.0 1.1/1.4 1.7/3.1 1.1/1.3

Remarks:

(1) Field data measured at location (-62, 0, 2).
(2) No field data available.
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Fig. 3.50. Predicted versus observed cloud persistence times for
concentration higher than 57 and 157 at sample
locationg within the vapor fence.
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Fig. 3.51. Predicted versus observed cloud arrival times for
concentrations of 17 or 2.57 at sample locations
behind the vapor fence.
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Fig. 3.52. Predicted versus observed cloud persistence times for
concentration higher than 17 or 2.5% at sample loca-
tions behind the vapor fence.
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few exceptions. the predictive values are within the range of 172 and 2 (mostly between
2/3 and 1 1,2). The exceptions include those locations at 3 m high in the Falcon-1 test,
where a cloud “air interface with large gradients exists and is thus more difficult to predict
well. and the location of (250 m. 0, 1 m) in Falcon-2. wherein significant cloud meandering
appears to have occurred (séic. c.g., Fig. 3.24). as opposed to a svinmetric cloud assumed
in the numerical model. |

The predicted versus measured maximum downwind distances for concentration of
2.5% and 5% are tabulated in Table 3.6 and plotted in Fig. 3.33. Except for Falcon-2,
which did not have concentration data at 1-m high for the 50-m and 150-m rows, all the
remaining three tests were analyzed. Of the six values of ratio, five of them are within the
range of 2,3 and 1 12, and the remaining one is slightly larger than 2 for the distance of
the 3% concentration of Falcon-4.

Finallv. the predicted versus observed maximum decrcasc  in temperature and the
peak values of concentration at all sampled locations. both inside and outside of the vapor
fence, are presented in Tables 3.7 & 3.8 and plotted in Figs. 3.54 & 3.55. As is seen in
Fig. 3.54. all the data points are bounded by a ratio between 1,2 and 2, with the majority
falling within the range of 2/3 and 1 1/2. With one exception (out of the figure) of the
data point for location (150 m, 0. 5 m) of Falcon-1 for reasons alluded to earlier, similar

model performance is observed in Fig. 3.55 for the peak values of concentration.
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Fig. 3.53. Predicted versus meausred maximum downwind distances

for concentration of 2.57 and 57%.

130



Predicted temperature drop (°C)

200

|  pln S L AL B ¥ | S AL AL L]

® Inside of fence

o Outside of fence

100
80

60

40

20

2 J W T W . | 1 | | SN WS GUUN B W U |

2 4 6 810 20 40 ,0 80 100 200
Observed temperature drop (°C)

Fig. 3.54. Predicted versus observed decrease in temperature at
sample locations inside and outside of the vapor fence.
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4. CONCLUSIONS AND RECOMMENDATIONS

In this exploratory study, the FEM3A model has been applied to simulate four large-
scale LNG vapor barrier field experiments and a detailed model-data comparison was made
to evaluate its performance. The followiﬂg are conclusions and recommendations based on
the numerical results and a comparison with available field data.

1. The FEM3A model, with minor modifications, was able to reproduce the results of the
vapor barrier field tests with reasonable accuracy. Specifically, a comparison between
the predicted and measured vﬁriables, including the maximum change in temperature,
the peak values of concentration, representative cloud t;rrival and persistence times,
and the downwind distances to concentration of 2.5% and 5%, was made and the
majority of the results agree well within a factor of two.

2. The predicted results of Falcon-1 are consistgnt with field observations, i. e., a vapor

- cloud overfilling the fenced enclosure, as opposed to a vapor cloud essentially contained
within the fence at all times as observed in a pre-spill wind tunnel simulation. The
surprising results of the Falcon-1 test are believed partly due to the greatly enhanced
turbulence mixing (mainly induced by the extremely high LNG exiting velocity) and
partly due to superheating of the LNG source by the water underneath. Although
certain field data appear to substantiate the above claims, insufficient measurements
of concentration and tevmperature in the source area have prevented us from reaching

a more definite conclusion. If technically possible, laboratory experiments are highly

recommended for testing the superheating hypothesis.

3. Based on the numerical results from simulations with and without the fen‘ced enclosure
for Falcon-2 and Falcon-4, an LNG vapor fence was observed to have the following
advantages: significantly reduced concentration in the nuar field, delayed cloud arrival
times at downwind locations, and a much shortened downwind distance of hazardous

area. However, a vapor fence could also prolong the persistence time of the vapor cloud
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in the source area, thus increasing the potential for ignition and combustion within the

vapor fence and the area nearby.

. Since the actual centerline of the Falcon-1 vapor cloud was about 20° off the center

plane of the instrumentation array, the present assumption of the vapor cloud be-
ing symmetric about the center plane of the sensor array was not strictly valid. A
full domain simulation with the correct mean wind direction is necessary for a more
appropriate model-data comparison. Such a simulation would require substantial com-
puter resources Lut is, nevertheless, computationally feas. »le and recommended to be

performed ir future studies.

. Due to the complexity of the source conditions, which generally involve LNG p.sol

spread, heat transfer and evaporation, and perturbations to turbulent mixing, etc.,
such processes have been parameterized with relatively simple submodels. Although
such an approach appears to have performed reasonably well, the predicted cloud
widths were ge-erally narrower than observed. More sophisticated modeling of the
source conditions and turbuient mixing may be necessary in order to simulate the
cloud dispersion accurately at all locations. This is particularly true for the case of
Falcon-1 wherein the dispersion process appears to be largely dominated by the spill

conditions.

. All the simulations presented herein were performed without the presence of water

vapor. Although humidity did not appear to be a crucial factor in the unconfined
LNG spills such as the Burros and Coyotes (Chan and Ermak, 1984), its effects were
relatively significant in the marine environment (Colenbrander and Puttock, 1984) and
may prove to be important for the present spills involving vapor barriers, especially un-
der the conditions of the Falcon-1 experiment. A humidity submodel should probably

be implemented in FEM3A for future investigation of such effects.
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APPENDIX. THE FEM3A MODEL

In this appendix. we deseribe in some detail the theoretical basis of the FEN3A model

(For more details. see Chan. 1988). Included are the governing equations, boundary con-

ditions. initial conditions. and the submodels for representing the source and turbulence

parameterization. The material phase-change submodel 1s not described because the dis-

persion simulations described in this report did not involve phase change. The spatial

discretization and titne integration procedures are also given.

Governing Equations

The following three-dimensional, time-dependent conservation equations, written for
) 1 3

the mean (time-averaged) quantities in a turbulent flow field. are being solved in FEM3A:

d(pu ‘
"%)}E) +pu-Vus= =Vp+ V. (pK™ - Vu) ~ (p - pi)g .
¥ (pu) =0,
08 1 .
V= V. (pC, K. Ve
8{ u pCp (p P )
4 C”EL-EB‘-’~(1<‘~’ Y)YV
Cp] - Cpa . L 8(11
4ot (K- ¥ YVl — = (= )pe
i ¢ ( Q) Cp( oy P
dqe ( 9qy
"""""" ¢ V v ’v I{ M v i v C
5 a = Volp q) (37
dq o1 C dq,
()f + U V{J} - p\—' (ﬂK \ q{) (8{‘)’” )
and
PN P,
P s e
RT RT 1 (M“‘» 1)gr - g
In the above equations.
u = velocity field = (u.v.w),
p = mixture density.
p = pressure deviation from a hydrostatic pressure field (pp)

A-l

(4.1)

(A.2)



Ph

corresponding to an isothermal state,
density field corresponding to the same isothermal state,
acceleration due to gravity,

potential temperature deviation from the reference (isothermal)

temperature feld.
mass fraction of material in vapor phase. .
mass fraction of material in liquid phasc.

eddy diffusion tenors for momentum. energy. and specics.

respectively,

specific heat of the ambient atmosphere.

specific heat of the dispersed material in vapor phase,

specific heat of the liquid material,

specific heat of the mixture = Corgn ~ Cp1q1 + (1- gy — ql)Cpa-,
Latent heat of phase change for the dispersed material,
gradient operator,

time,

time rate of change of material vapor due to phase change.
molecular weight of the mixture, \
molecular weight of air.

molecular weight of the material in vapor form,

total pressure -« py, - p.



R = universal gas constant,

T = absolute temperature = (6 + 6,)[( P/ Po)R/MCy,l ~ 8 -+ 6,.
P/ P, is approximately equal to unity for problems of current
interest. which is fortunate since the last equation is strictly valid
only when R/MC) is (‘.onstaﬁt.

The above set of equations, together with appropriate initial and boundary conditions,
are solved to obtain the fields of velocity, pressure, temperature, mass fraction of the
dispersed material (in vapor and liquid phases). and density of the mixture as functions of
time and space. If the dispersed material is in vapor form only, Eq. (.i\:5) is removed from
the above systemn and the terms involving ¢ and (%%l)pc .in Eqs. (A.3), (A.4), and (A.6)
are omitted. This was the case for the simulations presented in this report.

The equations for energy and species, as seen above. contain no source terms other than
that due to material phase-change. The source material and the associated temperature
are. in the present code, defined by either appropriate boundary conditions (to simulate
an evaporating area source for continuous or finite-duration spills) or initial conditions (for
instantaneous sources). Such source characterization will be discussed in the subsequent

subsections.

Submodels

Source characterization. For continuous or finite-duration spills, the released source
materials are modelled by vertically injecting the materials, in both vapor and liquid
phases, from a predetermined area. Over such area, a constant mass flux m(m = pv,
v being the vertical velocity component) is imposed for the duration of the release (the
product of m with the size of the source area is equal to the total material spill rate).

The total mass flux per unit area can be separated into

my, = mF for material vapor , (A.7a)
and
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my = m(l ~ F) {or liquid material . (A.7h)

In the above equation, F is the material fraction in vapor phase as determined by

F=Cy(T) - T,)/L . (A.8)
where
Cp = specific heat of liquid at constant pressure,
T = liquid temperature,
T, = boiling point of liquid at atmospheric pressure, and
L = latent heat of vaporization.

Equation (A.7) is implemented in the computer code as boundary conditions for the

species equations in the following form,

dgr
K; L m(F - q.)/p (A.9a)
On
and
d ‘
K{2 = m(1 - F—q)/p (A.9b)
On

in which K is the eddyv diffusivity in the vertical direction for the material species.

For the temperature equation, consideration of enthalpy balance leads to

pu

900 . : . , .
1\35;1 = m{iCpF + Cp(l ~ F)(T} - T,)/Cp ~ 8}/p (A.10)

in which the new symbhols are defined as
Kf,' = eddy diffusivity in the vertical direction of the energy equation, and

T, = reference temperature (above which 6 is computed).
During source injection, the following boundary condition is also specified over the

source area for the vertical momentum equation,

pv - 1h (A.11)

A-4



After the spill is terminated, the above boundary conditions are changed to correspond
to zero fluxes (rh = 0 in Eqs. (A.9) through (A.11)) for the relevant variables.

For instantaneous releases, a different source submodel is employed. For each instan-
taneous source, a group of mesh points are designated to represent the desired source
configuration filled with the material to be released. In each source region with the to-
tal mass fraction given, appropriate initial concentrations for vapor and liquid, and the
corresponding temperature are determined by the code based on local thermodynamic
equilibrium. In order to minimize the spatial oscillations in the concentration and tem-
perature solutions dge to the presence of short wave lengths (relative to the grid spacings)
in the initial conditions (typically the step-function type), the initial concentration and
temperature fields are often extended (smoothed) by trivariate Gaussian functions in the
region immediately surrounding the ‘nodes representing thé sources. Additionally, velocity
is specified to be zero and hydrostatic pressure is assumed to prevail within each source
region. After a steady-state flow field has been established in a prerelease calculation with
the source region(s) treated as obstructions(s), the constraints of zero velocity and hydro-
static pressure within these regions are removed to simulate the instantaneous release of
the sources at zero time.

Turbulence Parameterization. Currently, FEM3A treats turbulence by using a K-
theory local equilibrium model. The turbulence diffusion tensors K™. K¢ and K¢ are
assumed to be diagonal and it is further assumed that K® = K¢, Specifically, the vertical

diffusion coefficient is given by

 Rfuan)? 4 (w22

K, = 3 , (A.12)
where
k= von Karman's constant = 0.4,
ug. = friction velocity of the ambient atmosphere,



z = height above ground surface,

w, = in-cloud “convection velocity” = 0.5 (g/T)vg(Tyr - T)z}]/3

g = acceleration of gravity,

T = cloud temperature (°K),

Tyr = ambient ground temperature (°K),

vE = effective heat-transfer velocity from the ground into the vapor cloud, and
® = Monin-Obukhov profile function.

The form of the Monin-Obukhov profile function, &, is taken form Dyer (1974). When

the Richardson number (Ri, to be defined later) is greater or equal to zero, ® is defined as
$=1-5 Ri Ri >0 (A.13a)

for all three (momentum, energy, and species) vertical diffusion coefficients. When the

Richardson number is less than zero, ® is defined as

_ (1-16- Rz’)"’l/4 for momentum,
(116 Ri)~1/2 for energy and species, Ri <0 (A.13b)
g

The above equation indicates that, as the Richardson number becomes increasingly neg-
ative, the effects of convection are felt more strongly on the turbulent transport of heat
and species than on momentum. |

The local Richardson nufnber is, in turn, defined by an ad hoc approach of “combining”

the turbulence in the ambient atmosphere and the density stratification effects of the

dispersing species,

2
. p _ Ua. 2 (p-pa) gz
Ri = Rla i“ﬁg?':;i?) + nk (Z/hc)n s — (ug‘ n wz) (A14)

where the new symbols are defined below:

Ri; = Richardson number of the ambient atmosphere = z/L, L being the
Monin-Obukhov length scale,
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pe = density of the ambient atmosphere,

n =2, an empirical constant based on the two-dimensional experimental results

of McQuaid (1976),

he. = characteristic cloud height.

The first term on the right hand side of Eq. (A.14) is designed to include the turbulence
in the ambient atmosphere and the second term represents the effects of density stratifica-
tion, which is generé]ly a reduction of turbulence in the stably stratified, dense gas cloud.
As can be seen, for isothermal, neutrally buoyant gas or in the absence of a dispersing
cloud, the present submodel recovers the ambient diffusivities. A typical Richardson num-
ber profile has a zero value at ground level and a maximum value near the top of the vapor
cloud, where large-density gradient and small-shear stress normally exist.

The horizontal diffusion coefficient, K}, is expressed as
Kh :ﬂkUQ.Z/q)a, (A.15)

where &, = ®(Ri,) and (3 is an empirical parameter with a value of 6.5, which was inferred
from the Pasquill-Gifford curves for the horizontal and vertical dispersion coefficients oy
and 0. (

Ground Heat Transfer. For heavy gas dispersion problerﬁs involving cryogenic materi-
als, e.g., liquefied natural gas (LNG), the effects of heat transfer from the warmer ground
surface into the colder vapor clond could significantly affect the dispersion process of the
vapor cloud. The main effects from such ground heating are the decrease in mixture den-
sity and the increase of turbulence intensity, both of which tend to enhance the mixing
and dilution of the vapor cloud.

A bulk coeffient submodel is currently used for the energy equations to account fuc the

heat flux from the ground surface, i.e.,

000
Ix,?g; =vp(fy - 8) . (A.16)
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In this formula, vg is an eflective energy transfer velocity obtained from field measurements
8y: is the ground temperature, and 6 is the temperature associated with the lower boundary

of the computational domain.

Boundary Conditions

Figure A.1 illustrates some typical boundary conditions used in the simulation of heavy
gas dispersion. Note the orientation of the coordinate system and the corresponding veloc-
ity components being used, which were chosen merely for the convenience of handling both
two- and three-dimensional problems in one code. Th‘e origin of the coordinate system is
normally placed at the center of the source area (in the case of a continuous/finite-duration
spill) and the mean wind is assumed to be parallel to the x-v plane.

A wind profile is generally Spéciﬁed at the upwind boundary. This profile is expressed
as a function of height above ground level (usually a logarithmic profile). A parabolic
profile based on measured data, together with specified shear stress on the ground, is
recommended to permit better simulation of the ambient wind profile without requiring
the fine resolution of the surface “logarithmic region.” The remaining variables on this
surface are normally specified to correspond to the ambient conditions.

Natural boundary conditions are normally specified at the downwind (outflow) bound-
ary. These conditions include zero normal “traction™ for momentum in the x-direction
and zero normal gradients for the remaining variables. On the top and lateral boundaries,
which presumably are “far enough” from the vapor cloud, the respective normal velocity
component and normal gradients of the remaining variables are set to be zero. If a lat-
eral bounday is near the vapor cloud, the use of “open boundary” conditions is usually
more appropriate. They include zero “traction” for the mementum equation in the normal
direction and zero normal gradients for the remaining variables.

On the ground surface (either flat or variable) excluding the source area, either no-slip

(zero velocity) or generalized “partial slip” boundary conditions can be specified for the
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Figure A.1. Typical boundary conditions for the governing equations solved by the
FEM3A model.
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momentum equations. No-slip boundary coadition are appropriate if sufficiently fine grid
spacings are used to resolve the surface sublayer; otherwise, the “partial slip”™ boundary
conditions are perhaps more appropriate. The latter usually implies that the normal
velocity component is set to zero and shear stresses are specified in the tangential directions.
For the case involﬁng variable terrain, in order to apply “partial slip” boundary conditions,
appropriate normal and tangential directions must be determined for the nodal points
involved. In our current model, ;)ne of the tangential dirc("t.inns is chosen to be para,‘llvl
to the x-y plane and, in this direction, a shear stress of p,u?, is specified. Zero shear
stress is specified along the other tangential direction because of the lack of field data in

that direction and because the associated shear stress is much smaller. The appropriate

Ay

" . . .8
boundary condition for mass fractions outside the source area is e G

0. 1.e., there
is no loss or gain of species at the ground surface.

For flat terrain, because the solution is symmetric about the vertical center plane, only
one-half of the domain has to be considered. In this case, the center plane becomes the
front surface, and symmetry boundary conditions are applied.

For finite duration spills, the flux boundary conditions of Eqs. (A.9) through (A.11)
are imposed over the source area until the simulated source injection is terminated, after
which the corresponding fluxes are set equal to zero for each appropriate variable,

For instantaneous spills, the mesh points and elements designated to represent the
source containments are first specified to have zero velocity and pressure when a steady
state flow field aronund the source(s) is being computed. These boundary conditions are
then removed at zero time of the dispersion simulation to model the instantaneous release

of the material within the source containments(s).

Initial Conditions

Before the start of a dispersion simulation, initial conditions corresponding to the

ambient atmosphere must be established first. These initial conditions may, depending
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on the preexisting temperature field, correspond to either an isothermal or a stratified
atmospheric flow. Generating the ambient flow field requires that the code be run without
the species equations for a sufficient length of time (to reach a steady state wind field
within the computational domain) prior to the actual vapor dispersion simulation. With
an assumed wind field and appropriate boundary conditions, the code first performs a least-
squares mass adjustment to obtain a mass-consistent wind fleld. Then it integrates in time
the momentum equations with continuity constraints (and the temperature equation if
required) until the solution reaches “steady” state. Such a mas-consistent, steady-state
wind field and corresponding temperature field are then used as initial conditions in the
vapor cloud dispersion simulation.

For instantaneous spills, the steady state wind field should also account for the presence
of the source contuinments which are treated as obstructions via imposing the appropriate
boundary cond‘itions discussed above. In addition to such a steady-state wind field, in an
all-vapor dispersion simulation, the initial mass fraction of vapor and the corresponding
temperature must also be specified for each of the instantaneous source. For simulations
involving vapor/liquid materials, the initial total mass fraction of the dispersed material
is usually specified for each source, from which the model will determine the appropriate
vapor/liquid distribution based on a local thermodynamic equilibrium submodel.

For continuous or finite-duration spills, since the injection-like source submodel (via
houndary conditions. Egs. (A.9) through (A.11)) is employed, the initial conditions for
the specics equations are always set to be zero. Also, for problems involving flat terrain.
a wind field having a vertical profile identical to that at the inlet plane is often a good

approximation to the initial velocities required in the (ispersion simulation.

Spatial Discretization and Time Integration

In FEM3A, Egs. (A.1) through (A.5) are discretized spatially without the terms in-

volving (83%“- )pe by the Galerkin Finite Element Method (GFEM). The primary unknowns,
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UV WU = pu,V = pv, W = pw), p, 8,q.. and ¢ are approximated as

U= Y &(x)Uj(t)
7=1

with similar expressions for V, W17 8, q,, q;, and

M

p= D vi(x)p(t)

IER!
where, in the discretized domain, there are n nodes for velocity, temperature, and mass
fractions and m nodes for pressure. The approximation functions, {¢i(x)}, are piecewise
continuous polynomials that are one degree higher than those for the pressure approxima-
tion, {¥;(x)}. Currently, eight-node (four-node in two dimensions) isoparametric elements
with trilinear (bilinear in two dimensions) approximations for velocity, temperature, mass
fractions of the dispersed material, and piecewise constant approximation for pressure are

used; thus, m is the total number of elements. When standard GFEM procedures are

applied to Eqs. (A.1) through (A.3), the following coupled system of matrix equations is

obtained:
MU« |K~NUYu+CP=F . (A.17)
clv =0 (A.18)
My [Kg+ Nyu) 8= Fp . (A.19)
Mg - 1Ky = No(u) go = Fy (A.20)
and
Mg+ (K + No(u)igr = By (A.21)

where U and u are 3n global vectors containing all nodal values of pu and u, respectively,
P is an m globai vector containing pressure values. M, K. and N (all 3n x 3n) are the
mass matrix, the diffusion matrix, and the advection matrix, respectively, C 1s the 3n x m
pressure gradient matrix, its transpose, C'7. is the m x 3n divergence matrix, and F is
a 3n global vector incorporating natural boundary conditions and the buovancy force.
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The matrices for temperature () and the mass fractions of material vapor (g,) and liquid
material (g;) are defined similarly, except their “size” is n instead of 3n.

Equation (17) through (21) are integrated in time via a modified forward Euler method;
that is. the physical diffusion tensors are augmented with a balancing diffusion tensor to

compensate for the negative diffusion caused by the simple forward Euler method. Given

4
U™, which satisfies CTU™ = 0, the time-marching algorithm is compos: 1 of the following
. steps:
1. Form the acceleration vector (without the pressure gradient),
A" = M7V F" - Ku™ - N(U")u™) . (A.22)
2. Solve the linear algebraic system (discretized Poisson equation) for the compatible
pressure via
(cTa‘cypr=ctar . (A.23)
3. Update the mass flux, accounting for the pressure gradient.
Urtl = U™+ A(4™ - MTlcPY) . (A.24)
4. Finally, in an “uncoupled step,” update the temperature and mass fractions of the
dispersed material.
0"+ = 0" + AtM;UF} - Kg8™ — N,(u")6"™) (A.25)
g; ' = g + AMEY — Kogy ~ No(u")gy] (A.26)
1 and
=g + MM F - Kigl' - Ny(u™)gq'] (A.27)

Several cost-effective techniques, including mass lumping, reduced quadrature, subcy-
cling, balancing diffusion, and others that significantly reduce computing costs without
seriously compromising solution accuracy, have heen implemented in the present model.
These techniques were described in greater length by Gresho et al. (1984).
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After solving Eqgs. (A.22) through (A.27), the mixture density is computed from egua-

tion (A.6). i.c..

n+ 1 P M,
p R e ]”—~ - ) : n+ il
RT™M1 + (5 - Vgt gt

(A.28)
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