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Objectives To determine the ability and limitations of FEM3A as a numerical tool for

simulating LNG vapor dispersion involving vapor fences and to improve the

understanding of such complex vapor dispersion processes. Also, to com-

plement the results of field and wind tunnel experiments such as providing
plausib].e explanations for unexpected results and filling in data gaps due to

instrument failure or limited array size.

Technical There is a need for physical (wind tunnel) and mathematical models to

Perspective predict realistic LNG vapor dispersion scenarios involving complex gas

sources and flow effects due to terrain and obstructions. Although physical

modeling is usually very useful for such studies, it has certain practical

difficulties under conditions of low wind speed, low level of turbulence, and

significant heat transfer. Under such conditions, advanced numerical

modeling can be an effective and complementary tool to physical modeling

because the physical parameters can be controlled more easily.

Results The FEM3A model, with minor modifications, has been applied to simulate

the vapor dispersion of four large-scale LNG vapor barrier field experiments

and a comparison was made with relevant field data. The model was able

to reproduce the essential results of the experiments within a factor of two
under most circumstances. With the addition of certain amount of heat

flux to the vapor source of Falcon-1 (to model the superheating effects),

results consistent with field observations were obtained. In particular, a

vapor cloud overfilling the fenced enclosure was reproduced, as opposed to

._ . a vapor cloud essentially contained within the fence at all times observed in

= a pre-spill wind tunnel siml_ation. The simple approach currently taken to

model turbulence and heat transfer in the source area has performed rea-

r sonably well; however, more sophisticated modeling of the source conditionsm

| may be necessary for more accurate results at all locations. Results from
simulations of the Falcon..2 and Falcon-4 experiments indicated that vapor

fences can significantly reduce the downwind distances of flammable vapor

clouds. However, a vapor fence could also prolong the cloud persistence time

in the source area, thus increasing the potential for ignition and combustion
within the vapor fence and the area nearby.
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Technical A numerical approach was taken to accomplish the objectives of this study.

Approach Specifically, relevant measurements of the field tests were examined and

the FEM3A model was modified to accommodate special features of the

Falcon tests. Two series of 2-D simulations, among others, were then

conducted to aid the parameterization of the complex processes of turbulence

and heat transfer in the s.ource area. Finally, tile m_Jdified FEM3A model

was applied to simulate the selected field tests and a detailed model-data

comparison was conducted.

Project Results of the project have demonstrated that advanced three-dimensional

Implications numerical models such as FEM3A can be a useiul tool for evaluating the

effectiveness of LNG vapor i'ences. With further developments in the
areas of turbulence, heat transfer, and humidity effects, such numerical

models can be expected to greatly complement physical models, especially

under the conditions of low wind speed, low level of turbulence, and significant

heat transfer. While m,,st of the reported simulations require significant

computing resources on a super computer - Cray 2, it is anticipated that

continuing gains in computing speed, storage, and graphics will make

advanced numerical modeling more accessible for engineering applications.

In contrast, field experiments can only be used for verification of modeling

due to a number of considerations, including currently high and increasing
cost, lack of repeatability, lack of control of ambient variables, and inherent

uncertainty within field instrumentation and data.

'red Willims

GRI Project Manager
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1. INTRODUCTION

In order to evaluate and eventually predict the possible mitigating effects of vapor

fences on the dispersion of the vapor cloud n_sulting from an accidental liquefied na.tl_ral gas

(LNG) spill in storage areas, the U.S. Depe,rtment of Transportation (DOT) and the Gas

Research Institute (GRI) initiated a research program to evaluate methods for predicting
O

LNG dispersion distances for realistic facility configurations. As part of the program,

, Lawrence Livermore National Laboratory (LLNL) conducted a series of large-scale field

experiments called the LNG Vapor Barrier Verification Field Trials (also referred to as

the Falcon Series) at the U.S. Department of Energy's Liquefied Gaseous Fuels Spill Test

Facility (LGFSTF), Nevada, in the summer of 1987. The objectives of the experiments

were: (1) to provide a data base on I,NG vapor dispersion from spill involving complex

field obstacles to assist in validation of wind tunnel and mathematical models, and (2) to

assess the effectiveness of vapor fences for mitigating LNG vapor dispersion hazards in the

event of an accidental spill.

Five spill experiments were conducted, covering releases of LNG at rates of 9 to

30 ma/min and spill volumes ranging from 21 to 66 na a. The spills were conducted on

water in order to generate vapor at rates equivalent to the liquid spill rates. To this end,

a 40 m by 60 rn recirculating pond was constructed (and filled with water to about 0.76 m

in depth) at the end of the spill pipes from the LGFSTF. A 0.3-m diameter spill line was

connected to a system of four 0.15-m diameter spill distribution lines (referred to as the

spill "spider") *o distribute rapidly spilling LNG across the pond surface. The pond was
t

enclosed by a fiberglass vapor fence of 88 na long, 44 m wide, and 8.7 m high. In addition,

a 1.7.1 m wide by 13.3 m high billboard-fike barrier • :as erected upwind of the pond to

simulate the presence of a storage tank. A sketch of the vapor fence is shown in Fig. 1.1.

Details of the experiments and field data can be found in the GRI Report No. 89/0138.

Due to the complexity in both physics and geometry of the spill scenarios, wind turmel

modeling has generally been regarded as the best-suited, economical way for predicting

1
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the dispersion distances of hazardous concentrations of LNG vapor. However, under con-

ditions of low wind speed, low ).evel of turbulence, and significant heat transfer involving

cryogenic gases, wind tunnel modeling of a dense-gas plume has certain practical diffi-

culties and is generally more contentious than a comparable positively buoyant release

(Britter, 1989). In fact, a pre-test wind tunnel simulation of the Falcon-1 test produced
Q ,'

a vapor cloud which was essentially contained within the vapor fence fi>r ali times, which

• strongly contrasted with the Falcon-1 field release where the vapor cloud greatly overfiUed

the fenced enclosure. In many cases, especially under the above circumstances, accurate

three-dimensional mathematical vlodels can be an effective and complementary too] to

wind tunnel modeling. With numerical models, the physical parameters can be controlled

more easily and detailed temporal and spatial results can often provide insights into the

physical processes involved in the cloud dispersion. Actually, the usefulness of currently

available numerical models such as FEM3 for simulating a wide range of heavy'gas disper-

sion scenarios has already been demonstrated (see, e.g.: Chan and Ermak, 1984 and Chan

et al., 1987). More recently, an improved version of FEM3, called FEM3A (Chan, 1988)_

was applied for the first time to evaluate the effectiveness of vapor fences for controlling

LNG dispersion (Wiersma and Williams, 1990).

In this stud5", the FEM3A model was applied to simulate four of the Falcon experiments.

The objectives of this study were, through numerical modeling and a detailed model-data

comparison: (1) to improve our understanding of LNG vapor dispersion involving vapor

barriers, (2) to assess FEM3A in modeling such complex vapor dispersion scenarios, and

" (3) to ccmplement the results of field and wind tunnel tests, such as providing plausible

explanations for unexpected results and filling in dat't gaps due to instrument failure or
o

limited array size. Toward these goals, the relevant field measurements were analyzed

and several series of 2-D and 3-D simulations were carried out. The 2-D simulations

were performed mainly to improve our understanding of the physics involved in the spill

scenarios and to aid the modeling of turbulence and heat transfer in the source area. The
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3-D calculations were conducted to complement the field and wind tunnel experiments and

to assess the performance of the numerical model via a detailed model-data comparison of

the simulated tests.

In the next section, the major chara.cteristics of the simulated tests, including some

early simulations to aid the parameterization of turbulence and heat transfer in the source

e_rea, are described In Section 3, a detailed model-data comparison for the simulated "

tests, Falcon 1 through 4, is presented and discussed. Additionally, a brief assessment of
I

the effectiveness of the vapor barrier is conducted for Falcon-4. Finally, some conclusions

and recomm¢ndations are presented in the last section.



2. SIMULATIONS OF FIELD TESTS

2.1 Selected Field Tests

Fi _e LNG vapor dispersion tests were conducted in the Falcon series of experiments

(G RI report N o. 89 / 0138). During the last test, i.e., Falcon-5, large rapid phase t r_nsition

" (RPT) explosions occurred at approximately 60 s after the spill and a fireball started inside

the vapor fence at 81 s. Since Falcon-5 has only limited data up to about 100 s (for sensors
to

outside of the fence), it was excluded from the present study. Although the remaining

four tests, except perhaps Falcon-4, are deficient in one way or the other, these tests have

produced sufficient good quality data and were thus ali included in this study. Listed in

Table 2.1 are the spill and meteorological parameters of these tests.

Table 2.1 Spill and meteorological parameters

Parameter __--_ Falcon-1 Falcon-2 Falcon-3 Falcon-4,,,

Spill volume (m 3) 66.4 20.6 50.7 44.9

Spill rate (m3/min) 28.7 15.9 18.9 8.7

Water temperature (°C) 28.4/22.4 23.6/'20.6 no data 23.2/22.0

(pre / post spili)

Temperature at 2m (°C) 32.8 31.6 34.9 31.1

Avg. windspeed at 2m (m/s) 1.7 4.7 4.1 5.2

Air pressure (mb) 908.9 905.0 900.8 906.3

Stability class G D D D/E

Momentum diffusivity at 0.0165 0.313 6.255 0.,965

2m(m2/s)
Richardson number at 2m 0.1337 -0.0193 -0.0047 0.0252

Friction velocity (m/s) 0.0605 0.3565 0.3053 0.3694

Monin- O bukhov length (na) 4.963 - 103.4 -422.2 69.38

Roughness length (m) 0.008 0.008 0.008 0.008



The major characteristics and an,," deficiencies _,f the select d tests are summarized

beh.,w'

Falcon 1--This test is important in that it had the highest spill volume and the highest spill

rate (excluding Falcon 5) and was conducted under very stable atmospheric

conditions. Tile vapor cloud in this test overflowed the vapor fence on all

four sides in contrast to the pre-test wind tunnel simulation which produced

a vapor cloud essentially contained within the fence enclosure for all times.
t

Although the sensor array was apparently too narrow to ca.ptuxe the entire

cloud, very useful data are still available for model Validation purposes. This

test is markedly different from the rest of the tests, as it represents an LNG

cloud dispersion resulting from high spill rate and calm wind conditions.

Falcon 2---This test. had an intermediate spil ! rate and a relatively short spill duration

(78 s), and was conducted under neutral ambient conditions. Unfi_rtunately.

due to internal software problems, no data from the LLI,-IR gas sensors was

available. However; temperature measurements and concentration data from

the hlSA gas sensors (mostly deployed at downwind locations and at 5 m high

and ab,we) are available.

Falcon 3.....This test is more or less a repeat of Falcon-2. but with a spill duration roughly

twice as long (161 s). It produced a large quantity of good quality data; how-

ever, it was plagued to some extent by significant RPTs, which started at

approximately 60 s after the spill began. The RPT effects must indeed be

taken into consideration in the model-data comparison.

Falcon 4--This test had the smallest spill rate, the longest spill duration (310 s), and
1,

was conducted under neutral to slightly stable conditions. Due to its relatively

long spill duration, this test could be considered, for most practical purposes, as __

hav._ng a continuous scmrce with ali the field variables reaching their respective

steady state. Compared to the results of other tests, the data of this test appear

6



to contain more higi.'frequenc_' components (or. more turbulent interrr.ittency),

because of its low spil!rate and high wind speed.
i

As part of an investigation into the surprising results of Falcon-i, some of the field

data are examined and compared herein. Depicted in Fig. 2.1 are the time series of
,

concentration at two almost identical locations (near the fence side and almost aligned

with the billboard) within the fence enclosure: Data at a few other locations also exist for

these tests except for Falcon-l, which has only one operational gas sensor within the vapor

fence. These time series are mostly consistent with the spill and atmospheric conditions.

For instance, Falcon-3 has significantly higher concentration and longer persistence time

than Falcon-2. because it has higher spill rate and much longer spill duration. Also, the

low spill rate of Falcon-4 has yielded concentration cc.:siderably lower than the above two

tests. Surprisingly, the maximum concentration of Falcon-1 is markedly lower than those

measured in Falcon-2 and Falcon-3, despite the fact thai its spill rate is almost twice that

of Falcon 2 and 50% higher than Falcon-3.

In Fig. 2.2, the measur' d temperature at the center of spill are compared (unfortu-

nately, due to RPTs, no data was available beyond 60 s for Falcon-3). Although the data.

for Falcon-3 are incomplete, it does seem true that a significantly lower temperature than

all the other tests was realized. In contrast, the measured temperature of Falcon-]. is

unusually high, despite this test having the highest spill rate. Specifically, its minimum

temperature is 20°C above that of Falcon-2, almost 40°C higher than Falcon-3, and is

comparable to that of Falcon-4.

There are three possible explanations for the "anomaly" of Falcon-l: (1) the concen-

tration and temperature data are invalid, (2)turbule t mixing increased greatiy during

the spill, and (3) the evaporated LNG has been heated above its normal boiling point

temperature (the so-called superheating) by the water underneath, thus yielding a much

warmer and more diluted vapor source.
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Regarding the field measurements, a close examination of the measured data. from

Falcon-1 has revealed nothing particularly unusual. For the dozen or so thermocouples

deployed inside the vapor fence, all the measured tenmeratures ai)pear to be consistently

above -70cC. Unfortunately, there was only one operational gas sens_:_r within the fence ,,_,

and no corresponding temperature was availabh,, to allow us to cross-check tlm heat balance ,_,i__

at that location. lt

.=

With regard to turbulence enhancement, since Falcon-1 has higher LNG exiting velocity

(65 m/s versus 32.5 m/s for Falcons 2 and 3), mort-', turbulent mixing can be expected in the
_

spill area. In this regard, a series of 2-D simulations with various levels of turbulence was

conducted, whose numerical results (to be discussed in Subsection 2.4) indicated that very

intensive turbulent nfixing would be required in order tc, make the predicted concentration

field agree well with the measured data, but then the corresponding temperature field

tended to remain much colder than observed. Although a further increase in diffusion

could presumably bring the predicted temperature to agree better with field data, however,

the predicted concentrations would drift away from the measured values, Therefore the r.

reasoning of enhanced turbulence alone (without extra heating of the vapor source) is not

a very satisfactor'y answer.

It is highly probable that the results of Falcon-1 were caused b'y enhanced turbulence

and superheating. ;['he latter is strongly supported by Fig. 2.3, which indicates an unusu-

ally large drop in water temperature near the center of spill (_-.8°C in this case versus 1. to -_
_

2°C for Falcon-4). Further evidence is provided by the measured cloud temperature and

concentration in Fig. 2.4. For concentration above 10% or so. the measured temperature , =

is approximately 10 to 20°C higher than the value obtained by mixing adiabatically the

given NG concentration with the ambient air. The possibihty of superheated vapor was

discussed in a pre-spill document by the Department of Transportation (DOT, 1985), in

which a vapor temperature increase between 10 to 35°C was considered credible,Ruff, et

al. (1988) have reported similar superheating phenomenon (with as much as 40°C rise in
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vapor source temperature attributing to heat transfer from the bulk water underneath)

in their laboratory experiments of confined spills of LN2. It is conjectured that the high

spill rate and low level of ambient turbulence of the Falcon-1 spill test are some of the

factors that allow the LNG source to be warmed up considerably above its boiling point

(See Subsection 2.4 for results from numerical experiments).
a

2.2 FEM3A and Modifications

$

The major features of FEM3A are described in the Appendix. In order to be able to

simulate the Falcon tests, however, certain modifications were necessary. These included

generalization of the base state to include a linear temperature profile, modification of

turbulence modeling in the vicinity of the fence enclosure, and the addition of superheating

effects in tnt source submodel. These changes are detailed below.

Generalization of the baae a_ate

For some of the tests being simulated, the background temperature was not a constant

but could be better-approximated by a linear function of height. Corresponding to such

a background temperature, there exist a hydrostatic pressure field and a motionless state.

For reasons of numerical accuracy and the convenience of applying outflow boundary con-

ditions, it is desirable to eliminate the above base state from the momentum equations.

To do so, the background temperature, its associated hydrostatic pressure, and the corre-

sponding density in 'he code have been generalized to be,

- _ = To-Tz, (1)

Z)M° g/R (2)
Ph = Po(1- _-o

and

PhM,_ (3)
Ph= RT '

1a



in which To is the reference temperature, _ is the constant lapse rate of temperature, z is

the height, Po is the reference pressure, -_l,z is the molecular weight of air, g is the constant

of gravitational acceleration, and R is the universal gas constant.

Modification of turbulence modeling

Because the existing turb_llence submodel iii FEM3-_. was based on similarity theory of

the atmospheric boundary layer over flat terrain and without obstructions, it is not appro-

priate for complex situations such as the source region or near the vapor fence/billboard. *

For instance, the presence of the fenced enclosure arid billboard will generally result in

turbulence enhancements; the spill mechanism (i.e., jetting of LNG onto the pond) will

also create additional turbulence in the source area. Further complications are the pres-

ence of convective nfixing in,fide the gas cloud caused by the warm water underneath. All

these processes are not in the existing submodel and are di_icult to model accurately. For

these reasons, an approach combining the existing variable K.-model and constant diffusiv-

ities was used in the fnal 3-D simulations reported in Section 3. Specifically, the existing

K-model with heavy-gas effects was applied everywhere exceptwithin and nea.r the vapor

fence (defined by x .....-101 m to 30 irl, y = 0 to 26 rh, and z = 0 to 20 na in Fig. 2.5)

wherein a constant value of diffusivities was emph_yed to approximate the net amount

of turbulence (production plus suppression) contributed by all s,mrces, including ambient

turbulence and those due to the presence of vapor fence/billb(_ard, spill inechanism, con-

vective mixing, and turbulence suppression due to the presence of a negatively buoyant

gas cloud. Justifications for taking the present simple approach include: (1) there was no
,lm

validated turbulence submodel that could be readily adapted for the present spill scenar-

los, (2) de',,eloping a more sophisticated submodel would require substantial effort beyond

the scope of the present study, and (3) lack of sufficient experimental measurements on

turbulence and heat transfer in the source area fllrther hinders the development of a more

sophisticated parameterization.
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Currently the following ad hoc formu.la is used t_i, estimate a constant value of diffu-

sivities to be used (in ali directions)within and near the fence enclosure,'

K .--cK2 (4)

in which the first term represents the ambient turbulence and the enhancement t_y the

presence of vapor fence/billboard, the secured term is f,,r'c(',ntzibutions related to the spill

and source conditions. The respective symbols are: C-:- empirical constant (currently
, li

taken to be 1.5), = vertical diffusivity at 2 m high in the ambient atm_sphere, I.._ =:

source injection velocity, and I., = length scale (currently taken to be 8.7 Iii, which is the

height of the vapor fence),

The above simple-minded scheme of parameterization was adapted, based on a few

2,D simulations of the Falcon spill tests and a brief comparison of the simulated results

with the measured data in the spill area. Apparently. estimates based on such a formula

are very crude for the actual, complex turbulence mixing process but hopefully they are

reasonable enough to represent the bulk (or average),)f turbulent mixing occurring inside

and near the vapor fence. As will be seen in Table 2.2 in Subsection 2.5, the second

term (for contributions from the spill and source conditic,ns) is a dominating factor for

Falcon-l, is equally important as the first term for Falcon-2 and Falcon-3, and accounts

for approximately one-third _Jf the total diffusivity in _he case of Falcon-4.

Source _ubmodel and _uperheatinq effect_

As pointed out by Waite, et al. (1983), the spread of a liquid on another liquid of greater

density is difficult to describe mathematically. When the spreading liquid is a cryogen such

as LNG, the simultaneous heat transfer and vaporization render the process even more
I1'

intractable. They also pointed out that experimental information on the concomitant heat.

transfer was rather incomplete. For instance, estimates of the heat flux from water to the

liquefied gas pools have ranged over a factor of 4, from 25 to 100 kW/m 2. Although a

fairly general model has been prop_sed fi_r m(_cleling the pc_o] spread and heat transfer and
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was briefly tested against certain experimental results, substantial efforts are required to

implement and evaluate it for the present applications.

For the above reasons, a simple approach has been takel_ in the present study. The

current source submodel assumes that the spilled LNG evaporates as fast as it is spilled,

uniformly in time and over ttie entire pond surface area. Additionally, depending on

experimental evidence, extra heat flux may be supplied to superheat the vapor source

, such as the case of Falcon-1. Currently, the superheating effects are modelled by adding

a predetermined amount of heat flux (to the temperature equation) over the source area

during the period of simulated spill. Specifically, such heat flux is added to the right-hand

side of equation (A.10) of the Appendix in the form of q/(p Cp), in which q is the specified

amount of heat flux in units of Watts/m 2.

2.3 Computational Mesh

The computational domain for simulations with the presence of fence enclosure is shown

in Fig. 2.5. In order to conserve computing costs, the x-z plane was assumed to be the

plane of symmetry, thus only one-half of the field was simulated in all cases, The domain

is 370 m long (starting at 120 m upwind of the rear fence and ending at the 250-m row of

gas sensors), 100 m wide (for one-half of the field in the crosswind direction), and 50m

high. The choice of such a computational domain and the associated mesh design were

largely dictated by the desire to capture the most important flow/cloud structures and, at

the same time, to keep the computing costs at a reasonable level (say, no more than 5 to

10 hours of computer time per simulation on a Cray-2 computer).

The domain was subdivided into 27,200 grid points (85 x 20 x 16 in the longitudinal,

" lateral and vertical directions, respectively), distributed nonuniformly for higher cost-

effectiveness. The 2-D computational domain was composed of the 1,360 mesh points (85

:_:16) on the vertical plane of symmetry in the 3-D mesh. The minimum grid spacings were

0.4 m vertically and. 1 m in the two horizontal directions. The maximum grid spacings
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Were 10 m and 15 m, respectively.' Even with such relatively fine grid spacings, the small-

scale structures of the flow field such as the thin boundary layer near the fence (wtfieh was

actually modelled as 1-m thick solid walls so as'to avoid the stringent time step size arid

high computing cost otherwise required in the numerical simulations) and the ground are

not expected to be well resolved. However, large-scale structures of the fl_w and the cl_mct
,Q

are hopefully captured with reasonable accuracy.

In order to investigate the relative performance of the present vapor barrier, Falcon-4

was also simulated without the fence enclosure. The computational domain was extended

to 400 m downwind and a graded mesh. consisting of 16.884 mesh points (67 x 18 x 14)

was used.

2.4 Early Simulations

During the earl?' phase of this study, certain 2-D and 3-D simulati_ms were performed.

The calculations were conducted primarily for tile following purposes' (1) to determine

the usefulness and cost-effectivene,,_s of 2-D simulations in approximating the actual field
,,

experiments, and (2) to improve our understanding of the physics pertaining to the LNG

vapor barrier field experiments and to aid the modeling of turbulence and heat transfer in

the source area, through the much less expensive 2-D simulations.

Among the earl)' trials were a number of 2-D and a 3-D simulations of the Falcon-4

experiment. First, a calculation nsing the existing turbulence submodel (with heavy-

gas effects) was performed and found to yield too much turbulence dampingwithin the

vapor fence, apparently due to the omission of turbulence enhancement provided by the

fence/billboard and the spill mechanism. To account fi_r such effects, a 2-D and a a-D

simulations were then conducted using the turbulence level preexisting in the ambient

atmosphere only. The assumptions were that the heavy-gas cloud and the fence enclosure

(including the spill mecha_fism) have compensating effects on turbulent mixing, and their

net perturbation to the ambient turbulence was negligible. For this particular test, the

18



above assumptions actually turned out to be quite reas_,nable, based on a comparison of

certain 3-D results with the field data.

In Fig. 2.6, the predicted concentration contours at time =180 s obtained from the

2-D simulation are c_mpared with those on the vertical plane of symmetry irl the 3-D
• ,

simulation. The most obvious difference is perhaps the blocking of the 2-D cloud by the

" billboard and the relatively high windspeed nearby (not shown). In the 3-D simulation

no such blocking was observed, because the billboard has a. finite width, thus permitting

the vapor cloud to spread laterally and fill the space in-between the front fence and the

billboard. Additionally, the 3-D cloud is somewhat lower and shorter than its 2-D coun-

terpart, obviously due to its spreading and diffusion in the lateral direction. Thus, for a

given downwind l(_cation, a 2-D simulation generally yields higher concentration and faster
h

cloud arrival time than those from an equivalent 3-D simulation. In spite of the above dif-

ferences, the two clouds are very similar qualitatively and therefore useful information can

be obtained from an inexpensive 2-D simulation, which usually takes only a few rrfinutes

instead of hours for a 3-D simulation.

Based on the above premise, two series of 2-D simulations were conducted for Falcon-1

in an attempt to come up with some reasonable estimates of relevant physical parameters

to be used in the source area. Specifically, the first series of simulations was carried out to

estimate the diffusivities required to represent the complex mixing process in the vicinity

of the vapor fence; the second series was performed to determine the approximate extent

of superheating.

In the first series of numerical experiments, the following four cases were run with'

(a) the ambient turbulence level (with u, = 0.06 m/s al_d L = 5 m), (b) constant diffusivities

of Kt, - Kh -- 0.3 m2/s, (c) twice the turbulence level of (b), and (d) four times the

turbulence level of case (b).

Sample results are presented in Figs. 2.7 through 2.10 for the predicted temperature and

concentration at the center of spill and a location 50 in behind the rear fence. Compared
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with the field data in Figs. 2.2(a), results from all the runs (Fig. 2.7) imply a cloud which

is too cold and lingers too long within the vapor fence. As a consequence, the predicted

results behind the fence (Figs. 2.9 and 2.10) also imply a cloud which is too cold and its

arrival time is significantly slower than observed (Fig. 2.4). As demonstrated in Fig. 2.6,

the above trends are also to be expected in 3-D simulations.
b

Among the four cases simulated, the results of case (a) differ the most from the actual

field data implying that the actual level of turbulence inside he fence was far moref.

intensive than the ambient turbulence level. Results from the other three simulations were

more reasonable. In particular, case (d) has probably delivered the "best" overall results.

The predicted temperature at the center of spill, nevertheless, was still much lower than the

measured value (-132_C versus-65°C). Based on these results, an increase in turbulence

level by another factor of two to three would be required in order to bring the temperature

to a closer agreement _x:ith data. However, the corresponding concentration would become

lower than observed and the results at x = 50 m would also drift away from the measured

data. Therefore enhanced turbulence alone (in the context of constant diffusivities) does

not appear to be a satisfactory answer to resolve all the above discrepancies.

As a plausible mechanism to explain the large discrepancy still reme.ining between the

predicted and measured temperature, the possibility of superheating in the source area

was numerically investigated. One piece of evidence supporting the above hypothesis is

provided by the temperature measured beneath the water surface at the center of spill

(see Fig. 2.3), which indicates a temperature drop of roughly 8°C in 100 s. A simple

" heat balance calculation reveals that, in order to vaporize all the LNG spilled, the water

temperature in the spill pond has to drop um'.ornfl_ by 3.3°C. Although the entire body of
w

water in the pond might not have cooled uniformly by 8°C, the temperature was probably

fairly uniform because there were circulation lines in the pond to keep the water well

mixed. Thus it is not inconceivable to expect the water in the pond to cool down 4 to 5°C

on average, which is more than sufficient to provide the heat required to vaporize all the
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LNG spilled and the extra energy necessary to superheat the vaporized LNG. As will be

shown later, a drop of 1._C in water temperature c_,uld make the vap_,r cloud 60DC warmer

at a location 1 m above the water surface. A similar heat balance calculation fl_r Falcon-4

indicates the water temperature has to drop on average 2.25"_C in order to provide the

heat necessary to vaporize all the LNG spilled. F,_r this case. none of the: temperature

measurements within the pond seem to suggest the occurrence of superheating.

In order to estimate the actual level of superheating, anc_ther series of numerical exper-

iments was conducted. For the four cases studied, the degree _f superheating was varied

but the level of turbulence was kept basically the same (Kh :- K_. = 0.6 m2/s was applied

everywhere in all cases except, in the last case). The cases studied are: (a) no superheating,

(b) with a heat flux of 9,100 W/m (which corresponds t,, a 0.5°C dr,,p in water tempera-

ture in 100 s) over the source area, (c) twice the ab,,ve heat flux. and (d) same as case (b)

except that constant K val_le of 0.6 m 2/s was used only in an extended source regmn (x =

-101 na to 30 xn and z = 0 to 25 m) and the existing K-model wi_h heavy-gas effects was

applied elsewhere.

In Figs. 2.11 through 2.:14: the predicted results for temperature and concentration

at two representative locations are again comported. Fr, ml these figures, it is seen that °

the temperature in the vapor cloud is very sensitive t(_ the level of superheating. For

instance, the value of minimurn temperature at the center of spill increases by nearly

30°C when the water temperature drops by 0.5:'C (and 60_C change %r 1:'C drop in

water temperazure). For the station outside of the fence, the increase in temperature

is approximately half as much. Although superheating and turbulence enhancement have

similar (yet quantitatively different) ,:fleets on the predicted temperature and concentration
iw

outside of the fence, their effects are somewhat different inside the fence. \Vhile a change

in turbulence level appears tr, affect both temperature and concentration almost equally,

superheating i_ seen to affect the temperature more than concentration. Therefore_ in
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2.11, 2D simulation results Of

temperature near the center of spill at (x,z) .::
(-32 m, 1 m), as obtained with various degree of superheating over thesource area:

(a) q - O, (b) q = 9,100 _r/m, (c) c1 = 18,200 W/m,
(d) q ==9,100 W/m plus turbulence suppression outside of the fence.
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order to be able to produce consistent results for both temperature and concentration at

ali locations, reasonable parameterization of bothprocesses seem to lte required.

Among the four cases studies, results from (b) and (d) appear to be the most reason-

able. Actually the predicted results from cases (b) and (d) are virtually the same at the

center of spill (see Figs, 2.11 and 2.12), because the same level of turbulence was used

there. However, the predicted results for these cases in Figs. 2.13 and 2.14 (for a location

50 m behind the fence) are noticeably different, due to the difference in turbulence mod-o

eling. Everything considered, the results obtained in case (d) appear to be more realistic,

because the existing K-model is considered more appropriate than the simple, constant K

approach at such a location.

2.5 Simulated Field Tests

In this Subsection, 3-D simulations of the selected field tests are described. The spill

and meteorological parameters used in these simulations are summarized in Table 2.2;

the simulation times and associated computing costs are listed in Table 2.3. Herein, we

will focus on the general results and characteristics of each test and leave model-data

comparison to be conducted in Section 3.

Falcon.1

.ks indicated in Table 2.1, this test has the highest spill volume and spill rate, and was

conducted under very stable atmospheric conditions. The relevant atmospheric and spill

parameters are described in Table 2.2. The mesh described in Section 2.3 and open lateral
|

boundary conditions were used in the simulation to allow both _he flow and the vapor

cloud to leave the domain in a natural way. Based on _he 2-D results discussed earlier, a

heat flux of 9,600 W/m 2 was added to account for the superheating effects. The existing

K-model with heavy-gas effects was applied everywhere except within and near the fence

enclosure (defined in Subsection 2.2) wherein a constant K value of 1 m2/s was used.
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Table 2.2. Spill and meteorological parameters used in numerical simulations

Falcon-1 Falc_,n,2 Falcon-3 Falcon:4

Parameter -__...._.... ,, , , J 1 .... 0 .....

Area of source (In 2) 2400 240(_ 2400 2400
...... , ....... ,, .................

Injection vel,,city (m/s) 0.108 0.(:143 0.050 0,023
..... _ ............. , ...... f

Duration of source (s) 100 78 161 310
...... , .................. , ...... , ,, ......

Air pressure (N/m 2) 92,094 91,699 91,274 91,831 "
, , ,, , ,, ' , , ,, , , , , , ,,,, ...... t_ , , , , ,,

Reference temperature (°K) 305.5 304,8 308.0 304,2
,, ........ , , J, _: .... t. ,,, ...... , .... ,, ,

Friction velocity (m/s) 0.0605 0.3565 0.3053 0,3694
.... , .............. ,, , .... |..... : .....

M_min-Obukhov length (In) 5.0 -103.,t --422.2 69.38
.........................

Wind profile (m/s) (1) (2) (3) (,4)
............... :=:_. ....

Air temrJ.erature profile (tC) 32.5 + 0.1 z 31.8 35.0 31.2 _ 0.05z

Superheating (W/m 2) 9,601} 0.0 0.0 (}.0
.... ,...... ,

Effectrive energy transfer

velocity (m/s) 0.005 0.01 0.01 0.01

Water temperature (°C) 28.4 23.6 28.0 23.2

Diffusivity within fence

and its vicinity (rn2/s) * 1.0 0.8 0.8 0.6

(1) =o.s+0.4167z-O.O1667z 2 forz<9m
--- 3.2 forz > 9 na

(2) ,,(:) = 07466 + /o.oos)+ 0.7694]

(3) u(z):= 0.6985 [ln (1 -4_ z/0.008) + 0.3445]

(4) u(z) = 3.689 _ 0.658z 0,0248z 2 for z < 16m
$

= 7.877 for z > 16 m

• Based on Equatiorl (4) and rounded to the nearest tenth.
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Table 2.3 Timing information on gas dispersion simulations using a Cray-2 comptuer

-_.,_ • . . | ,, _ ....

Ti _tm__ Falcon- 1 Falcon- 2 F_lcon- 3 l_'al coil, - 4

,,,, __,. ....... ,

Simulation time (s) 480 480 600 600
, , ,, . , ,..,,

Time step size (s) 0.03 0.03 0.015 0.04
., ......... _ .....

Total CPU cost (s) 12,378 8,531 33,860 10,966
--

C¢_st per sec of simulation (s) 25.79 17.71 56.43 18.28
, , , ,

Cost per time step (s) 0.7736 0.5332 0.8465 0.7311
.......

Remarks:

Total number of nodal points = 27,200,

Total number of elements = 23;940,

Number of unknowns per node = 6,

Number of unknown per element = 1.

As discussed earlier, in order to conserve computer resources the vapor cloud was

assumed to be symmetric about the center plane of the fence enclosure, thus only one-half

of tile vapor cloud was simulated. Such an assumption is obviously not very appropriate for

Falcon-1 as evidenced by the significant deviation (about 20 degrees) of the wind trajectory

from such a plane. However, 30 to 40 hours of Cray-2 time would have been required to

simulate the entire cloud with similar grid resolution. Due to budgetary constraints, it

was decided to postpone such an endeavor for future studies. Nevertheless, the present

simulation is still very useful in improving the understanding of the dispersion processes

of this particular vapor cloud.

The evolution of the vapor cloud during the first three minutes is depicted in Figs. 2.15

through 2.18 on four representative planes. On the vertical plane of symmetry (Fig. 2.15)

the vapor cloud (defined, say, by the 0.5% concentration contour) has risen slightly over

20 m and reached 100 m downwind after 60 s. The cloud near the ground did not travel
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as far because it was impeded by wake effects and surface drag. For subsequent times, the

cloud continued to disperse downwind and stayed close to the ground because of negative

buoyancy and turbulence suppression with'in the vapor cloud. The gravity spreading,

especially in the lateral directions, can be clearly seen in Fig. 2.16. By 120 s, the vapor

chmd already reached the lateral b_mndary. The slumping and spreading c,f the vap_,r

cloud can also be seen in Fig. 2.17 for the crosswind plane passing through the center of

spill. In Fig. 2.18, the evolution of the vapor cloud _I1 an,,ther cr_sswi_zd plarw, (5(I m

betiind the rear fence) is shown, which demonstrates vividly h_w the climd falls t_ward

the ground, spreads out, and hugs the groundr These results appear to correlate well with

what was ,':_bserved in the field experiment, i.e., a cloud overfilling the fence enclosure soon

after the start of the spill.

To illustrate how much the flow field was changed by the vapor cloud, velocity pro-

jections _m three representative planes are compared in Figs. 2.19 through 2.21 fi_r times

before the spill and 120 s after the spill. Profound changes in the velocity field can be seen

in all three direclions, especially on the 1-m horizontal plane (Fig. 2.20). The significant

zone of circulation outside of the fence in Fig. 2.21 was induced by the heavy-gas cloud

or, more precisely, caused by the density gradient in the lateral direction. Due to stable

density stratification, the flow field within the fence is nearly quiescent. Because of its

high spill rate and spill w._lume, Falc0n-1 has prodlIced the most profimnd perturbation to

the relatively calm ambient atmosphere.

Falcort.
.t

With an intermediate spill rate and a relatively short spill dura, tion, this test was

conducted under neutral atmospheric conditions, The same computational domain and

boundary conditions similar to those used in Falcon-1 were also employed in this simu-
t

lation. For turbulence modeling, the e.,dsting K-model with heavy-gas effect was applied
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Fig. 2.2_. Falcon-Ipredicted velocity vectors on the crosswind plane passing through
the center of spill for times before and two minutes after the spill.
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everywhere except within and near tile fence ench,sure, wherein a c_mstan_ K value _f

0.8 m 2/s was used.

For this case. the empirical const ant associated with turbulent mixing in _he horizontal

direction was set equal to 1.0. rather than 6.5 as used f,w other cases. This change was

made because field data _btained ill the atIn_,spheric b,nmdarv layer seem t(_ suggest that
8

the ratio of diffusivitie,_ between the h,_riz, m_al and vertical directi_ms appr_aches unity as

the atlnc_spherie stability changes fr, ml stable tc, neutral c,.mditions. Also, this change is

beneficial fi_r e_st-effectiveness ]_ecause a time step size _f three times smaller would have

been required based on the very stringent diffusion stability limit

The e','_luti_,n ,ff the vapor cloud during the first three minutes of simulation is depicted

in Figs. 2.22 and 2.23 on two representative planes. On the vertical plane of symmetry

(Fig. 2.22). the vapor cloud has risen to 20 m and reached 75 m dowm_'ind after 6(t s. Again,

the part of cloud near the ground (.tid not travel as fast because it was impeded by the

wake effects arid surface drag. Due to negative buoyancy and turbulence suppressi_m, the

vap,_r cloud is decreasing slowly in height (Fig. 2.22) and increasing iii width (Fig. 2.23) as

it disperses downwind. Velocity projections on the two planes at time = 180 s are shown in

Fig. 2.24 which, together with Figs. 2.22(c) and 2.23(c), illustrate the c,,upling between the

vap_w cloud and the velocity field. C_mlpared with Falc, m-1. the vat)_w cl_md ,_f Faith,n-2

is, as expected, much narrower and its perturbation t(_ the ambient velocity field is much

weaker.

In order t_ assess the mitigating effects of the fenced enclosure, this test was also

simulated without the vapor fence and billboard, For brevity, such results are not included

herein, but can be found in Wiersma and V_:illiams (1990).
tu

Falcon.3

Falcon-3 is ba._icall.v a repeat of the Falcon-2 test except it has slightly higher spill rat.e

and roughly twice as long (161 s versus 7'8 s) iri spill durati,m. Although this lest has been
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Fig. 2._2. Falcon 2 predicted concentration contours on the vertical plane of

syn_etry during the first three minutes of simulations. The
contour levels are (in % Vol): A=0.5, B=I, C=2, D=5, E=IO, F=IS,

G=25, and H=35.
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F|g. 2._3. Falcon-2 predicted concentration contours on the horizontal plane
I m above the ground surface during the first three minutes of

simulation. The contour levels are (in % Vol): A=0.5, B=I, C=2,
D=5, E=I0, F=I5, G=25, and H=35_
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plagued to some extent by the occurrence of many RPTs. sufficient good quality data still

exist for comparison purposes. The approach used to model turbulence and the source in

Falcon-2 was also used here for Falcon-3.

The evolution of the vapor cloud during the first four minute,_ is depicted in Figs. 2.25

and 2.26 on two representative planes. On the vertical plane of symmetry (Fig. 2.25),

the vapor cloud has risen to nearly 20 rn and reached 90 m downwind after 60 s. The *

gravity spreading in the lateral direction can be seen clearly in Fig. 2.26. In contrast to

Falcon-2, this vapor cloud spread much wider and even went beyond the lateral boundary.

The velocity projections on the two planes at time = 240 s are shown in Fig. 2.27. Due

to similar atmospheric conditions and LNG spill rate, the vapor cloud of Falcon-3 is very

much like that of Falcon-2 during the first 120 s. For late times, however, the cloud of

Falcon-3 is significantly wider, apparently attributable to its slightly higher spill rate and

the much longer spill duration.

Falcon. 4

In this test, 45 m 3 of LNG was released over a period of 310 s, under neutral ambient

conditions with an average wind speed of 5.2 m/s. The relatively low spill rate, long

spill duration, and nearly steady atmospheric conditions made this tesL behave like a

continuous spill. In order to evaluate the relative performance of the fence enclosure, two

simulations were performed for this test' one with the fence/billboard and one without.

The computational domain shown in Fig. 2.5 was used for the former case and a domain

extended to 400 m downwind was used for the latter.

First, results obtained from the simulation with the fence enclosure are presented in

Fig. 2.28. The evolution of the vapor cloud during the first three rmnutes is depicted on the

plane of symmetry. After 60 s of release, the vapor cloud is nearly 20 m high in the fence

region and just starts to fall toward the ground. Similar tc, other tests, surface drag and

wake effects have impeded noticeably the transport of the vapor cloud near the ground
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F|g. 2.25. Falcon-3 predicted concentration contours on the vertical plane
of symmetry during the first four minutes of simulations. The
contour levels are (in % Vol): A=0.5, B=I, C=2, D=5, E=IO,

F=I5, G=25, and H=35.
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Fig. 2.28. Falcon-3 predicted concentration contours on the horizontal

plane i m above the ground surface during the first four
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E - I0, F = 15, G - 25, and H = 35,
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during the early phase of cloud dispersion. However, as the spill continues and gravity

spreading plays a more important role, such effects gradually diminish. Despite the c(m-

tinuous generation of gas vapor during the spill, the vapor cloud remains at approxiInately

20 m in height and tends to hug the ground owing to its negative buoyancy.

In the next three figures, the steady state results at t--200 s are depicted. In Fig. 2.29,

the predicted concentration contours on the vertical plane of s'ymrnetry and on the hor-

. izontal plane 1 m above the ground surface are displayed. This figure indicates a cloud

with its height varying from 20 m to slightly below 10 m and its half-width expanding to

almost 65 m at 250 m downwind. Velocity projections on the two planes are shown in

Fig. 2.30, which indicates a relatively quiescent flow regime inside the fence and a fairly

comp',icated flow field near the fence, such as the various sizes of eddies and the regions of

diverging/converging fl(,w. The concentration contours on three selected downwind planes

are displayed in Fig 2.31, which shows a cloud becoming lower and wider in the downwind

direction as a combined result of the vapor fence and heavy-gas effects.

The characteristics of the vapor cloud for late times are illustrated in Fig. 2.32. Due to

negative buoyancy and turbulence suppression, the vapor cloud is seen to linger within the

fence.' enclosure fl)r a long period of time, even though the spill has been terminated at t =

310 s. By 480 s, the vapor cloud still persists and the maximum concentration within the

vapor fence is still above 13%. Even at the end of the simulation (t = 600 s), the maximum

c(,ncentrati_m is still (_ver 4% at a place between the front fence and the billboard. Such

cloud behaviors at)pe.at t(, t>e e(,nsistenI with what was recorded on the vide,_ tape of the
,i

field experiment.

Representative results from the simulation without vapor fence are shown in Figs. 2.33

through 2.35. The first of these figures illustrates the evolution of the vapor cloud on

the vertical plane of symmetry during the first three minutes. In this ease, the cloud is

dispersed quickly in the d(,wnwind direction and remains rela, tively low, rising to only 9 m

at 250 m downwind. The wedge-shaped cloud at the leading edge is a result of the density
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Fig, 2.29. Falcon-& predicted concentration contours for.:(a) vertical
plane of symmetry, and (b) horizontal plane at z - l m and
t - 300 sec. The contour levels are (in % vol): A - 0.5,
B = I, C = 2.5, D - 5, E = I0, F = 15, G = 25, and H = 35.
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F|g. 2.31. Falcon-4 predicted concentration contours for three different
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Fig. 2.33. Falcon-4 predicted concentration contours on the vertical plane
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front opposed by the shear stresses near the ground. Compared with the cloud produced

by the vapor fence, the present cloud is dispersed downwind much faster and its values of
i

concentration near the ground are much higher. Also, the shapes of the clouds are markedly

different, as can be seen in Figs. 2.29 and 2.34 (and Figs. 2.31 and 2.35 as well) With

the fence enclosure, the cloud is high and narrow near the fence and, because of negative

buoyancy, it spreads out gra.dually and decreases slowly in height toward downwind. On

. the other hand, without the vapor fence (thus unconfined laterally), the cloud tends to

spread out immediately in the source region and results in a wider and lower cloud thereby.

Far away from the fence, as the effects of the fence/billboard taper off, the two clouds are

more comparable in shape and size.

The time series of concentration for four selected locations near or behind the source

are compared in Figs. 2.36 and 2.37 between the two simulations. At the center of spill

(Fig. 2.36a), the spill conditions appear to be dominating over the fence effects, thus the

two curves are very close to each other over much of the spill duration. However, after the
i

spill has been terminated (t = 310 s), the curves are drastically different regarding cloud

persistence..ks a result, the concentration is above 2.5% for approximately 530 s in the

case with vapor fence, as opposed to 330 s without the vapor fence. Similar effects are

seen in Fig. 2.36(t)) for the location near the downwind edge of the area source. These

results suggest that, in spite of its advantages, e.g., reducing the level of concentration and

curtailing the downwind distance of hazardous area, an LNG vapor fence could prolong the

ch)ud persistence time within the fence, thus greatly increasing the potential for ignition

" and combustion in such an area. At locations behind the source (Fig. 2.37), the simulation

with vapor fence has produced much delayed cloud "rrival time and significantly lower

concentration.

,,
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3. MODEL-DATA COMPARISON

In this section, the numerical results are compared with field data for the f()ur Falcon

tests described in Section 2. Tile field data were taken at tile rate of one sample/'sec

but were averaged over five seconds fl:_r comparison with the numerical results. Such an

averaging time is believed to 1)e long enough fl)r the turbulent time scales and yet is
lP

short enough fl._r retaining the dynanfical characteristics of the transient gas cloud. Both

fields of concentration and temperature are considered and the comparis()n is conducted for

locations both inside and outside of the vapor fence. Specifically, c()mt)aris(ms are made fl)r

time series of the field variables, the peak values of concentration along the cloud centerline,

and contour plots of concentration on selected crosswind planes. The model performance

is also assessed quantitatively using the ratio method recommended by Ermak and Merry

(1988), regarding cloud arriv'aJ and persistence times for concentration levels of practical

importance, the maximum change in temperature, the peak values of concentration, and

the maximum downwind distance to 2.5% and 5_: concentrations.

The specific locations selected for cornparison of time series of temperature and con-

centration are listed in Tables a.1 and 3.2. All the selected locations except one are on

the cloud centerline where maximum concentration and minimum temperature usually

occur. As discussed in Section 2, in order to reduce computing costs, all the model sim-

ulations were performed for one-half of the vapor cloud, thus it is necessary to compare

model results with field data nearest to the cloud centerline, instead of those on the array

centerline. Representative wind trajectories (which were constructed from the wind field

data and should appro:dmate the centerlines of the vapor clouds) and sensor locations for

the four tests are depicted in Fig. 3.1. These results indicate that the cloud centerline is
lD

aligned fairly well with that of the sensor array for all the tests except Falcon-I, in which

case the angle between the wind trajectory and the array centerline is nearly 200 . Thus

the assumpti()n of symmetry in the model simulations is expected to yield a greater error

for Falcon-1 than fl_r the other tests.
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Table 3.1. Locations for model-data comparison of temperature.
, ...................................

est
Falcon- 1 Falcon- 2 Falc_ m- 3 Falc_ m-4

in meters "_,

(-32, O, 1) X X X

. (-2,o, _) x x x x

(50,0,_) x x x x

(_o,o, 5) x x x x

(1,5o,o.1) x x x

(150,0.5) x x

Table 3.2. Locations for model-data comparison of concentration.

_-- Test

(x,y,z)_"_ Falcon-1 Falcon-2 Falcon-3 Falcon-4

in meters

(-62,o,_) x x

(-62,20._) x x *

(-32, 0, 1) X X X

_:2-_0-_A x x

(5o,o,_) x x x

(5o,o, 5) x x x

• (150,0. _) x x x

(150,o, 5) x x x

i250, 0, 1) X X X X
q

(250,o,5) x x x x
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Fig. 3.1. Wind trajectory and sensor locations (marked by x)

for Falcon-1 through Falcon-4.
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(c) Falcon-3, time = 149 sec
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3.1 Falcon- 1

In Figs. 3.2 through 3,4, a comparisml _f predicted vs, measured cc)n('entration and

temperature fi)r three locations inside tile fence enclc_sure is made, In Fig. 3.2, the predicted

temperature and the measured d_ita at the center of spill are c(__mpared. Desl)ite the fact

that the model ,_verpredicts the decrease in temperature l_y -..35_/¢_and the predicted curve

fl_r late times recm'ers too rapidly to the ambient temt)erature, the shapes _f the two

curves, nevertheless, agree reasonably well. A similar agreement is observed in Fig. 3.3 f(_r

a location near the rear fence, In Fig. 3.4, the predicted c¢_ncentration f_r a location near

the fence side is compared with measurements taken by a JPL (Jet Propulsion Labora.tt_ry)

sensor, which unfortunately is the only gas sensor operational inside the vapor fence for

this test. The predicted higher concentration is consistent with the prediction of lower

temperature. The field data at these locations seem to suggest a n'.lc_rediluted and slightly

more persistent cloud than pred!cted.

In Figs. 3,5 through 3.9, t}l.e predicted temperature and concentration for downwind

locations at, 50 m, 150 m, and 250 m b_,hind the rear fence are (:ompared with data measured

near (but generally m_t coincident with) the cloud centerline. Considering the complexities

.of the vapor dispersion phenomena, the overall agreement between model predictions and

field data is very reasonable. In particular, the predicted results for locations at 1 m high

appear to agree quite well with field measurements, with respect to the shapes of the

curves, the peak values of the individual variables, the arrival and departure times, etc.

For locations at 5 m high, the actual vapor cloud appears to be less coherent than predicted

by the numerical model. The large discrepancies at the 5 m height are believed due to

the presence of the h;ss stable cloud/air interface in that vicinity (see Fig. 3.12 for the

actual cloud height), coupled with a rather coarse (--- 2 m) grid spacing nearby. Also, the

discrepancies might have been aggravated by the model's _,ssumption of symmetry and the

considerable distance between the gas sensors considered and the actual cloud eenterline

(e.g,, in Fig. 3.9, gas sensor G15 at, 25(1 m is perhaps 40 m away from the: cloud centerline).

66



_ ii IL Ii LI Ji llll,h , ,ill _l, ilJ,4il iii L, ,_ ,_ UIiJ

-120

-i00 0 i00 200 300 400 500

Time (see)

Fig. 3.2. Falcon-I predicted versus meausred temperature near the
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Fig, 3.3. Falcon-1 predicted versus measured temperature in
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Fig. 3.4. Falcon-1 predicted versus measured concentration within the fence side
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Fig. 3.5. Falcon-1 predicted versus measured temperature for two different

heights at 50 m behind the rear fenc_ The predicted values

are from the vertical plane of symmetry and the measurements

are from gas sensor GO4 (which is near the cloud centerline).
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Figo3.7 Falcon-1 predicted versus measured concentration for two

different heights at 50 m behind the rear fence. The

predicted values are from the vertical plane of symmetry

and the measurements are from gas sensor G04 (which

is near the cloud centerline).
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Fig.3.8. Falcon-1 predicted versus measured concentration for

two different heights at 150 '.nbehind the rear fence.

The predicted values are from the vertical plane of

symmetry and the measurements are from gas sensor
G09 (which is near the cloud centerline).
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plane of sy_netry and the measurements are from gas

sensor G15 (which is near the cloud centerline).
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In Fig. 3.1(J. til(, predicted concentrations for the tl_.ree downwind locations: all at 1 m

al),_'_'e th(' _rourld surface, are superimposed. This figure indicates a slow dissipation of

thc gas cl(md. _t)gether with a 50 _o60 s difference in cloud arrival times among adjacent

l_('ati_i,ls_ which ar(, c_msistent with the observed da.ta.

Tile l_redicted c_n('entrati_n (:_nt_mrs for the cr(_sswind planeat 150 m downwind are

sh(m'n i,l Fig. 3.11 for time ::_180 and 300 s, respectively; the corresponding experirnental

results are sh,_wn in Fig. 3.12. As seen in these figures, the numerical model predicts

an "'average" cl_ud height l_etween 5 and 6 m, which is comparable to the experimental

value _f approximatels' 5 m. Unfii_rtunatelv. it is riot possible to compare t.he cloud width,

because the cloud at these times already went beyond the edges of the sensor array and

the computational domain. The values of maximum concentration agree reasonably well

fc_r time .... 180.s. H_m'ever. for time 300 s. the present model has yieldedsomewhat

higher c,,nce,ltrati(_n, suggesting that _he actual cloud was diluted faster than simulated.

Finally. rh(" iIlaX.illlUlll values ,.,f cc_ncentration along the "cloud centerline" are com-

l_arrd in Fig. 3.13 (due t_ significant clc_ud bifurcation of Falcon-I, it is more appropriate

t_ c_mpare the predictect centerline values against the measured values at similar loca-

ti,,ns, rather than the measured peak values over the entire crosswind plane). Overall, the

,n,,del is uncterpreclictin_ the concentrati(m by as much as 35_. Considering the symme-

try assumpti,_Ii and the imple appr_,ach used to model the source conditions, including

._Ul)erhcatin_ and turb_ _t.nce inside the fence, such discrepancies are within reasonable

t'xpect ati(_ii.,,.

3.2 Falcon-2

" Due to internal software problems, no concentration data was taken by the LLL-.IR gas

sensors during this test. C(_nsequently, the model-data comparison in this case is somewhat

less extensive as the other ('as_s. The predicted temperature and concentration at several

h,cati(ms within the vap,_r le,lee are compared with data in Figs. 3.1,i through 3.18. Despite
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Fig. 3.11. Falcon-1 predicted concentration contours on the

crosswind plane at 150 m behind the rear fence.
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a difference of' about 25 s in cloud arrival times and s,.)m_:'what shorter persistence time c,f

the predicted cloud, the general a.greement between model resuhs and tield data, regarding

the peak ",'alues and the shapes of the curves, is qui_e reas_mable. Most of the discrepancies

are believed due to the simplicity of the present sour(:e and turbulence submodels. For

instance, the constant diffusivity of 0.8 m 2/s used within the fence may be somewhat t_

high, especially for the locations of Figs. 3.17 and 3.18.

In Figs. 3.19 through 3.21, the time-series of temperature and concentration are corn-

pared with c_bserved data for several locations near the cl_md eenterline at. 50 m, 1511 m.

and 250 m downwind, respectively. Since no concentration data at the heights of 1 m

and 5 m were available for the two inner rows, only temperature curves are presented at

these locations. Except for an overprediction of the temperature change by a factor of 2 in

Fig. 3.19(b). the model ha.s predicted accurately the cloud arrival time and the predicted

field variables appear to agree well with experimental measurements, within apt)roxirnately

a factor of 1.8. In Fig. 3.22, the predicted time-series of concentration for three downwind

locations are superimposed, This figure indicates a 25 to 30 s difference in cloud arrival

time among adjacent locations, which is consistent with the measured temperature at these

locations. Also revealed in this figure is the relatively slmv mixing process within the ' _xap ._r

cloud, a common feature in heavy-gas dispersion.

The predicted concentration contours on the crosswind plane at 250 rn behind the

fence are shown in Fig. 3.23 for time = 180 and 240 s. The predicted cloud height is 8 to

9 m and its half-width is approximately 7(1 m. Experimental results for the corresponding

times are shown in. Fig. 3.24, which indicates a similarly low but somewha;: wider and.

unsymmetric cloud (in contrary to a more symmetric cloud suggested by the wind tta,jet-

tory in Fig. 3.1(b)), together with slightly lower concentration near the ground surface. In

Fig. 3,25, a model-data comparison is made for the two clouds, when each of them reaches

;".s widest horizontal extent (notice a time lag of 20 s). Compared to field data. the model

yields a cloud (0.5_ con" our) which is somewhat lower (9 m versus 13 m) and narrower
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Fig. 3.16. Falcon-2 predicted versus measured concentration behind
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Fig. 3.17. Falcon-2 predicted versus measured concentration near
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" Fig. 3.23_ ' Falcol_-2 predicted concentration contours on the corsswlnd
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(145 na versus > 160 m), with slightly higher c_mcent ratio,Ii. The agreement bet wee:', model

and data for the lC,_ contour (which is perhaps lilt)re imp_riant fi,r a c_,mtms_il)le gas such

.,s LNG) is, however, nmch closer with regard to its height and the h,_rizontal extent.

Finally, the predicted and measured peak values of c_mcentrati,,n al(ing the cloud cen-

terline are compared in Fig. 3.26. Based on the tw,_ values ,_f e.xperirnental data available,

the model predictions are within., 25__, of th,,se _d_ser','ed in the field test. Also super-

imposed in the figure are _he rsults from a simulti,,v, wit.h_llt the vatmr fence and the

billboard. Effectiveness _f the vapor ence in this case is very significant. For instance, the

distance reduction for the 2.SEA concentration is approximately a factor of 2.5, from 500 m

(estimated) to 200 m. The distance reduction for the 5cA, concentration is nearly a factor

of 4.

3.3 Falcon-3

• The Falcon-3 test is basically a repeat of Faic_m-2 with a slightly higher spill rate
1

and approximately twice as long in st)ill duration. Unfortunately, the occurrence of many
,j

RPTs during the early stag(., (_f spill callse(t some of the instruments inside the vapor

fence to malfunction, thus greatly reducing the amount _,f field measurements available

fi_r comparison. Nevertheless. data for a few of _he l_cations are still largely valid and

are thus used f,)r c.omparis_m in Figs. 3.27 thr,_ugh 3.3(t. The plateau of the. measured

concentration after 175 s in Fig _' _"• ._..._ is due to instrumentation failure (The therm_:.:'ouple

deployed at the same location failed at approximately 6(1 s after spill started). Overall

a good agreement is seen between model predictions and measured data except perhaps o

in. Fig. 3.30, which indicates the actual cloud lingered c_msiderably h)nger than predicted.

This discrepancy is not clearly understood, since the recorded temperature in Fig. 3.28 for

the same locati_,n does not seem to substantiate the long cloned persistence time observed

in Fig. 3.3(}. Besides the above anomaly, both Figs. 3.28 and 3.29 display some abrupt
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changes in the measured field variaL,les fl_r a brief peri_,d _,f time. which are most likely

caused by the RPTs (significant Rp'rs started at appr_,ximately 90 s after the spill began).

In Figs. 3.31 thrcmgh 3.35,the predicted time-series c,f temperature and c_meentration

are compared with field data for dowmvind locations at 5()m, 150 m, and 250 m, re-

spectively. A_, seen in these figures, the numerical results are very consistent and generally

correlate quite well with field data. regarding cloud arrival/departure times, the magnitude

o_"the variables, and the shapes of the curves (indeed, the high-frequeney..components due

to small eddies not adequately modeled must be neglected). The predi'eted concentration

at 1 m high for three downwind locations are shown in F'ig. 3.36. Suggested in this figure

is a 25-30 s difference in cloud arrival time among adjacent locations, which is consistent

with the field data. Again, a relatively slow mixing preeess within the vapor cloud as

observed in Fale(m-2 is also indicated by this plot.

The predicted concentration contours for the crosswind plane 150 m behind the rear

fence are shown in Fig. 3.37 rot time - 120 and 240 s. respe.ctively. As is seen, although

the cloud height d_es no_ change significantly (from 11 m to slightly below 10 m), its

half-width has increased drastically from 55 to 95 m apI)roximately in two minutes. The

corresponding experimental results are shown in Fig. 3.38, wlfich indicates a similarly low

but perhaps somewhat wider cloud. If the cloud centerline is considered to be at sensor

G12, as suggested by the wind trajectory displayed in Fig. 3.1(c), the cloud half-width

would be _--60 m at 120 s and would be greater than 95 m at 240 s. Despite the model

prediction of a somewhat narrower cloud and slightly higher concentration near the ground

surface, the overall agreement between model predictions and field measurements is very

good.

In Fig. 3.39, the predicted peak concentrations along the cloud eenterline are compared

with field measurements. Again, the agreement is very good with regard to the concentra-

tion values and their variations in the downwind directi,Jn. The high value of concentration

measured near the (:enter of spill at x -- -32 m (see als() Fig. 3.27) is prc, bably due to a less
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homogeneous cloud created by RPTs during the test and/or due to sensor prol)lerns prior

to its complete failure after time = 175 s.

3.4 Falcon-4

Like the other tests, the predicted temperature and concentration inside the fence are

" first compared with avMlable measurements in Figs. 3.40 and 3.41. As seen in these figures,

the numerical results are very consistent and correlate quite well with the measured data,
,f

regarding the magnitude and cloud persistence time. Because this test has the smallest spill

rate and was conducted under the highest wind speed, the field measurements are seen

to have more high-frequency components (or higher intermittency) due to small eddies

in the ambient atmosphere. These high-frequency components, understandably, can't be

adequately resolved by the present finite grid model and thus are less relevant for the

present model-data compraison.

In Fig. 3.42 through 3.45, the predicted time-series of temperature and concentration

are compared with field data for downwind locations at 50 m, 150 m, and 250 m, respec-

tively. Again. the numerical results are very consistent and generally correlate well with

field (ta_a. regarding cloud arrival/departure times and the shapes of the curves. The pre-

dieted concentrations at 1 m high for three downwind locations are also shown in Fig. 3.46.

Suggested in this figure is a -,-20 s difference in cloud arrival time among adjacent loca-

tions, which is consistent with the measured concentration at these locations as shown in

Figs. 3.43 through 3.45.

In Fig. 3.47, the predicted concentration contours on a crosswind plane 150 m behindo

the rear fence are shown for time = 180 and 300 s, respectively. In two minutes, the cloud

" height is seen to decrease only slightly from 10 m to 9 m but its half-width has increased

rapidly from 40 m to 55 m approximately. The corresponding experimental results are

shown in Fig. 3.48 (the hump in 3.48(b) is probably due to a puff of cloud passing through),
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which indicates a cloud of roughly tile same height as predicted. Hmvm'_,r. the a,'t_la] cl,,ud

width is considerably wider and its con cent, ration near the ground is slightly hreor.

In Fig. 3.49, the predicted peak concentrations along the cloud centerlin.c are compared

with field measurements. The agreement is excellent with regard _o the concentration

values and their variati(ms i,u the d,)wnu'ind direction. Als(_ superimp,_sed in the figure are
e

_tLe results ,_f a simulati(,n with,,ut the vap(_r fence and _he billl)_ard. \\ith(,ut the fence.

., the c_.mcentraticm w_mld have been nearly twice a.s high at 250 m and ilmr times higher

at 5(t m. Als,,. the d_,wnwind distance t,, the 2.5_,'4 c_mcentrtion would have be.en 36,5 m,

instead of 2311 ni.

3.5 Comparison via the Ratio Method

In this subsection, the overall performance of the numerical model is assessed via ap-

plying the ratio method to the predicted and measured field variables as recommended

by Ermak and Merry (1988). Included in such direct comparison are. fi_r all four Falcon

experiments, the maximum drop in temperature, cloud arrival and persistence times for

certain concentration levels of practical importance, the peak values of concentration, and

the maximum downwind distances t,o concentrations of 2.5_ and 5?4 (the lov,'er flamma-

bility limi_ ,_f LNG). The relevant values ar_' _,btaim'd fr_,m the figures presented earlier

(either measured directly or. in a few cases, using linear interpola_ion,,/extrapolation of the

plotted results] and summarized in Tables 3.3 through 3.8. These results are then plotted

in Figs. 3.5/) thr,_ugh 3.55.

. In Fig. 3.50, the ('l,,_td persistence time inside the vat, or fence based c_IIthe 5_; and 15_?_

concentrati_m levels is displayed. The agreement between model predictions and measured

" data is very good, with fifteen of the sixteen data points falling within the range of 2/3 and

1 !/'2 and the remaining one within a factor ¢_f2. In Figs. 3.51 and 3._2, the cloud arrival

and pers:st_nce times f_,r c,mcen_raticms _,f lC)i and 2.o z, at sample l,,cati,,ns behind the

vap,_r fence arc depicted (s;ee Ta}.i_'s 3.4 and 3.5 f,_r their respective values). \Vith only a
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Table 3.3. Predicted versus observed cloud persistence times tru/t,, (]:a sc_:} r._., ,:cv.'c_

tration higher than 5% and 15% at sample locations within the val.,o_ h:.,tc¢'.

FM con- 1 FM con- 2 Falcon- 3 Fal con-4

(_,y,z)_
in meters

- _ !n meters _ ............

, (-62, 0, 1) 262/161 363/269(l)
....... , __

(-62,20,_) 315/._47 24_/199

- (-32, 0, 1) 207/183 322//?(2) 446/346

(-2, 0. 1) 360/396 420/391
.L

(-62,o,1) 1_3/12s 243/166('/

15_ (-62, 20, 1) 216/1'74 136/173
..........

(-32, 0, 1) 123/153 223/?(2) 325/272
............... I

(-2, O, 1) 250/327 2'76/332

Remarks:

(1) Field data measured at height of 2 m.

(2) Sensor failed at t>175 s approximately.

Table 3.4. Predicted versus observed cloud arrival times truto (in sec) for concentration

oi" 1_ or 2.5% at sample locations behind the vapor fence.
' ...... II I I I ,,,, ai i i,a

_.,_st Falcon-1 Falcon-2 Falcon-3 Falcon-4

in meters _,

(50,o,1) 64/49 104/(2) 75/ss lz5/95
...... w .............. • ...........

(50,o,5) 64/49 97/(2) 66/91 124/1_5
,,

(_50,o,1) _25/95 _39/(2) 1_3/_24 192/ls0
...................

(150, 0, 5) 108/_( 1) 110/(2)(1) 91/121(1) 135/135( 1)

" (250, 0, 1) 191/150 123/207 (1) 161/162 155/155 (1)
.....

(250, 0, 5) 143/398 (1) 129/227 (_) 130/175 (_) 185/228 (_

Remarks'

(_) For concentration of 1%.
(2) No field data available.
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Table 3.5. Predicted versus observed cloud persistence times truto (in sec) for concen-

tration of 1% or 2.5% at sample locations behind the vapor fence.
illl iii i ii iill i ii i1[ iml i ii- _ ii i i i i _-_

_st ] Falcon-1 Falcon-2 Falcon-3 Falcon-4 ,.

n meters

(50, 0, 1) 344/226 175/(2) 289/245 345/290

(50, 0, 5) 273/116 151//(2) 267/234 318//198

(150, 0, 1) 254/139 83/(_) 206/227 222/187

(150, 0, 5) 178/0 (1) 200/(2)(1) 294/236 (1) 357/275 (1

(250, 0, 1) 217/182 184//56(1) 138/205 377//292 (1)

(250, 0, 5) 100/208(1) 66/60(1) 234/233 (1) 200/194 (l)
_._ _wm_,_u: . -- . __ i, nn -- _,l

Remarks:

(1) For concentration of 1%.
(2) No field data available.

Table 3.6. Predicted versus measured maximum downwind distances (in meters, mea-

sured from the rear fence) for concentration of 2.5% and 5% at sample loca-

tions behind the vapor fence.

_'__oncentration 2.5
5%

__ _urce "

Test "_'_.._ Model Data Ratio Model Data Ratio......................

Falcon-1 498 440 1.13 3,t0 330 1.03 ,

F_dcon-2 200 N / A 70 N / A --

Falcor. 3 330 353 0.93 183 230 0.80

Falcon 4 230 203 1.13 65 28 2.32

FMcon-4 (no fence) 365 N/A -- 230 N/A ....
:-:_ .... _ I I I |1 I I II I J [ .... i_ . [ li II
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Table 3.7'. Predicted versus (,bserved decrease in leml,crature XTp/'AT;, (in oC) at sam-
ple locations inside and outside of the vapor fence.

kt] IiiIii imH'" i i i I i ii li ii i i iilili

Falcon- 1 Falcon- 2 Fal con- 3 Fal con- 4

I
m meters

(-32, 0, 1) 134/100 105/116 90/105

(-2,o, 129/98 95/lo5  24/126  2/58

(50, O, 1) 33/27 14.5/7 29/18.5 14.5/9.5

. (50, O, 5) 19/29 13/8.5 19/17 13/9.5

(150, O, 1) 24/28 8.5/6.5 15.5/17.5

(150, 0, 5) 5.5/5.5 7/7.5
.....

Table :3.8. Predicted versus observed peak values of concentration Cre/Co (in % Vol) at
sample locations inside an¢ outside of the va _or fence.

-- : ' H i i,i li,, i i i ...... . .:: • __ i i - --

(-62, O, 1) 36/43.5 46/56

(-62, 20, 1) 62.5/38.5 35/46.5

(-32, O, 1) 38.5/44 47.5/70 34/47.5

(-2, O, 1) 46/51 23.5/23.5

(50, O, 1) 15.5/23 5.4/(2) 10.5/9.7 5.4/4.0

(50, O, 5) 7.8/4.4 4.7/(2) 6.5/10 4.6/3.2

" (150, O, 1) 1.1.2/15.6 3.1/(2) 5.7/7.6 3.4/3.0
.................................................... _ ......................................

(150, O, 5) 4.8/0.4 1.7/(2) 2.1/3.2 1.8/2.2!,

(250, O, 1) 7.2/8.2 1.9/1.5 3.6/4.5 2.4/2.2

(250, O, 5) 4.4/4.0 1.1/1.a 1.7/3.1 1.1/1.3
i i __ ijillllUi i ........ , ........ : _ _ ....

Remarks'

(]) Field data measured at location (-62, 0, 2).
(2) No field data available.
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Fig. 3.50. Predicted versus observed cloud persistence times for

concentration higher than 5% and 15% at sample

locations within the vapor fence.
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Fig. 3.51. Predicted versus observed cloud arrival times for
concentrations of I% or 2.5% at sample locations

behind the vapor fence.
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F_g. 3.52. Predicted versus observed cloud persistence times for

concentration higher than I% or 2.5% at sample loca-

tions behind the vapor fence.
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few ex(,cl)ti,ms, the 1)redictiw' vall,cs arc within tll_, ratify(' ,_f _1/2 an(l ',? (nl_stlv I_,.twecll

2/3 and 1 1'2). Tile exccpti(msinclude '(laose l(,cati(ms at 5 rn high in the Falc_m-1 test.

where a el,rod/air interface with large gradients exists and is thus m_re dilli('ull t,, 1)redic.t

well. and the l_cati_m _f (250 m. 0, 1 m)in Falcon-2. wtlercin significant cloud meandering

appears t(_ have occurred (see. c.g., Fig. 3.24). as _q)l)_,scd l_, a symrnetric cl(_ud assumed
10

in the numerical model.

The predicted versus measured maximum chm-nwind distances for concentration of

2.5(2_ and 5_){ are tabulated in TaMe 3.6 and plotted in Fig. a.sa. Except for Falcon-2,

which (tid n(_t have concentrati,m data at 1-m high for the 50-m aad 150-m rows, all the

remaining tllree tests were analyzed. ()f the six values _f rati_, five of them are within the

range (,f 2/3 and 1 1/2, and tilt rcnmining _n¢' is slightly larger than 2 for the distance of
.,

the 5(_ c()nccntrati,)n ()f Fal('_,n-4.

Finally. tilt. l)redict¢,d vcr.,.ll.,, ,,l_served maximum decrease in temperature and the

peak valllc._; ,,f (',,ncentrati(m at ali samI)lcd l()cati_,ns, b(_tll inside and outside of the vapor

fence, arc t)resentcd in T_:t)les 3.7 & 3.8 and plotted in Figs. 3.54 ,k 3.55. As is seen in

Fig. 3.54. ali the data points are 1)(-rended by a ratio between 1/2 and 2, with the majority

falling within the range of 2/3 and 1 1/2. \Vith tree exception (out c)f the figure) of the

data p,)int f_r l_,ca_i(m (15(I m. 0. 5 m) of Fal('(:,n-1 for reasons alluded to earlier, sir_filar

m,,dcl perf_rmance is _)bs(.rv(.d in Fig. 3.55 f(,r the peak values (_f concentration.
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Fig. 3.53. Predicted versus meausred maximum downwind distances
for concentration of 2.5% and 5%.
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Fig. 3.54. Predicted versus observed decrease in temperature at
sample locations inside and outside of the vapor fence.
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Fig. 3.55. Predicted versus observed peak values of concentration

at sample locations inside and outside of the vapor
fence.
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4. CONCLUSIONS AND RECOMMENDATIONS

In this exploratory study, the FEM3A model has been applied to simulate four large-

scale LNG vapor barrier field experiments and a detailed model-data comparison was made

to evaluate its performance. The following are conclusions and recommendations based on

the numerical results and a comparison with available field data.

1. The FEM3A model, with minor modifications, was able to reproduce the results of the

. vapor barrier field tests with reasonable accuracy. Specifically, a comparison between

the predicted and measured variables, including the maximum change in tenlperature,
,,

the peak values of concentration, representative cloud arrival and persistence times,

and the downwind distances to concentration of 2.5% and 5%, was made and the

majority of the results agree well within a factor of two.

2. The predicted results of Falcon-1 are consistent with field observations, i. e., a vapor

cloud overfilling the fenced enclosure, as opposed to a vapor cloud essentially contained

within the fence at all times as observed in a pre-spill wind tunnel simulation. The

surprising results of the Falcon-1 test are believed partly due to the greatly enhanced

turbulence mixing (mainly induced by the extremely high LNG exiting velocity) and

partly due to superheating of the LNG source by the water underneath. Although

certain field data appear to substantiate the above claims, insufficient measurements

of concentration and temperature irl the source area have prevented us from reaching

a more definite conclusion. If technically possible, laboratory experiments are highly

recommended for testing the superheating hypothesis.
,d

3. Based _,n the aumerical results from simulations with and without the fenced enclosure

. for Falcon-2 and Falcon-4, an LNG vapor fence "_,as observed to have the following

advantages' significantly reduced concentration in the n_ar field, delayed cloud arrival

times at downwind locations, and a much shortened downwind distance of hazardous

area. However, a vapor fence could also prolong the persistence time of the vapor cloud
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in the source area, thus increasing the potential for ignition and combustion within the

vapor fence and the area nearby.

4. Since the actual centerline of the Falcon-1 vapor cloud was about 20 ° off the center

plane of the instrumentation array, the present assumption of the vapor cloud be-

ing symmetric about the center plane of the sensor array was not strictly valid. A

full domain simulation with the correct mean wind direction is necessary for a more

appropriate model-data comparison. Such a simulation would require substantial com-

puter resources Lut is, nevertheless, computationally leas. '_le and recommended to be

performed i_. future studies.

5. Due to the compleySty of the source conditions, which generally involve LNG p._ol

spread, heat transfer and evaporation, and perturbations to turbulent mixing, etc.,

such processes have been parameterized with relatively simple submodels. Although

such an approach appears to have performed reasonably well, the predicted cloud

widths were ge.:erally narrower than observed. More sophisticated modeling of the

source conditions and _urbulent mixing may be necessary in order to simulate the

cloud dispersion act urately at all locations. This is particularly true for the case of

Falcon-1 wherein the dispersion process appears to be largely dominated by the spill

' conditions.

' 6. All the simulations presented herein were performed without, the presence of water

vapor. Although humidity did not appear to be a crucial factor in the unconfined

. LNG spills such as the Burros and Coyotes (Chan and Ermak, 1984), its effects were

relatively significant in the marine environment (Colenbrander and Puttock, 1984) and

may prove to be important for the present spills involving vapor barriers, especially un- w

: der the conditions of the Falcon-1 experiment. A humidity submodel should probably

be implemented in FEM3A for future investigation of such effects.
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APPENDIX. THE FEM3A MODEl,

In this a.pl)endix, w(, describe in s,,nw detail the the,_retical basis ()f the FEM3A model

(F_)r more details, see Ch_.tll, 1988). Included are til(' g_)verning equations, t)(:)undary con-

ditions, initial c(m(litions, and the sllbm_(tels fi:)r representing the source and turbulence

parameterizati(m. The material phase-change, subm, )del is not described because the dis-
,1

persi(m simu.lati(_ns descril)ed in this report did not invoh'e phase change. The spatial

,. diseretization and time integration procedures are als(_ given.

Governing Equation_

The following three-dimensional, time-dependent conservation equations, written for

the mean (tirne-averaged) quantities in a turbulent fl(_w field, are being solved in FE.M3A:

0(___pu)__.pu. Vu :-, --Vp -/- V. (pK"' . g'u) -_ (p -- Ph)g, (A.1)
01

r. (t,u)--- 0, (-_.2)

00 1
........ u. VO - K'.(pCpK O. VO)
Ot pCp

_ Cp.- Cp_(KC. Vq,.). v0
Cp

Cpt-- C._ L cOq_,

+ c (I¢_.vq_).v0 - _;-(-_;_),,c, (A.a)p

_ Oqu
Oq,,_?)_.... u" Vq,. - P_V. (pK c., Vq,,) -_'( 5? )_ " (A.4)

0q,.

c_q¢ 1 V. (pK (" . Vql) (0i:-)_'_ ' (A.5)Oi ,u. Vq/ ....P

and

p._z /_:_I,, (A.6)
,, R- :I '.....

" In the al)(_ve e(tuati(,ns.

u .... vel,,citv field - (u, v. u,).

p ..... mixture density.

p =: pressure (teviati_m fr()m a hydr()static pressure field (Ph)
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corresponding tc.,an is_t.hermal st,atc.

Ph " density field corresp_mding t,_, the same isc_thermal st,atc.

g = acceleration due t_ gravity.

0 .....p(,tential temperature deviati,m fr(,n; the reference (is_,thcrmal
I,

telllperat fir(' field.

q,. - mass fraction ¢,f material in ','ap_,r phase.

ql - mass frac_i(m ()f material in liquid I)hasc.

K TM K O, K _ -- eddy diffusion tenors for m,,mentum, energy, and species,

respectively,

Cpa -- specific heat of the ambient atm_,sl,ll¢,rc.

Cpt. = specific heat of the dispersed matcrialin vapor phase,

Cpt .= specific heat of the liquid material.

Cp - specific heat of the mixture :::-:Cv,.q,,--Cplql -+ (1 - q,, .--qt)Cv,,,

L -=: Latent heat of phase change ft:n' the dispersed material,

V .=: gradient operator,

f := time.

( '_o_t::.)p,: -- time rate of change _f matcrial vap_,r cl_lt:,t_, phase change.

31 • m¢decular weight of lhc mixture.

3I_ _-_rn_decular weight of air.

11,, = molecular weight ():['the material in vapor form,

P - t¢dal pressure Ph " P.
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R = universal gas constant,
i

T = abs,.,lute temperature = (O + Oo)[(I'/Po)R/MC,,] > O-._-Oo.

P/Po is approximately equal to unity for problems of current

interest, which is fortunate since the last equation is strictly valid

,j (rely when R/MC v is constant.

The above set of equations, together with appropriate initial and boundary conditions,

• are solved to obtain the fields of velocity, pressure, temperature, rnass fraction of the

dispersed material (in vapor and liquid phases), and density of the mixture "as functions of

time and space. If the dispersed material is in vapor form only, Eq. (A.5) is removed from
Q

the above system and the' terms involving qt and (-°o_t)pc in Eqs. (A.3), (A.4), and (A.6)

are omitted. This was the case for the simulations presented in this report.

The equations for energy and species, as seen above, contain no source terms other than

that due t_ material phase-change. The source material and the associated temperature

are, in the present code, defined by either appropriate boundary conditions (to simulate

an evaporating area source for continuous or finite-duration spills) or initial conditions (for

instantaneous s(_urces). Such source characterization will be discussed in the subsequent

subsections.

Submodels

Source characterization. For continuous or finite-duration spills, the released source

materials are m_,delled by vertically injecting the materials, in both vapor and liquid

, phases, fr,,m a predetermined area. Over such area, a constant mass flux fit(rh = pr,

v being the vertical velocity component) is imposed for the duration of the release (the

product of rh with the size of the source area is equal to the total material spill rate).

The total mass flux per unit area can be separated into

rhr, = thF for material vapor , (A.7a)

and
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rhl = rh(1-- F) for liquid material. (A,7b)

In the above equation, F is the material fraction irl vapor phase as determined by

F ::: Cpt(Tr ....Tb)/L, (A.8)

where
k

Cpj = specific heat of liquid at constant pressure,

T/ = liquid temperature,

Tb -- boilingpoint of liquid at atmospheric pressure, and

L = latent heat of vaporization.

Equation (A.?) is implemented in the computer code as boundary conditions for the

species equations in the' following fl_rm,
J

h"_' O,-iOq"_-rh(F, - q,.)/p (A.9a)

and

Oql - r_(1 -- F -ql)/P (A 91))

in which K_ is the cdd)" diffusivity in the vertical direction f_,r the material species.

For the temperature equation, consideration of enthalpy balance leads tc,

K,q OCJ
0% = rfi{,C,,,.,F -_ Cpt(1-- F)I(Tt --To)/Cp --O}/p , (A.10)

in which the new symbols are defined as

K 0 = eddy diffusivity in the vertical direction of the energy equation, and

To - reference _emperature (above which O is comi)uted ).

During source injection, the fl:,llowing boundary condition is also specified over the

source area for the vertical momentum equation,

pT, - ,;, (A.11)
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After the spill is terminated, the above boundary conditions are changed to correspond

t,_ zero fluxes (rh :-: 0 in Eqs. (A.9) through (A.11)) for the relevant variables.

For instantane(_us releases, a different source submodel is employed. For each instan-

taneous source, a group of mesh points are designated to represent the desired source

configuration filled with the material to be released. In each source region with the to-

tal mass fraction given, appropriate initial concentrations for vapor and liquid, and the

corresponding temperature are determined by the code based on local thermodynamic

equilibrium. In order to minimize the spatial oscillations in the concentration and tem-

perature solutions due to the presence of short wave lengths (relative to the grid spacings)

in the initial conditions (typically the step-function type), the initial concentration and

temperature fields are often extended (smoothed) by trivariate Gaussian functions in the

regi_m immediately surrounding the nodes representing the sources. Additionally, velocity

is specified to be zero and hydrostatic pressure is assumed to prevail within each source

region. After a steady-state flow field has been established in a prerelease calculation with

the source region(s) treated as obstructions(s), the constraints of zero velocity and hydro-

static pressure within these regions are removed to simulate the instantaneous release of

the sources at zero time.

Turbulence Parameterization. Currently, FEM3A treats turbulence by using a K-

theory local equilibrium model. The turbulence diffusion tensors Km. K 0, and K c are

assumed to be diagonal and it is further assumed that K 0 - K c. Specifically, the vertical

(liffllsi_,n c,wfl:icient is given by

K,, -- k[ua')2 + (w')2]'/2z (A.12)
¢,

sa

where

k - von Karman:s constant = 0.4,

Ua. = friction velocity of the ambient atmosphere,
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z --- height above ground surface,

w, = in-cloud "convection velocity" :: 0.5 (g/T)vE(Tq_-- T)z] 1/3

g = acceleration of gravity,

T - cloud temperature (°K),
k

Tg_ = ambient ground temperature (°K),

VE = effective heat-transfer velocity from the ground into the vapor cloud, and

(I, = Monin-Obukhov profile function.

The form of the hlonin-Obukhov profile function, q,, is taken form Dyer (1974). When

the Richardson number (Ri, to be defined later) is greater (_r equal to zero, ¢I,is defined as

= 1 -5.Ri Ri > 0 (A.13a)

for all three (momentum, energy, and species) vertical diffusion coefficients. When the

Richardson number is less than zero, q, is defined as

q, = _ (1 - 16. Ri) -1/4 for momentum,
( (1- 16 Ri) -_/2 for energy and species, Ri < 0 (A.13b)

The above equation indicates that. as the Richardson number becomes increasingly neg-

ative, the effects of convection are fell more strongly on the turbulent transport of heat

and species than on momentum.

The local Richardson number is, in turn, defined by an ad hoc _,pproaeh of "combining"

the turbulence in the ambient atmosphere and the density s_r_+tifieation effects of the
k

dispersing species,

2

I"(p....P") g"

where the new symbols are defined below:

Ria = Richardson number of the ambient atmosphere = z/L, L being the

IVlonin-Obukhov length scale,
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Pa = density of the ambient, atmosphere,

n =2, an empirical constant based on the two-dimensional experimental results

of McQuaid (1976),

lt,: --- characteristic chmd height.

,_ The first term on the right hand side ofEq. (A.14) is designed to include the turbulence

in the ambient atmosphere and the second term represents the effects of density stratifica-
L

• tion, which is generally a reduction of turbulence in the stably stratified, dense gas cloud.

As can be seen, for isothermal, neutrally buoyant gas or in the absence of a dispersing

cloud, the present submodel recovers the ambient diffusivities. A typical Richardson nurn-

ber profile has a zero va,lue at ground level and a maximum value near the top of the vapor

cloud, where large-density gradient and small-shear stress normally exist..

The horizontal diffusion coefficient, Kh, is expressed aa

where ,I,_ = 'I,(Ria ) and (3 is an empirical parameter with a value of 6.5, which was inferred

from the Pasquill-Gifford curves fi_r the horizontal and vertical dispersion coefficients o'u

and crz.

Ground Heat Tvan,_fer. For heavy gas dispersion problems involving cryogenic materi-

als, e.g., liquefied natural gas (LNG), the effects of heat transfer from the warmer ground

surface into the colder vapor cloud could significantly affect the dispersion process of the

vapor chmd. The main effects fr_m such ground heating are the decrease in mixture den-
.,f

sit.',' and the increase of turbulence intensity, both of which tend to enhance the mixing

" and dilution of the vapor cloud.

A bulk coefl:ient submodel is currently used for the energy equations to account fi.r the

heat flux from the ground surface, i.e.,

KO O0 = - o) .
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In this formula, vR is un effective energy transfer velocity ohi ained from field measurements,

Oqr is the ground temperature, and 0 is the temperature associated with the lower b_mndary

of the computational domain.

Boundary Conditiona

Figure A.1 illustrates some typical boundary conditi_ms used in the simulation of heavy _"

gas dispersion. Note the orientation of the coordinate system and the corresponding veloc-

ity components being used, which were chosen merely fl_r the convenience of handling both

two- and three-dimensional problems in one code. The origin of the coordinate system is

normally placed at the center of the source area (in the case of a continuous/ft:fire-.duration

spill) and the mean wind is assumed to be parallel t(, the x-y plane.

A wind profile is generally specified at the upwind boundary. This profile is expressed

as a function of height above ground level (usually a logarithmic profile). A parabolic

profile based on measured data, together with specified shear stress on the ground, is

recommended to permit better simulation of the ambient wind profile withou't requiring

the fine resolution of the surface "logarithmic region." The remaining variables on this

surface are normally specified to correspond to the ambient conditions.

Natural boundary conditior, s are normally specified at the d,)wnwind (outflow) bound-

ary. These conditions include zero normal "tracti,m" for momentum in the x-direction

and zero normal gradients for the remaining variables. On the top and lateral boundaries,

which presumably are "far enough" fr(_m the vaI)or cloud, the respective normal velocity

component and normal gradients of the remaining variable.s are set to be zer_. If a lat- v

eral bounday is near the vapor cloud, the use of "open boundary" conditions is usually
D

more appropriate. They include zero "traction" for the mementum equation in rh,' normal

direction and zero normal gradients for the rernMning variables.

On the ground surface (either flat or variable) excluding the source area, either no-slip

(zero velocity) or generalized "partial slip" boundary conditions can be specified for the
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Figure A.1. Typical boundary conditions for the governing equations soh, ed by the
FEM3A model.
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momentum equations. No-slip boundary condition are at)prc)priate if sufficiently fine grid

spacings are used to resoNe the surface sublayer; ()therwise, the "partial slip'" t.,imndary

conditions are perhaps more appropriate. The latter nsually implies that the normal

velocity component is set to zer(_ and shear stresses are specified in the tangential directi(ms,

F(_r the case involving variable terrain, in (_rder t()apply "partial slip" b(!undary conditions,
k

appropriate normal and tangential directi(ms must be (let_,rlnir_-,d fl)r the nodal points

involved, In our current model, one ()f the tangential dire('ti_)ns is chosen t,() be parallel o

to the x-y plane and, in this direction_ a shear stress of po'u_,_ is si)ecified. Zero shear

stress is specified along the other tangential direction because of the lack ,,f field data in

that direction and because the associated shear stress is much smaller.. Th(' approt)riate

boundary condition for mass fractions outside the source area is -°r._._,.... __'t! (I i.e., there, .... (C_Tl ' ,

is no loss or gain ()f species at the grour, d surface.

For flat terrain, because the solution is symmetric about the vertical center plane, only

one-half of the domain has to be considered. In this case, the center plane becomes the

front surface, and symmetry boundary c(mditi(,ns are applied.

For finite duration spills, the flux boundary conditions of Eqs. (A.9) through (A.11)

are imposed over the source area until the simulated source injection is terminated, after

which the corresponding fluxes arc set equal to zero for each appropriate variaMe.

For instanlane(ms spills, the mesh points and elements designated t() represent the

source containments arc first specified to have zero v(,l_,city and pre.ssure when a steady

state flow fie.ld around the source(s) is being computed. These boundary conditions are

then remox'ed at zero time of the dispersi(,n simulation to m(_(lel the instantaneous release _

of the material within the source containments(s).
!1,

Initial ffondition_

Before the start of a dispersion simulation, initial conditions corresponding to the

ambient atmosphere must be established first. These initial conditions may, depending

A- 10

_



on the preexisting temperature field, correspond to either an isothermal or "_,s¢,:.,_tified

atmospheric flow. Generating the ambient flow field requires that the code be run without

the species equations for a suflqcient length of time (to reach a steady state wind field

within the computational domain) prior to the actual x'apor disperslon simulation. \¥ith

an assumed wind field and appropriate boundary conditi(ms, the code first _performs a least-

squares mass adjustment to obtain a mass-consistent wind field. Then it integrates in time

, the momentum equations with continuity constraints (anti the temperature equation if

required) until the solution reaches "steady" state. Such a ma>consistent, steady-state

wind field and corresponding temperature field are then used as initial conditions in the

vapor cloud dispersion simulation.

For instantaneous spills, the steady state wind field should also account fi_r the presence

_f the source conlainments which are treated as obstructions via imposing the appropriate

boundary conditions discussed above. In addition to such a steady-state wind field, in an

all-vapor dispersion simulation, the initial mass fraction of vapor and the corresponding

temperature must also be specified for each of the instantaneous source. For simulations

involving vapor/liquid materials, the initial total mass fraction of the dispersed material

is usually specified for each source, from which the model will de'termine the appropriate

vapor/liquid distribution based on a local thermodynamic equilibrium submodel,

For continuous or finite-duration spills, since the injection-like source subrnodel (via

boundary condition,,s. Eqs. (A.9) through (A.11)) is employed, the initial conditions for

the species equations are al,a%vs set to be zero. Also, fl_r problems invoh, ing flat terrain

1

a wind field having a vertical profile identical t_ thai at the inlet plane is often a good

approximation to the initial velocities required in the dispersion simulation.

Spatial Di._cretization and Time Integration

In FEM3A, Eqs. (A.1) through (A.5) are diseretized spatially without the terms in-

%.
volving ( ot )pe by the Galerkin Finite Element Method (GFEM). The primary unknowns,



U, 1: tV(U =: pu, 1: .....pv, I'I" =_pw), p, 0, q,,, and qt are at)t_r()ximated as

;l

u ...._2 ¢,j(x)U,,(t) ,
1= !

with similar expressions for I',V,', O, q,,, ql, and

M

Xi" , t,r ......_ _,j(x)pj(t
j::l

where, in the discretized domain, there are n nodes for vel(_city, temperature, and mass ,.

fractions and m nodes for pressure. The approximation functions, {_b,:(x)}, arc'. piecewise

continuous polynomials that are one degree higher than those fl)r the pressure approxima-

tion, {_bi(x)}. Currently, eight-node (four-nodein two dimensions)isoparametrie elements

with trilinear (bilinear iri two dimensions) approximations for velocity, temperature, mass

fractions of the dispersed material, and piecewise constant approximation for pressure are

used; thus, m is the total number of elements. When standard GFEM procedures are

applied to Eqs. (A.1) through (A.5), the following coupled system of matrix equations is

obtained:

_,_tf_._{ic_-x(u),_ + or =:_ . (A.ar)

C_rU : o , (a.ls)

3L0,, ,-,!K,,-5;,(_,)q, ......F,, (a,20)

an d

k

where U and u are, an global vectors c(mtaining all nodal values of pu and u, respectively,

P is an rn global vector ec)ntaining pressure values, ;.I.K. and N (all 3n × 37t) are the

mass matrix, the diffusi,,n rnatrix, and the advecti_m matrix, respectively, C is the an × rn.

, ' ,t
pressure gladlen_ matrix, its transpose, C '/', is the n7 x 3r_ divergence matrix, and F is

a 3n glot)al vector inc_)rp(,rating .natural b(,undary condi_icm:s and the buoyancy force.
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The matrices for temperature (rg) and the mass fractions of material vapor (qv) and liquid

material (ql) are defined similarly, except their "size" is n instead of 3n.

Equation (17) through (21) are integrated in time via a modified forward Euler method;

that is; the physical diffusion tensors are augmented with a balancing diffusion tensor to

compensate for tile negative diffusion caused by the simple forward Euler method. Given
t

U n, which satisfies cTu n = 0, the time-marching algorithm is compos. _ of the following

. steps:

1. Form the acceleration vector (without the pressure gradient),

A n = ._I-1[.F n --Ku n- N(U'_)u n] . (A.22)

2. Solve the linear algebraic system (diseretized Poisson equation) for the compatible

pressure via

(cTM -jC)Pn = cT 4,_ (A.23)

3. Update the mass flux, accounting for the pressure gradient.

U 'a41 = U n + z..X¢(4 '_- M-1CP n) (A.24)

4. Finally, in an "uncoupled step_" update the temperature and mass fractions of the

dispersed material.

0 :: o +  xtM; [F - KoO - (A.25)

1 an d

qt = qj" + AtMs1[F[ _ -.h'tq?- N,(un)q'_] . (A.27)
,J

Several cost-effective techniques, including mass lumping, reduced quadrature, subey-

cling, balancing diffusion, and others that significantly reduce computing costs without

seriously cornproirfising solution accuracy, have been implemented in the present, model.

These techniques were described in greater length by Gresho et al. (1984).
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After solving Eqs. (A.22) thr¢mgh (A.27), the mixture density is computed from equa.-

tion (A.6). i.e..

pn-_._ :-................................................................................ (A,28)
hT,,-.,(1 .... 1, ql '_

t
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