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Abstract

The intent of this paper is to speculate on the nature of future
interactions between people and computers in the operation of power
plants. In particular, the authors offer a taxonomy for examining the
differing functions of operators in interacting with the plant and its
computers, and the differing functions of the computers in interacting
with the plant and its operators.

Introduction

The authors believe that speculation and debate about the interac-
tion of people and computers in future plant operations is important at
this time in history. Power plant operations are being scrutinized by
expert and non-expert as never before. At the same time, computer tech-
nology is developing at so rapid a pace that it almost seems to pose its
own imperative for adaptation to plant operations. Finally, because of
the de facto moratorium on nuclear plant construction in the U.S8.A., the
operation of existing plants may have to be continued past their 40-year
design lifetime, resulting in more concern for and emphasis upon safety.

Several years ago one of the authors sat in on a discussion of plans
for the control room of a new nuclear power plant (which, like many oth-
ers, was cancelled). As with so many such cancelled plants, its control
room was planned to be fully computer-based. Several operators of the
subject utility were present, and one of them, after enduring several
hours of enthusiastic vendor presentation, rose from his seat, strode to
the blackboard, and without saying a word wrote in large letters:
"Computer programmers are not operators; operators are not computer

programmers."

That gentleman was right, of course, at least in terms of what we
mean today by operators and computer programmers. But in another sense
he was wrong. Looking to the future, operators probably will never have
to write programs in anything approaching machine language, but they most
certainly will have to learn to instruct computers in specially designed
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high-level languages and to understand what computers have to say back to
them. In other words, operators will have to get much closer to comput-
ers then they customarily are today.

Human factors has become an accepted and useful discipline in the
power industry, and human factors reviews have been mandated by the NRC
in all nuclear power plants. Yet the explicit analysis of human-computer
interaction has hardly begun, in spite of the on-rush of computer systems
being marketed to commercial power plants. 1In our opinion, the power
(and perhaps the computer) industry's present understanding of how to
engineer computing and cognition is woefully short of the current need.

At the same time the executive summary of a recent two-volume report
of recommendations by the Human Factors Society to the NRC! states that
", . . there is no solid evidence to suggest an ideal level of automation
in the control of complex systems. . . . Nevertheless enough is pre-
sently known about human capabilities and limitations to develop a method
and criteria for the allocation of functions early in system design to
determine an optimal role for the human in a specific system design."
(Underline ours.) 1In the next paragraph the report concludes that for

research in this area "the urgency is low." We strongly disagree!

We do not believe that computers will replace operators in the for-
seeable future. However, we do believe that computers will make profound
changes in the ways in which operators think and act. One need only
examine the history of operator-computer developments in the control of
aircraft and the remote control of robotic manipulators for space, deep-
ocean, and manufacturing applications. In these cases the human operator
has moved from being a direct in-the-loop controller to being a "supervi-
sory controller." That is, he controls the vehicle or remote manipulator
through the intermediary of a ccmputer. The operator intermittently
provides high level commands to and receives complex integrated iaforma-
tion from a computer in order to establish subgoals and monitor the
actions of the computer in implementing them (semi)automatically. The
computer executes its instructions by closing the loop through its owm
external sensors and effectors, returning to its superior when it has
accomplished a subgoal (e.g., achieved an altitude or landed the air-
craft, or moved the arm to a new location and grasped an object) or when
it has run into unexpected trouble and needs help. Supervisory control
has been characterized more fully in a recent report.

Interconnections Between Crew, Computer, and Plant Dynamics

In considering the interccnnections between the operating crew,
computer, and piant dynamics we find symmetry useful both for graphical
illustration and to discipline ourselves to examine all causalities,
Figure 1 illustrates six component effects amaong the three basic
elements: crew system, plant system (plant dvnamics), and computer
system.
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Fig. 1. Interconnections between operators, computers, and plant dyramics.



As depicted in the figure, the crew system comprises a team of com-
municating operators. Potentially, the crew element could include main-
tenance as well as operational functions,

The plant system comprises the dynamic portions of the plant under
the responsibility of the operating crew. The plant system may be sub-
divided into the general functional areas of nuclear and related systems,
energy transfer, and power generation and plant utilities.

The computer system, interposed between the crew and plant, func-
tions as an extension of the crew. The system may be subdivided into
five function areas, which are expanded and discussed below.

Functions of the Operator as a Computer-Supervisor

The operator may be regarded? as performing five types of functions:
(1) planning, with the help of the computer, what functions the computer
should perform; (2) instructing the computer accordingly; (3) monitoring
the computer's implementation of instructions; (4) intervening "in the
instruction sequence” to provide new instructions, directly modifying
plant parameters, or fully taking over from the computer if necessary;
and (5) learning from experience so as to plan better the next time.
Figure 2 shows these relationships. Three nested feedback loops are
closed around these functional elements: an outer loop, from learning to
planning, which constitutes a long time constant; an intermediate loop,
from intervening to instructing, which constitutes a relatively short
time constant; and an inner loop, within which monitoring is more or less
continuous.

Functions of the Computer as an Operator Aid

The potential functions of the computer may be considered in five
categories (Fig. 3): (1) aggregation of data from the plant, (2) simula-
tion of plant operations, (3) control of the actual plant, (4) display of
integrated information to the operator, and (5) diagnosis of
abnormalities. )

We observe that there are 20 possible interconnecitons between these
5 computational functions. These correspond to:

1. long-term data on which to base a model of the plant logic and
dynamics ’

2. short-term data on which to base real-time plant control
3. display of long-term and short-term trends and conditions

4. use of analytic transformations (i.e., an "observer") to estimate
some variables
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5. display of predictions or "what if" for planning

6. use of real-time model of plant dynamics in failure diagnosis
(including detection and location)"

7. display to operator the control algorithms that the computer is in
the process of exercising

8. blank (see below)

9. switch control into emergency mode

10. record abnormal plant data

11. record simulator data for future use

12. record control settings for future correlation with plant data
13. blank (see below)

14. Minnovations" signal to refine plant model to keep it in correspon-
dence with actual plant

15. blank (see below)

16. commands to simulator to switch parameters in order to run in vari-
ous abnormal modes

17. blank (see below)
18. results of abnormality diagnosis
19. indication to diagnosis logic of control inputs
20. aggregated plant data for diagnosis.
Note that the display is one-way to the operator and does not itself

affect the other computer functions. Therefore 8, 13, 15, and 17 are
blank in the listing above.

Control Systems That Learn From Their Operators

Our goals of improved availability and reliability for nuclear power
operation will require improving the flexibility of the control system to
recognize and respond to off-normal conditions, thereby increasing opera-
tor acceptance of automated systems, and improving the response of the
crew as a team, With the eventual emergence of control facilities that
are totally computer-based, intelligent, on~line adaptation and execution
of procedures {and even -on-line prucedure generation) will be possible by
machine operation. Surely the computer will participate to a much
greater extent than it now does in diagnosing problems in the hardware,
software, and process under control,



Programming of the operational system should not be relegated solely

to design teams who characteristically do not follow the project through
to plant maturity and eventual decommissioning. Some aspects of the
programming should come from the operators. To continually refine the
control system, as well as to ensure the integration of operator and
control system, is to place the operator in the role of instructor to the
computer. Provision for this man-to-machine communication necessarily
would involve a high-~level language which would permit the workings of
the control system to be "transparent" i.e., the operator could '"see"
what he would be changing as well as how both the software and hardware
would function together. To accommodate the operator, provision might be
made to include a variety of input commands or queries put to the com-
puter (e.g., making use of "fuzzy set" logic under study for comtrol
systems,” or query languages being developed by the artificial
intelligence/computer science community®). As part of the human-computer
exchange, the operator might be asked by the computer to rank his "utili-
ties" (preferences) for various alternatives. Then, after some limited,
self-imposed simulation of plant logic and dynamics, the computer might
respond to the operator: "Based on what you've told me, this is what I
understand." The preceding discussion, of course, is an expression of
what we would like, and is not dissimilar from aspirations for user
"friendliness" of computer systems in general.

What the operator would teach the computer can be categorized with
respect to the five computer functions presented in Fig. 3:

a. Aggregation of data. Assuming that the ccllection and storage
of certain data would be programmed so that the operator could not inter-
fere with it, he would have the capability to collect and process addi-
tional data, up to the capabilities of the available plant sensors,

memory, and processors.

b. Simulation of plant operations. The operator could ask for
replays of past plant behavior under different control conditions, pro-
jections of what the plant would do under present circumstances if he
leaves it alone (i.e.,.rupid-time simulations), or projections of what it
would do if he were to alter certain control settings. Also possible
would be a mode where the computer, after selecting a control option,
itself initiates a rapid-time simulation to demonstrate to the operator
what would happen if he allows that control strategy to be implemented.
Simulation also would be inherent in control (in the form of "observers"
or "Kalman filters") as well as in failure diagnosis."

¢c. Control of actual plant. The operator could issue commands, in
supervisory fashion, for the automatic control system to keep specified
plant variables at assigned setpoints (as he does now), to follow certain
assigned trajectories, or to achieve certain eventual states without
exceeding or contravening assigned limits (most of which he cannot do
with his present control system).




d. Display of integrated information. The operator could ask of
the aggregated plant data base or of the other three computer functions
(simulation, control, diagnosis) for display of information in any format
(e.g., words, trends, diagrams, symbols, etc.). He would also have
available certain standard formats which he could not change (i.e., those
which every operator would know to be in a fixed format).

e. Diagnosis of abnormality. The operator would instruct the sys-
tem where to look, what kinds of tests to do, what kinds of tolerances to
use in declaring trouble, and what kinds of "failures" to ignore (equip-
ment purposely shut off for maintenance, for example). There would be
fixed algorithms for abnormality detection, alarm, location, and back-up
diagnosis and display that would be off limits for reprogramming by the
operator and would have priority omn computational resources. We believe
that both logical (fault tree, cause-consequence) and dynamic simulation
algorithms would be part of the package.

Fixed Operating Procedures vs New Advice from the Computers

A dilemma now being faced is whether to preplan all operating proce-
dures on a rigid "if plant state is X then do Y basis, or whether the
operator should interpret the information provided by the Safety -
Parameter Display System and use his own judgment to a greater degree
than now, Clearly, were the procedures always correct and the sensors
and control system always reliable there would be no need for the
operator--the computer could follow the procedures unerringly.

The operator, we realize, is present to be a supervisor and "field
commander' of the computer, both to give orders and to back it up in case
it cannot implement them as desired. As a field commander, he needs
scouts and advisory staff. The computer must give the operator cognitive
advice, that is suggestions on how and what to think, as well as its own
(the computer's) assessment of how confident it is of that advice.

Research on advice~-giving "expert systems" is growing. Thus far
enough research has been done to make us realize that for computer advice
to be understandable and useful to the operator, the computer's internal
model (its framework) must cohere with the operator's mental model (his
way of thinking about che plant).’ This doesn't mean that the computer
must always agree with the operator, but at least they must share lin-
guistic and graphical terms, syntax, and a modicum of assumptions about

the plant.

In addition, as has been suggested by Rasmussen® and others, control
room advice-givers might do well to include some background information
from the designers of the plant, like the reasons why it was designed as
it was and assumptions made at the time of design about how it should be
operated. Such information is not usually available to operators, at
least not in a form they can use. The particular form in which the back-
ground information should be available is not clear, except that it
should be linked to queries made or problems which occur in various plant
systems, operating modes, or classes of upsets.



The accumulated prevalent wisdom of both maintenance and plant
management should be integrated into the advice~giving software on the
basis that "human error" is often design error, maintenance error, or
management error.

Where in the computer should the advice-giving function reside
(i.e, in which of the five functions)? While the advice necessarily
would emerge from the dispiays, it seems to us that appropriate advice-
giving might originate from each of the other four functions in the same
way that the operator might instruct each computer functon individually.

Conclusions

The theme of an intelligent, learning computer system is not a new
concept neither are the five computer functions discussed in the text.
Research in these areas is proceeding somewhat independently; thus
innovative thinking is needed to integrate the isolated functioms into a
synergistic system. The taxonomic classification of these functions and
their interconnections, which is by no means exhaustive, is hoped to
provide a basis for such integration, to the end that improved control
systems will result in improved palnt availability and reliability,
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