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Many theories of al‘oy solubility, structural stzbility of
compounds, aud heats cf fermation in alloying rely on parameters
such zs valencey size or electronegativity fer their predictions,
Nature, of course, reguires only one parameter, the nuclga: charge,
to completely specify all the electronic properties cof the elements.
Thus, the z2tcnic parameters are, of necessity, -Initimately con-
vected with ome another, t is cur object in this presentation to
- review the physical origins of scme of the more popular parameters
used. Ve will emphasize the relationship of the different electro—
negativity scales ce each other, and the relationship of electro-
negativity to cther parameters such as atenic size. Structural

stability maps-employirg eleéctronegativity and some other pgraxaLeLs
are shown for ¢nternet_111c compounds formed frem different classes
of elements: main group-main group, transition metal-mein group,

and tr;ns tien meta‘—ttan51t10 metal.

+Consrltant at the National Bureau of Standards.
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XI. Introduction ' ) o

In these proceedings we sce a variety of models, empleylng
apparently differeit sets of physical parameters to cdescribe
varlous alloy properties. On tke whole, each of the models enjoys
et least modest success, BRut rote that, rneglecting isotopic mess
effects, the chemical properties of an element derive from a single
parameter, . the nuclear charge. It would therefore seem that the
different physical parameters, which are intuitively so useful in
describing alloy properties, are clesely related to one another.
When devising his nou-classic rules (1) of alloy formation,
Hume-Rothery recognized that "independent" parameters such as
electronegativity, size and valence are imndeed pot independent.

For example, in first approximation, the _electronegativity is

solely a function of electrom- densAty, hence of the valence divided

by atomic volume., Such a relationship can be seen in a 1946 plot-
-(2) of Gordy's (Fig. 1) irvolving the roble and main group elements

and a2 few of the lighter transition elements. A bond radius rather

-.than a volume gppears inm the: denominator and wore will be said of
this later. ’ oo - . o T -

There are times when, on physical or empirical greunds, one -

finds that one particular parameter is laportant to experimental

. trends. Pzcking considerations, Anvalving the relative size of
constitvents, provides considerable insipght (3) into the structures
into which various cezmpounds are formed. VWhile the insights are,

we believe, correct in this case, ezpirical rvies can be mis-
leadirg. Plcts of the electronegativity and of the inverse of
atomic sire pap one another quite well across much of the pericdic
tabhle 2s cz2n be seen in Fig., 2. Thus some property depending on

" size might be correlated with the electrenegativity or vice versa.
The heats of formz*jon of the chlorides znd the compressibilities

0f the elements look much alite, Fig. 3, and while we telieve the.
former to depend primarily on electronegativity znd the latter on )
valence slectrorn density a nurerical cerrelation can, ia féct, b=
made between the compressibilities and electronegativity values,

More often. thar not it is mecessary te introduce rore than one

of the interrelated- -parameters when describing physical trends:
size and electroregativity enter the Darken—Curry plots of alloy
solubility described by Gschneidner in his memorial (4) to Larry
"Darken at the start of this. syr0051un znd we have seen (3) Miodema

. employ electrovegat:wlty, electron density, and- to a wezker extent, -
size, in his’ descrip;ion of compound” reats of formation (€).

BAL Nt

ot only are we forced to use a set of non—~independent
parameters but it often proves tseful to allow one paraceter to
modify another. TPavling introduced (7) the effect of electro-
negativity, ¢, on a bond lengtk, D with the relatjonship

ve
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TABLE 1

The Valence of Copper

Chenical 1,2

(Cuprous and Cupric)
Bume-Rothery e/a 1
Pauling : 5.56
| Engel-Brewer . 2.75

9.00
ot
r.
6.00
3.00-

L ] *
: "Ag Cu " Ay
l._'.__ 1 ; ] 1 _
1.00 2.00 3.00 4.00

ELECTRONEGATIVITY

Fig. 1 - Gordy plot relating valence, radius, and Pauling
electronegativiry for a large number of elements. r is the
. 6ingle-bond covalent radius and n the number of valence .
electrons. Note that the nearly-filled d-band transition
elements are not included cn this plot.
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Fig. 2 - Pauling electronegativity (upper plot) and inverse
volume (lower plot) against periedic chart group number,

U v v vEvibvistix X v v
GRCUP NUMBER

for the elements.

LIANNAE

ve



A

v ooy
fla Ir

Lta

Ca

2, A L A A
% ¥ L] ’ A
\
\
»
\
\
1
\
Y
\
L)
1Y
[}
Y
[}
\

v/

Tc Yo Da HE W Oa Pt 1

L
Sb 1

o fofndg In

kb Y

"Compressibility

Heat of formatfon.of chlorides

Oa As Dr

Sa Xr'Sr 2r Mo Ru Pd Cd 'Sn

Co Cu

3

P 1K ScV Mn

Mg SL S Ar Ca TL Cr Fo Hi Zn Ge

"F 'Na AL

1o N

USSNE SN SN DU SN S M 1

r

T
lla

1.0]
681
6.6

DO O O Q0 V- o
QTN

o ot ‘ | 19'mojErdfyeay

Fig. 3 - Tvo measured quantities (compressibility and heat

0.4
6.2
00
i}
0
0
0
0
Q
0
0
10
0

of formatlon of chlorides) for the elements of the periodic

table. [from Graphic Handbook of Chemistry and Metallurgy
by P. Y. Loung (Chemical Publishing Co., Inc., 19265)1].
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where the r's are the atomic radii of the constituents A and B, €
is a small constant which depends on the colurmn(s) of the periodic
table ir which A and L reside. On cther occasions, Pauling in-
troduced a correcticn to tond length based on the number of valence
electrons ir the bond. In a review of the sc-called geometric
factor iIn catalysis, Ertl (8) recalled a kypctnesis of Smoluchowski
that the work-function of a stepped-surface will be lower than that
of the plane surface, ond thus the effect of surfgce geometry on
catalysis cannot be considered indepencently from electronic effects.
Closer to the problems at hand, the area asscciated with an atom's
Wigner-Seitz cell surface enters a concentratiorn dependent factor in
Miedema's description of heats of formation. The areas of the
constituents are adjusted to account for charge flow with & term
c' (¢ —éB) where again C' depends on tke position(s) of
the elemcnts in the periodic tatle. In addition to being inter-
related, the basic physical pzrameters canrct, in general, be
vniquely defined. Consider the different values of valence
assigned to copper (chln I). For another .parameter, ionic,
covalent znd metallic "sizes" heve been used for the elements.
Size may also depend on . the coordination nu=bér, that is, the
nunber ol ciczs irmediately surrcunding the atom in question:
Geller, has introduced (9) a set of metallic radii appropriate to-
'the Al5 struccure which includes such cempounds as superconducting-
Sn. se radii differ sigrificantly from the "rormal" metallic
ra311 be ause of the peculiar packing in this structure, Pearson
-{3) hes discussed the size-coordinatior nucber problem. The
relztion of volume to charge transier has.been considered. else—~
where (10). ’

In deference to limited spzce, we will concentrate on one of

the parzcmeters, the electronegativity, in this review. The first
part of this paper will deal “1tH the varicus Uays an electro-

’ negéﬁiv1u, scale may be defirned., Implicit in & given definitdion is
sone rodel of the bonding- tendencwes described by a set of electro-
negativity values. In the course of considering these matters, wve
will extend an earlier estimate (i1) of =z Mulliken electronegativity
scale to include the transition elements. Tre ¥ulliken approach
(12) invclves free atom ionizaticn energies and electron affinities,
or in other words, an atom's tendency to Leep its cvm valence
electrons znd compete for others. Coulson has argued (13) that
this type of scale has, in its sirplicity, a precise experimental
and theoreatical fcundatiud. We zgree with Coulson's view, at least
for the non-traznsition elements. However, the transition elements
-are characterized by the large nuczber of d-states near the Fermi
level, The tendency for charge transfer in alloying transition
elezents depends not only on a single energy characterisitic of
these states, but, inportantly, on row rany cf these states are
occupied, and how many are empty. This matter will be discussed
here briefly; an approach incorporating such effects is considered
in greater detail (14) in enother chapter of these proceedings.
Having considered the varicus choices of electromegativity scales
we will also exanming a suggestion (15,16) of Simons and Bloch for a
‘second parareter, for main group cliepents, which is a measure of
the relative terdency for the s versus the p valence electrons to
be involved in bonding. Simons defined these factors in terms of
effective crbital radii which, crudely speaking, are the inverse of

- LIANNIT
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the jonization energles. There ere subtle dificreaces in
electronegatvity and s—p bonding scales defined in terms of radil
as against energles. These trends will be explored. Firally we
will review the use of such paraneters iIn structural maps where it
will be seen that the structure in which a particular compeuund
forms correlates strongly with the values of the parameters. The
maps are quite successful in differentiating between structures
without any explicit reference to the relative sizes of the
constituents. Rememkber, however, that silze znd electronegativity
are not unrelated. DMaps will be considerad for compounds between
main group elewents, between transition and main group elements
and, finally, among transition elements. The latter example will
involve the ¢ and structurally related phases. Although the
systems were chosen because they are very much alike, con51derable
order 1Is found on the structural map:-

¥hile this review concentrates on the electronegativity
paraweter and one metallurgical azpplication of it, we hope the
reader will kecep in mind the larger view: the parameters we use to
describe zlloy and compound behavior zre relzted to one another and
are not uniguely defined. In his summary of the 1966 Battelle
conference, lomer called (17) for = meltivariznt anzlysis of the
parameters used to describe alloys. Such techniques are commonly
used by sociologists but perhaps cur data base Is tcc sparse and
.too urnrelizble. There havé been real advances cduring the last
decade in our understanding of alloys as can be seen by comparing
these proceedings with those for the Battelle meeting., Despite
this, Lo=er's task rerains undone.

II. Electronegativities

The idez of a parameter which sucmarizes the a2bility of cne

aton to corpete with another for valence electrom charge is central -

to much thinking concerning compound and alloy ferzation. Early on
it was recognized that electronegativity cannot be described simply
2s a universal constant appropriate to each given elerent. Effec-
tive electronegativity scales have been seen to depend on the
environzent in which the elembnt finds itself and on the atem's
electronic cepfiguration (6,18), e.g. ¢o we have carben in its
covalent 2s2p” or its more metallic 2572p” corfiguration? The
inability to define a unique scaie is only partlally cdue to the
fact that the use of a particuler set of experizental data or
theoretical czlculations may have Implicit gizz, electron density
‘and other contributions built in. Equally important, physical
effects that we would like to describe in terms of ar electronega-
tivity trend, e.g. bond energies, are more complex than the simple
matter of attracting charge. Vhet is nore, different valence
electrons play differing roles in bonding. The mein group elements
have s and p vazlence electrons. While a morovalent clexent, such
as Ma, involves primarily s electromns, and polyvalent Sb primarily
P, an 3Interplay of s and p bonding is invelved for 5ll these
elements., Sipilarly the transicien elements have relatively
localized d electrotis ané relatively ¢iffuse s-p "conduction"
clectrons, Dcepite their loezlizatien, the d electrons are ime-
portant to bornding because of the large number of states close to
the Fermi level - what is dmportant here is tho different character
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of d and non-d bonding effects (14). Valence electron bpnding‘thJs
involves a subtle mixture of bonding, cha

ze transfer and screening
effects and we require an clcctroncgatlvity gcale which summarizes
the gross eflfect plus recognition of more subriz factors and of

when these subtle factors arve of sigrificance to alloy fermation.
Simons ard Blochs' work (15), which will be cescribed shortly, is
an important effort of just this sort for the vain group elements.

Electronegativity scales, ¢, have been defined in a nucber of
contexts as is indicated in Table II. The three most popular
classes of scales are derived from ideas rormally attributed to
Mulliken (12), to Pauling (7) and to Gordy ard Thomas (2,19).
Mulliken suggested defining ¢ in terms of the average of the free
atom valence electron ionization energy, €, and the electron

affinity a, i.e. l
6 =c (E+a) @

where C is a constant. By averaging the cost to lose, and the
energy associated with gaining, valence electron charge one makes
simple contact with the normal definitions of ¢ - namely the
tendency to attract and hold valence charge. Although it involves
effective racdii, tke St. John znd Blech electronegativity scale,
which will be considered later in this section, nay be szid to be
of the Mulliken class. Grant=0 that the epviroccert affects ¢, it
ca2n bz zrgeed that one should cdeafine in ter=s of data appropriate
to compounds rezther “han to free ztoms. Paviing baseéd (7) his ¢ on
thermocherical datz and, more recently, Phillins provided an alter-
o
&

i
nate derfvaticr {20) tased on the dielectric properties of solids,
Pauling's scale is based primarily on data fcr covalently, rather
than metallically, bound systems and gquestiens can be raised corm—
cerning cedificaticns necessary for applicatiens to metallic
systems for sucl strongly covalent elezents suck as C, ¥ and Si.
We believe (11) that this is perticularly i=mgeriant for transition
metzl carbide and nitride formatiom. The Cordy-Themas scale is
derived frow the work functions of the pure ele:ents in their solid
state. The work functicn is z messure of the resition of z solid's
Ferml level anéd the Fermi level, by aznother s the chemical
potential, Presumably the element with the higiher lying Fermi _
level loses charge to the component vhose level lies lower so that
the two EF equilibrateT. The work furnction is not an entirely -
satisfactory measure of the chenical poten ti 1 because it defines
the Ferni level with respect to the externzl vzcuum zero for a
crystal yith a surface dipole layer, Cne weuld prefexr having the
Yermi levels of the alloy constitvents deflnaa with respect to a
cormon zero vwithin a crystal, TDespite eny formal shortcemings,

electronegativity scales based on weork Func._ ciis are used frequently,

E
o

h
!
m
[
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As is discussed elscwhcre in these proc

lieve that the relative positions of 1
transfer in an alloy consisting of tran:
it depends on a transition metel

by hybridization of its partly filled
other alloy constituent.

, ve do not be-
cruiine charge
nents.  Instoad

air er lose d cherge
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TABLE IX

ELECTRONEGATIVITIES:

SPECTROSCOPIC — ATOMIC IONIZATION ENERGIES AID TLLCTRON AYFINITIES

. Re S. Mulliken, "A New Electroaffinity Scalez; Together with Data
on Valence States and on Valence lonization Potentials .znd
Electron Affinities", J. Chem. Phys. 2, 782 (1934).

R. S. Mulliken, "Electronic Structures of Mclecules. XI.
Electroaffinity, Molecular Orbitals and Dipole tHoments", J.
Chem. Phys. 3, 573 (1935).

R. 5. Mulliken, Ref. 12,

H. A. Skinner and H. 0. Pritchard, ""‘he_ Measure of Electro-—
negativity”, Trazns. Faraday Soc. g, 1254 (1953).

J. Hinze and H. H. Jaffe, "Electronegativity, I. Orbital
Electronegativitiss of Keutral Atoms'", J. 4zer. Chem. Saoc.
B4, 540 (1962).

J. Hinze, M. A. Whitehead arné K. H. Jaffe, "Electronegativity.
“11, Bond and Orbital Electronebatlv:\.t;es y J. Az=. Chem. Soc.
85, 148 (1963).

J« St. Jobn and A. M. Bloch, Ref. 16.

R, ¥. Watson and L. H. Bennett, Ref, 11.

EFFECTIVE CHARGE AND EBOKD RADIUS

W. Gordy, Ref. 2.

THERMOCHEMI CAL

L. Pauling, "The Mature of the Chemical Bornd. IV. The Energy
of Single Bonds and the Relative [lectrenegativity of Atoms',
J. Anm. Chem, Soc. 54, 3570 (1932).

M. Haissinsky, "Echelle des Electronegativites de Pauling et

Chaleurs de Formation des Composes Inorganiques, J. de Physique
et Radium 7, 7 (1946).

M. L, Huggins, "Bond Energles and Polarities", J. Am. Chem. Soc.
75 4123 (1053).

A. P. Altshuller, "The Electroncgativitics and Some Electron
Affinities of Copper, Zinc, and Gallium Subgroup Elements",
J. Chem. Phys. 22, 765 (1954),

L, Pauling, Ref. 7.
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TARLE II - continued

SPECTROSCOPIC — DILLECTRIC PROPERTILS OF SQLITS

de kS

-

J. C. Phillips, Ref. 20,

WORK FUNCTIONS

W. Gordy and W. J. ¢, Thomas, Ref. 19.

A. R, Miedema, F. R. deBoer and P, ¥, deChatel, "Empirical
Description of the Role of Electronegativity in Alloy Format:.cn s
J. Phys. F 3, 1558 (1973).

A. R. Miedera and P. F. deChatel, Ref. 5.

EYPERFINL EfFECTS ~ DIPOLE, QUADRUPOLE, ISOMER SHIFTS

- H. S. Gutowsky ard C. J. Hoffman, "Nuclear Megnetic Shielding
in Fluorine and Eydrogen Compounds", J. Chem. Phys. 19, 1259
(1951).

H; Gordy, MInterpretation of Kuclear Quadrupole Couplings in
Molecuies"”, J. Chem. Phys. 12, 792 (1951). ’

¥W. Coriy, "Pelation of Nuclesr Quadrupole Couplings to the |
Chemiczl Bond", J. Chem. Phys. 22, 1470 (193%).

-R, E. ¥etson and L. H, Bermnett, Ref. 22,

FORCE CONSTAKRT

W. Gordy, "A Pelatlon Eetween Bond Torce Cornstants, Bond Orders,'
Bond lLengths, and the Electronegativities of the Bonded Atoms",
J. Chen. Phys. 14, 305 (1946). :

A. D. Walsh, "Factors Affecting Bond Strengths",~Ploc. Roy.
Soc. (Lonc.on) A207, 13 (1951).

A. L. Allred -and E. G. Rochow, "A Scale of Electronegat.’witv
Based on Electrostatic Force", J. Inorg. Xucl. Chem. 5, 264
(1958).

GENERAL REVIE/S

H. 0, Pritchard and H. A. Skinner, "The Concept of Electro-
negativity”, Chem. Revs. 55, 745 (1555).

R. Ferreira, "Electromegativity and Chezical Donding”, Advan.
Chem. Phys. 13, 55 (1967).
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and with considerable success, for metallurgical problems.
Recently Micdera rederived the scale for use in his wmodel (5) of
compound Leats of formatien. The extensive investigations of
Darken-Curry alloy solubility plots by ihe Los alames group (21)
used the electronegativities of Cordy and Thezas which zre based,
in part, on charge screening considerations znd, in part, on work

functions. For the case of Au, the low value bzsed on the work
function was employed.

Three scales are plotted in Fig. 4. They have been brought to a
common overall scale ty linear regression of one set versus another,
Work functions are represented by Miedema's values, the Pauling
scale comes (6) from "The Mature of the Chemical Bond" and the
Mulliken values are derived in the next section., Despite their
diverse origins, the three scales are remarkably alike. There are,
however, certain substantive disagreements. For example, the )
Pauling scale has Au the most electrcnegative of the metals while
the Au work function ¢ is smaller then the ¢ of a numbev of
transition metals to the left. The Fauling trend is consistent
with Mdssbzuer iscmer shift and photoemissicn results which suggest
14,22) that charge transfer is always off other metals and onto
Au, On the cther hand, Miedema's description of heats of formation
reguires that Au have a ¢ roughly equal to that of W. These metals
have z positive heat of formation while elements to the left and
right of ¥ have negative Leats’'of formetiorn when alloyed with Au.
This implies a small electronegativity difference, ¢, = ¢s and
larger éifferences when the other elements replace W cecaufe it is
a term iavoiving the differemce in % which makes the negative con-
tribution to & heat of formation in Miedema's scheme. In consider-
ing Au, a2nd for that matter Ag and Cu as well, It weould appear that
different electronegstivity trends, relative to the transitien
2lements, are necessary in order to ratiomzlize different experi-
mental facts. Miedema has suggested that his two pararceters, taken
together provide a pasis for describing charge trarsfer. 1In this
sense Miedsma's ¢  1s expected to systematically diifer from other
¢ scales, Vhile alloyving of transition znd noble petzls invclves
local chemicel potentinl shifts, zctive d-band hybridization and
non-d screening and bonding, the rela:‘e roles of these factors
may differ between the two group of c¢i...znts. This vould imply
that no single electromnegativity parao.:
bonding effects as seems to be the case.

sr czn sucmarize the

A few years ago, Sirmons and Ploch developed (15) a pseudo~
potential zpproach to tonding zmorg the main group clements. Now
pseudopotentials aren't nev. Perhaps the first pseudopotential
approach to electronegativity is represented in Tig. 1 where the
ordinate is an effective charge divided by a radius znd hence is an
effective potential. The valernce, n, was teken to equal 1 for the
noble metals and they are found to lie off the line (as do the more
thkan half filled or antibonding d-bznd tramsiticn elewments which
aren’t represented In the plot). Attritutirg a
brings the roble metals onto the line. These l=
thke noble ar? adjacent transition metals which t
physicist finds so odd are just what Paulirg (7)
Tatle I).

valence of 4 or 5
ge valences for
¢ solid-state

proposed (see

o
h
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Mote that

both the Miedema and the Mulliken scales have been modified
for this comparison by linear regression to the Pauling (6)

scale.
III.

The Mulliken scale is derived in the text, Section
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Fscudopotentials liave evolved considerably since 1946. 1
particular, the implications of employirg non-iccal rscudopotentials
have been explored. One of the sirplest ronlocal psecudepotentials
is ore where electron orbitals of different &ngular quantum number
% see different potentials. Chelikowsky znd Cchen have shown (23)
that it is necessary to cmploy £ dependent pseudopotentials in
order to calculate the correct shape of the bonding charge in semi-
conductors. Sirons! approach also invelves £ dependent potentials.
He Introduced an effective orbital quantum nu:bcr'ﬁ, defined in
terms of the experimental binding energy, Enl' for 2 single valence
electrons outside an ion core,

218 + 132

£

nl = (3)

Yor those familiar with quantum defect theory, the quantum defect
has beer introduced into 2 rather than irpto Z, whick here is the
gharga of tke iog stripped of its vzlerce electrens. The resulting
% introduces an X (8+1)/r2 term in an effective potectial for the
electron and glso cdeflnes an effective orbital radius

_Q@+l)
T, - 4)

Simons ané Bloch suggested that the difference

S=r -r . (5)
P s
for the valernce s and p electron rrovides a rmeasure of the relative
tendency £or the s versus the ¢ electrens to te involved in bonding.
More will be said of this in Section IV. 5t. Johm znd Bloch defined
(16} zn electronegativity scele in terss of these radii with

‘¢ =a [1/1'P +1/c 1+b (6)

where 2 zud b were obtajned by fitting the & of the 25-2p elements
to the Pauling scale, More recently it hes teen shown (24) that
the ¥, of Eq. 4 zre not true measures of velence orbital size (in
fact %hey lie inside the radii of the Zon cores of the heavy
polyvalent elements). This. does not matter tecause they display =
one~-to-oze mapping onto tlie true orbital racii as obtained, say,
fron the expectation veluves of <rl> for free atom Bartree-Fock
orbitals.

Inspection of Equations 3 and 4 indicates the 1/r, varies
roughly &5 € | suggesting that Mulliken and tie St. Joﬁn and Bloch
scales are rolghly equivalent if St. John and Blochs' £, were
inserted into Eq. 2. There are subtle, systezatice valence depen—
dent differences between a scalc ezploying radéii and one employing
lonization energies as can be expected fror the trend illustrated
In Fig. 5. The £ are experimental s and p ionization energies of
the reutral atoms and (1/<rs> -+ l/<rp>) involves neutrsl atom
Hartree-Fock <r’+> values.
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III. A Mulliken Electronegativity Scale

Previously we definod (11) a Muililen electronepativity scale
for the main group elements in tercs of the neutral atom s and p
electron lonization energies. The electron a2ffinities, a, of Eq. 2
were omitted because fow are known experirentally. Those that are
known, indicate a ratlo a/e ~ 0.1. In cother words the values of a
are spall, scale roughly with ¢ and, if the constant C is scaled
accordingly, their omission has at rmost a few percent cffect on the
resulting ¢. The € siere obtained by using neutral atom spectro-
scopic data and taking averages over the multiplet levels of any
given atomic configuration. A treatment employing only s and p
terms is not applicable to the transition elements: not surprising-
ly, the transition elements have ¢ characteristic of the alkali
earths on such a scale. We have obtained the average of configu-
ration values of ¢_, € and €4 for the transition and noble metals.
We can then define )

d=A e, + Bep + Csd +D (¥)]

where, for the main group elements, €3 is set equal to the
ionization energy of the first unoccupied valence d level. [The g4
for the main group elerents are small ané, with one exception,
alrost constant, The main group €, therefore have a modest role in
affecting the ¢ values of the main group elecents relative to the
transiticn elements but little effect on the ¢ within the main
group elezme=nts themselves. The exception occurs for Cz2, Sr and Ba
which sit just telow the onset of the 3d, 4d and S5d serles. The.
unoccupied valerce d levels lie abnormelly low in energy, causing
abnormal amounts of d character to be present in the occupied
e€lectron bands of these alkali earths. Their €, are intermediate -
between values characteristic of the rain group and the values
appiopriate to Sc, ¥, La or Lu which cark the start of the three
transition series. One expects that it is appropriate to include
this tendency in a Mulliken scale.] A, B, C and D are comnstants
which have been chosen, subject to being kept positive, sc that the
resulting ¢ best match the Pauling scale ylelding

¢ = 1.883 €g + 1.463 Ep + 2,670 £, + 0.249 . (72)

d
Since £_ 1s almost proportional to €_, changes in the relative
weight Bf the s and p terms have little effect on the ¢ values of
the main group elements. The relative welght of d versus s plus p
is essential to the placement of the tramsition and noble metals
versus the main group.

The values appropriate to Eq. 7a are shown in Fig. 4., The ¢
for the main group elements have changed only slightly from the
previously published values (A threc to one p to s weight was
used in the analogue of Eq. 7 previously. As noted, the change in
s versus p welght has little effect on the results.] As was. noted
before, the Mulliken values for divalent Zn, Cd and Hg lie markedly
lower than thkey do on the other two scales. Oa the other hand,
with their atoric d shells more tightly bourd, Cu, Ag and Au have
larger ¢ than the transition elements residing in the same rows of
the periodic table. Better overall agreement would be obtained
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between the Mulliken and the other two scales if the €, term were
turned partly off for the noble metals and if it were ([cft: slightly
on for Zn, Cd and Eg. The d shells of Zn, Cd ana lig are sufficiently
tightly bound core levels that one is hard pressed to justify thelr
inclusion in Eq. 7.

The shortcoming of the Mulliken approach is that, while
energles are dealt with, no account is made of the relative numbers
of occupied and hole levels available for borndirg. For the
transitions and noble metals, in particular, there are a large
number of occupied and hole states close to the Fermi level and it
is the competition between the interatomic hybridization of these
twvo groups of states which is essential to their bonding, This is
discussed elsewhere in these procecdings.

The St. Joh. and Bloch and the Mulliken scales are plotted
versus the Pauling ¢ for the main group elewents in Figs. 6 and 7
respectively, Except for the mismatch associzted with the divalent
elements, the Paulirg and Mulliken scales map quite well against
one another. Almost as good 3Is the agreement for the St. John and
Bloch scale, however, there are distinct lines, each associated
with a particular valence. The trends are almost idertical to those
seen in Fig. 5. It would appear that there are subtle differerces
dn scales empleying radii and energies and these differences are
nearly independent of hew.the radii were obtained. Here we have
two nominzlly independent scales, size and energy, which show almost
perfect correlation. )

IV, Orbital Effects and Structural Maps

The principle purpose of the f-~dependent pseudcpotential in-
vestigaticns of Simons and Bloch was to provide scme measure of the
relative role of s versus p electron bonding zmeng the main group
e¢lements, The result was the § factor of Eg. 3. E£t. Jobm and
Bloch exploved (16) this in the structurzl pap showr in Fig. 8.

One coordinate is the difference in electronegativities of the
elexents involved, the other is the sum of tke S factors., The plot
is concerned with the so called cctet compeunds where there are
eight valence electrons per 50-5C molecule ard the peoirt of the
plot 1s that different structures occur for corpounds falling in
different regions of the plot, The correlatior of the various
structures with electronegativity iflcrence has been recognized
for some time, Given the two paraeeters tcgether, the structures
fall into well defined regions: for example the rock salt and
wurtzite structures are resolved though neither A¢ nor (SA B)
alone suffices - lMachlin, Chow and Phillips extended (25) the
analysis to those nonoctet AR compounds havirg fewer than eight
valence electrons per formula unit,

The experience of the preceding secticn suggests that ioniza—
tlon energles may replace radii yielding
€ ~-€
5= (r _r)t(l_.—l—)=._s__i
P s ep € € ep (8)
+ (e -¢€).
B P
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Fig. 5 - Sum of the experimental s and p ienizaticn energies,
in Hertree units (v 27eV) versus the sum of the inverses of
the s apd p orbital radii expectation values, cbtained from
peutral atom Hartree-Fock calculations for main group elements.
The ntmbers 1-7 zre coluzmns of the periocdic table ("group
nuobers”). Group 1 represents the alkali metals, group 2 the
alkzline earths and Zn, Cd, Ilg and so on. Note the systematic
dependence on vzlence, evidenced by tha near parallel lines,
superposed cn 2n almost linear correlaticn.
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Fig. 6 ~ A plot of the Pauling (7) versus the St. John and Bloch
(16) electronegativities for the eame ncntracsition elements of
Fig. 5. Note the systematic valence dependence here, as well.
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Fote the lack of valence dependence, except for group 4
(C, Si, Ge, Su, Pb). )

&3  YrcCasium Chiorids
—1 A Reck Scit
O Wurtzile A
$  40] O Zinc Sisnde
= ) ' a
@ Graphits a <r
2
o~ 32 A A
(@] a
A A
?—‘ a
- A
= 244 a
E s >
o
o a
< 1.6
[o]
L .
L]
Q
w 0.8
0 0 O o co
o
[«Ye RFY §-l
v ] 1 § 3 T 1
Q.2 0.4 0.8 1.0 1.2 4 s 1.8

Averuge of the 5-p Bonding Factor S

Fig. 8 - St, John and Bloch (16) electrora~=tiv ty differences,
[(rg(A) + ¢ (A)) - {rg(B) +r (B))] for 2Nz3-% nontransition
age of the s—-p bonding
Iy

{z))]. The s and p

metal blngr) cot:ucunds vorses tle avera
factor S, [((rP(A) - rq(:\)) + (r (3) -~
radii are defined in Eq. 4

* .

LIINNTY

L1

k2>



i

We have found it convenient (11) to employ the unnormaliced form, as
given in the second line of the equation. Ve applied this to a
structural map of the noncctet AB compounds with sinilar success to
that of Machlin et al. In particular, the ¥aTl and CsCl structures
fall into well defined regions with a mapping which makes no
explicit reference to atom size and packing consideraticns.

The Mulliken electronegativities of Fig. 4 have been usad in
the structural map for main group AR, compcunds shown in Fig. 9

Hydrides, oxides and halides are onitted from the map, The sign of
the electronegativity difference is defined

- Ad = ¢ (minority element) - ¢ (majority element). 9
The weighted average

A
3

S
+ ZSB

is used for the other coordinate. Except for CaAl, (having the
Mglu, struciure) and ¥Pby (the ligZn, structure), tfe structires
£fall in well defined regions on the plot. The boundaries kave been
drawn to guide the eye and bave no thecretical signiffcance. Foth
ABZ and AB, compounds zre represented on Fig. 10. There are more
cexpouncds out of position, but other than the AlB, aud 1\133n
structures vhich tead to exist in the sace regicn, cdifferent struc-
tures fall in reasonably well definzéd different regions of the plot.

Threa compounds formirg in both the Cu,P and Bi,F structures are

seen to f211 on the nmatural bourdary betweer the two structures,
The success of the plot relies orn botk the S and the Ad coordinates

and on differentiating as to whether tke majority or the mincrity
element is the mest electronegative.

A similar degree of success is obtainable for compound for—
mation between main group and transition elements. Fig. 11 shows a
map (11) foxr AM, compounds where the tramsition metal is the major
conponent. The™S factor of the & elerent gicre has been used as
one component. While the boundzries azre not well defined, rather
few compcounds lie far outside the region of like structures The
PbCl,_ structure is umesual in that the structure cccupies t‘-,»
distinct regions: one where the A site 1s rore electrenegative and
apother vhere it is more electrepositive, The same thing would
have occurred for tle }."D(Jl,7 structure in Figs. 9 and 10 if the
halicdes had been representid in the plot. Otherwise, unless a near
zero value of A¢ occurs, structures tend to be associated with a
single sign cf A). FRelated structures are found to lie adjacent
to cue another and to occasionally comingle., The three Lavcs'
structures, Cl4 (¥ fgZn,), Cl5(MgCu,) and C36( .gui ) provide an’
exanple of this in Flg. 11 as do the CZJ(PbCL,) and B8 (}’i In) pair.

Although the abscissas of Tigs. 9 avd 11 are differently de-

finad, there are somes coumon features to the non-transition ele-

ments plot AB, and the non-trarsition-transition plot AM,. IE it
£
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TABLE XIX

rbel, MgZn, car, ¥gCu, ALD, cac,®  Cu,P Ra Aa 2i§gher BiF, Ni,Sn AuCuy
Ca,te NgzZn, Ie, Cont, ALD, CaC,  Ruk, Raltsy BigK InSt, Liligy B1,5¢
Cusz Bn}mz CBe2 Kniz San2 Dn02 nﬂLiJ K2Na5b B13Rb Bngs Cnst anPb
60251 Cncdz LiAlSE RbBiz AlCaSt s:c2 AENRJ KJP L13Sh BiLiJ CdJMg Can3
CnZSn CnLiz KZS CuAl2 BnGn2 chz nanJ RbJSb anln Cngz CaSnJ
CaH32 KZSe aniz K45b LiJHg Srllg3 CaTIJ
KNa2 KeTe CaGn2 L13P LizHng 5!‘11‘13 NanJ
Ksz LIZS Naﬂgz NnBP L13Pb lnCdJ
ngSr Li,Se HgB, . Na,Sb Ca,Tl EbTIJ
Li,Te carg, . CdCeLd,
Mis,S 1 CdSnLi,
Ngzge
NgESn
szs
anTe
anﬁe
Nuzs
NaZnAr
LiZnAs
LiZnP
L1MgSb n. CaE‘2 and clasely related MgAghs structures
LiMgP b. BiF; and another atructure (either Cu,P or NajAs)
LiMgrD
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were assumed that the transition elcments, M, make a contribution

to S such that the A, alloys take on an 5 value of about lalf

the S, of Fig. 11, the C,, Cig and C,, compounds of the two figures
would " lic In the same regions. Tiie 0Dlly other common structure C15
is seen to lie to the right of Cl4 in Fig., 9 and the left in Fig. 11.
This is related to the well-known characteristic of the Laves phase
diagrants. For alloys invelving only tramsition elements, there are
reglons of C15 stability to either side of Cl4. The structural map
to be discussed in Section VII displays this also.

T T T T 1
-]
AB, °® © PbCl,, C23
1.5/ P ¥ MgZn,,C14] Laves -
. X MgCu,,C15) Fhose
. * CaF,,C!
. . = Al18,,C32
1.0 ‘ . © A CaC,, Citg i
° [ -]
o © °
&
0.5} .
@ Ok -
=
i "
< .
=N X =
|
-0.51- L e i
]
a
v
-1.0b A D .
m
-%1.5 i 1 L ] \
0.1 0.15 Q.2 0.25 0.3
-_ SA+ZSB
Sz —3

Fig. 9 -~ The structures of AE; compounds, formed from nron-
transition elements A and B, as a function of the Mulliken
electronegativity difference and of the average § factor,
The compounds plotted are listed in Table 3.
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) e ® CaF,, Cl
~ eI e 3 AlB,,C32
1.0 ot 1, ® A CaC,,Ciig -
'?- ¢.’ G NU3A5
N . 4 BizF and other
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= _ Sp+es Sp+3S
S= ~A-—F for AB, and = for ABz

Fig. 10 ~ A cowposite plot of AB, compounds (from Fig. 9)
and AB3 compounds. The ordinate is the difference of the
Mulliken electromegativies of Fig. 4. The abscissa 1s the

average S factor. The compounds plotted are listed in
Table 3.
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compounds plotted are listed in Ref, 11,
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V. Promotion Energy Effects

The s~p bonding factor defined in Eq. 8 it a promotion energy
though, for polyvalent elements+, its definition, the difference in
jonization energies of the two shells, is somewhat different than
the traditional definition (7) 1 mtl

E (promotion) = E(sn pm )y - E(snpm), (10)
which is the energy to promate one electron out of the valence s
and into the valence p shell in the neutral atom,

In introducing their radius based S factor, Simens and Bloch
were endeasvoring to define a second electron factor to complement
the electronegativity term. BDeing a "second" factor to complement
presume that its effects are subtle 2rd small - that ir may be
important to the structure of a compound but not to its heat of
‘formation. As soon as S Is identified s being a promotion energy
there is the implication that it is of emergetic significance, The
familizr promotion energy of carbon, prormoting the 2s“2p“ ground
state to the tetrahedrzl bomding 2s2p” configurations is 97
kcal/gm at.

There 1s unfortunately little experimertal information con-
cerning s-p promotion effects among main group elements in metallic
compounds, The Mossbaver isomer shift (27) provides a measure of
valence s electron count. Of the main group S$n and Sb (and to a
lesser extent Te and Zn) have nuclear transitions suitable for such
measurezerts., Shem et al. .28) have inspected the sequence AuSnm, ,
AuSb, and AuTez, using the isomer shift to infer the main group

valence s change, An_, and photoemission teo indicate the net charge
change, 6, where

8 = An.s + Anp . _ (11

In all three cases § was found to be negative, i.e. cherece was lost
to A.. EHowever An_ was roughly equal to 6§ for Sm, smzller but the
same sign for §b afid probably of reversed sign for Te, i.e. Te s
count Increased while net valence charge was lost. The uncertain-
ties In the analysis are considerable but it would appear that, in
addition to net charge transfer, there is ckange in the relative s
to p court which varies by ~ 0.le across this set of compounds.
¥ow, the promotion energies of Sn, Sb and Te are expected to be
larger than that of C and the implication of 2 varying promotion
(or demotion) erergy of " C.le is a term vwhich varies by roughly 10
keal/gm at. across this sequence of compounds. This is to be

+In the case of the mono and divalent elements, € i1s defined for
the ground atomic configuration which has only ocgupied s valence
electrons. The € are defined in terms of excited monovalent p'
and dlvalent s'p'Pconfigurations, i.e. € is defined for an Snpm
and the € for an sm_lpmfl state in the Seuse of Eq. 10. In these
cases Eq.pS and 10 are ideatical ard § is the traditional s-p
promotion energy.
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compared with the experimental heats of forratlon which (29)
are -3 kcal/gm at. for AuSn, and -1 kcel/gm at. for AuSb, (we have

found no value for AUTe2 but would assume 1t's between 0 and
=1 kecal/gm at.).

It is interesting t» ask where such a tern might reside in
Miedema's scheme for alloy heats of formatlon. Fe has

AR = £(c) [-p(a$)2 + Q(anl/3)2x] (12)

where £(c) 1s a concentration dependent term; -P(A(b)2 a negative
term associated with differences in electronegativity; +Q(fnl 3

a positive term associated with the energy cost due to any mismatch
in electron charge density at the surface of the atomic cells and
-R is a "d-p bonding” term arising for compound formation between
transition (or noble) and polyvalent elements. The value of R
depends on whether a transition or noble element is involvedé and on
vwhat the valence of the main group element is. While the promotion
effects might be buried in one of the first two terms of the
bracket, we believe, in fact, that it is incerperated in the R factor.
This matter requires further Investigation.

VI. The Sign of the Electronegativity Difference
Substitutionzl Alloying in the Fe,Si System

T

Perhaps the most striking zsspect of the structural maps of
Figs. 9, 10 and 11 is the fact that the sign of the electro--
negativity cifference, i.e. whether the majority or minority
component Is more electronegative, 1s important to the structure a
compound tzkes. Recently Burch et 21, have encountered (30) a
similar t-: < when cousidering substitutioral alloying =2£fects in
the Fe,Si - :tem. The Fe,Si structure is shewn in Fig. 12. One
third of t:: Fe's are on B sites with eight Fe rearest meighbors,
while the rumaining two thirds are on A sites with four Fe and
four Si nezrest neighbors. Fe,S51 is mapgnetic, the B site Fe's hzve
magnetic nmoments of 2,2 U_ while the A site atoxz have moments of
1.4 Y, and are believad to be somewhat more negatively charged
(L.e."have excess electroni) than the B sites. Such a charge trend
i1s expected if one assumes’ Si to be more electrepositive than Fe,
Burch et al. were using nuclear magnetie rescnance to study the
effect of substitutional alloying. One byproduct of this was that
they could determine what site an imwpurity went into. Some
transiticnal impurities went into Fel sites, some Into A sites
and some could not be substituted. The results are summarized in
'Fig. 13. Icpurities vwhich are more electroncgative than Fe go into
the more negative A site while those which are less electro~

*This depends on what electronegativity scale one takes seriously.
lowever, the Fe Al system displavs similar behkavior and it is gen-
erally agreed that Al is more electropositive than Fe. Part of the
problen associated with Fe and Si may be that the ¢ wvalues for Si
arc derived for the case of ccvalent bonding and here we are in-
volved with more metallic bonding.
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fig. 12 -~ The FegSi srructure, differentiating between the
two types of Fe site. -
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Fig. 13 - Substitutional alloying results ia FesSi (after
Ref, 30)., The more electronecgative elements substituted
for Fe on the A sites, the less electronszative elements

for Fe on the B sites.
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negative, namely Cr, Mn and V, go into the meore positive E sites.
Size mismatch inhibits substituticn however, and increase in
electronegativity difference improves the ability of an oversized
impurity to bte accommodated. This is the exacc cpposite to the
experience of larken-Curry plots (sae Gschneidner (4/ in these

proceedings) where alloy solubility occurs within some ellipse
defined by

Aa8)2 + B(av)

where AV is the difference in the atomic volume of hest and impurity
and A and B are positive constants. Roughly speaking, B appears to
have flipped sign in Fig. 13. Not altogether suxprisingly, here is
an example indicating that the roles of size and electronegativity
can be quite different for substitutiopal solubility in compounds
than they are for substitution in the pure elemsnts.

Of more immediate concern to the subject of this paper is the
physically appealing trend concerning the site preference of

impurities depending on the sigr of their electronegativity dif-
ference, relative to that of iron.

VII. Structuvrzal Mapping for Alloyvs of Transition Elements
The Sigma and Struccturally Ralzted Phases

Applicztion of structural maps to alleys beitween transition or
noble elements require either an extension of tke definition of §,
the s-p premotion factor or its replacement by 2 different d-band
parzmetesr. Transitioa metal alloying involves (14) ¢ bonding
and its assccizted charge transier, cornducticn electrom screening
of the d charge transfer apéd corducticn electrorn bonding. Important
to this zre such facrtors zs the relative availability of ¢ band
occupied levels and holes and such effects are not readily encor-
porated Iz a d-pon d equivalent of Egs. 5 or €. One electron
factor hzs proven of use in cother correlations of metal properties, .
namely the electron vacency or average rumbsr of lLoles per atem,
hfa, in the 4 bands of the alley. Ve have used d-electron
vacancies for structural maps of I, 1 apd i, (31) and for a map
(32) of the 0 a2nd structurally related Phases.

e
2

The sigez phase, a complex structure occurring in wany tran-—
sition metal systems, is of comsidesrable practical and theoretical
Interest. Its presence can cause & mormally ductile nigh perfor-
mance steel or superalloy to embrittle and fail in service. There
are a ausber of structurally related phases (33,34), some of which
have properties which are of interest for other reasons. For
‘example, the Al5 structure incluies the highest transiticn tem-
perature superccnductors, such as %b,.Sn, wlhile the CaCu. structure
includes La¥i_ which is an excellentJhydrogen storage ailoy, and
SmCo, which iS an extremely useful hard megret. The stability of
the g phase has generally been discussed in terms of electron and
size factors (35-37) in combiration. The cccpesition range of come
o phases is wide while in others it is rarrow and the relative size
of the constitucnt atoms, hence the ability cf zn atom to be at a
"wrong" site, appears important to these trends (37). The fact
that twc transition metals are almost always involved in a ¢ phase
alloy suggests that d-electron beonding is a dominan: factor de-
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ternining phase stability. Electron cffects arc often incorporated
in terms of a single factor, such as the hole count h/a. The o
phase typically occurs for an 1/a 3 to 4 and compcunds, forming in
one of the structurally rclated phases have k/a values in this
range. What is more, a significant fracrien of the ¢ phase alloys
torm in another structurally related phase at scme different com-
position and, experimentally, this is as likely to cccur for a ¢
phase alloy with the "ideal" h/a ratic as for ome without, Size
does not appear explicitly in a map employing h/a and the electro-
negativity difference but, as has been scen earlier in this chapter,
size is not unrelated to electron factors,

There is some degree of arbitrariness in constructing a list
of structures related to the ¢ phase. We have taken these to
include the Cr,Si, oMn, uFe We» and the two Laves phases Cu,lMg
and Manz. All appear in the Shoemakers' tabulation (33) of ©
related structures. Their tabulation includes other phases not
represented here because few or no bipary transition metal alloys
form in them. Wa hava added CaCu. to the list because, 2s Nevitt
(34) emphasizes, it is a structurzl variant of the laves phases.
There is comnsiderable uncertainty im ascertainirg which a2lloy
systems form in which structures. Vhen sources disagree, we have
generally used the assignments in Landoli-E8rnstein (26). The list
of syste=s so chesen, and represented on the mep are listed else~
where (32). The electronegativity differesnce and the average
d-band vacency have in general been evaluated for the center of the

‘compesiticn range over which an alloy system occurs ,

The structural map appears in Flg. 14, The seven represanted
phases are indicated by separate sywmbols. In addition, there are a
large nurber cf cases ‘in which z pair cf elements zre feound take on
two of the siructures at two different compesitions, Special
symbols =zre used to denote the fcur most important cases where a
phase is representad, but also occurs at zanether structure at some
other cocpesition. As with the earlier maps, the map is divided
Into regions associated with different structures and, the boun-—
daries Lave been drawn to guide the eye and have no theoretical
silgnificance. As a geperal rule, points representing compounds
again fall inside of, or lie close to, the @ppropriate structural
region. The divislon of the map into regioms involves a coubi-
nation of the coordimates. A& single electron factor alone is not
sufficicent to resolve the structures.

LIANNTT

*The case of several of thke U phase compounds is an exception. The
sign of A9 was chosen on the basis of the prototype Feylig, where the
element residing on the minority W size is taken to be tge minerity
constituent, rather than on the reported stoichicmetries. The 415 -~
compound MoTc was also assigned on this basis. [Eg. 7 is undefined

for the few alloys where this average is at fifty percent. &g was
taken as pesitive ia such cases.]
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Fig. 14 - Map of the o and structurzlly related binary tran-
sition metal 2lloy phases, The erdinzte is the band theory
electronegativity differences, The abscissa is the average
d-elactron vacancy count. The korizontal bars shoy
stoichiometry ranges.

All regions lie ecither to one side or the other of the zero of

A¢ with the exception of the ¢ phase itself which lies astride the
zero. Unlike the other phases, some ¢ structure compounds display
wide stoichicmetry ranges (zs indicated by the horizontal lines on
the m2p) and different compounds form in thke G phase at markedly
different stoichometry, e.g. Crfe and nﬂK:u. Ranges of stoichometry
are often associated with small 4¢ and favbrable size comsiderations
and it is tempting to associate the wide variation in composition

to the fact that the ¢ regicn lics acress the zero-~but note that

the ‘videst @ composition ramges oceur for sepe of the largest A¢
value..
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The two hatched arcas of the map are regions of cocxistence,
The ellipse 1s assoclated with the cn structure and overlaps the
regions of the ¢ phase and the lLaves structures. Over half the
systems forming in the alin phase also form in one of these two
other structures. Those pairs of elenments with near zero Ad, i.e.,
lying near to the ¢ region, tends tc ferm in the U structure while
rost of oMn systems with A¢<-0.5 ferm in the Cl4 structure instead.
Many alloy systems form in both the ¢ and the Al5 phases and the
uppex crosshatched region is the “bouncary” where both cccur. As a
general rule the o phase occurs with lower vacancy count than its
Al5 counterpart, hence a clusterirg cf G phases immediately to the
right, and Al5 phases to the left of the boundary region. The map
thus displays orderliness in the coexistence of phases in alloy
systems as well as in the existence of single phases alone.

It is interesting that there is a Cl15 region lying to eilther
side of tke Cl4. In the AB, and A, maps of Figs. 9 and 11, the
tendency for C15 to lie on opp051te “sides of the Cl4 was noted.

It might then appear that there is a close relationship ketween
the s-p parameter (S) of these figures and the d-vacancy count used
in Fig. 14 suck that the structures cor—on to the three classes of
alloys can be placed on a comron map. Jcharmnes et al. have (38)
made band theory estimates of the relative snargies of these NI
Laves structures and have shown at the Cl5 is indeed expected t0 be
stable relative te the C14 in two suchk regioms. Also, the Laves
structures are seen to prefer negative 4Ag, whatever the atoric
constituents (compare with Figs. ¢ znd 11).

4s can be seen from the wmap, the ¢ phases have vacancy numbers
extending from 2,95 to 5.7. Except for the CaCu_ which is the least
closely reiated, all the structurally related phises fall ia the
sare region. Vhlle only modest separaticon is obtaired with this
parameter alone, considerable orderliness is obtained upon using
the pair. lMost maps involving structvre, selubility or other '
pro;irities, such as Figs. 8 te 11 in this review, are used to
Twlaraie systems which are generally guite different from one
another. Here the separation is zmong systems which are very much
alike and the mepping still works,

Surra

Many sets of parameters are exployed in the various models of
2lloy and compound formation. As we have tried to indicate,
gquestions arise concernipg the interrelaticnships between parameters
vhich, unfortunztely, are not linearly independent of one arother.
In general it is also impossible tolprov1de a vnique definiticn of
sone Yphysical” parameter. The electronegativity parameter has
been used zs an example of suchk problers, ¢ scales have bbeen
defined in a variety of ways and the extent to which the results
ere alike is surprising. .However, there are differences and they
are of signific91ce to the predicticns explovieng the ¢. St. John
and Bloch's scalz (16) which incorporates effective radii besed on

vi
fe
S
o

a psevdopotenti .l analysis of Zenization eco ies, was compared
cnergiocs directly.

with a Mulliken scale based on the donizatico
Subtle, valence dependent, differences were seen
discrepancies are greater than those betwesn th

[ 0Y

:. In fact, the
2 Mulliken and
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Pauling scales for the main group elements. The respective roles
of size, for cxample radii, and cnergy remain to be disentangled.
The ¢ scales based on such quantities provide a mecasurc of the
availability, In some spatilal or energy sense, of zr electron level
for charge transfer %ut they do not incorperate Information con-
cerning how many levels arc available for such bending. This is
especially important for the transition metals whichk have many
occupied and liole states close to the Fermi level and a model in-
volving this is described elsewherz in these proceedings (14).

In general, a single parameter is not enough to describe
alloying trends. Phillips has argued (39) that information theory
Indicates that two parameters provide the best basis for such
schenes. There remzins the question of Low closely related the two
paraneters may be 2nd yet usefully do this. Ve have considerxed one
exanple of such an effort. Following Simors, St. John and Bloch we
have taken two parameters, both based on lonizationm energies and
applied them to structural maps, of birary alloys where onz or both
components zre rain group elements: the two parameters being ¢ and
the s—-p bonding factors. The maps show strong correlations between
the structure a binary alloy assumes and thé pair of parameters.
The sign of the electronegativity difference was seen to be
important, thtat 1s, it's important whether the majority or minority
constituent cf the alloy is the more electronegativity. Expressed
in terps of ionizatien energies Simoms and Blochs' s-p parameter
was seen to be a variant of the familiar s-p promotion emergy:
establisheé fzctors reappear in new guises and in new applicatioas.

The results of Burch and coworkers (30) were seen-to provide
another exazple where the sign of the electronegativity difference
is important. They considered the substitution of impurities into
the Fe,Si system which has two Fe sites. The more electrcnegative
transi%ion clement impuritles prefer one sitz, the more electro-
positive the other. Eurch's results also display an interesting
anticoorelation with the Parken-Gurry plots of alloy solubility
described here by Gschneidner (4). The tendency for site sub-—
stitution of an impurity atom which Is in voluze mismatch with the
Fe, 1s enhanced if there is a substantial mismatch in their electro~
negativities.

LLINNHE

It vould appear that the s and p electrons of the main group
elements both cooperate and compete In bonding. On the other hand,
we belleve the main tendency of the non-4 conduiction electrons in
the tracsition elements is to sereen d bonding. Instead of defining
some sort of analog of the Simons-Bloch § factor, we used the d
band vacarcy count as the second parameter in a structural map of W
binary .transition element alloys. Here the ¢ and structurally
related phases were considered. Despite the close nature of the
structures, including the tendency for many cf the pairs of alloy
constituents to form in more than one of the structures, con-—
siderable order was found in the map. As roted, there are features
comnen to the AR, A4, and 1H, mappings of Figs. 9, 11 and 14. It
sppears that thefe is some real or accidental correlation between
the d-vacancy count and the s-p factor when applied to transition
elements. This may be associated with the relationship between
d-electron transfer and 7-p screcning raised in the discussion of

wE



isemer shifts elsewhere in this symposiun (14, 22).

Size was not explicitly introduced in the above considerations
and despite the generally accepted importance of this to 2lloy
formations, the maps were successful, O0f course, in sfome secnse,
size and binding energles are inversely related to one another and
hence size is implicity present in the maps. The cheice of
parameters employed in model schemes is tased on sorme combination
of the physical semse of the choice and the numerical success of
the results (with the latter factor usually predominating).
lomer's summary at the Battelle meeting, calling for a multivarilent
analysis of alloy darta still remains to be zcted upon.
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