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Many theor ies of a l loy so lub i l i t y , s t r u c t u r a l s t ab i l i t y of
compounds, and heats cf formation in alloying r e l y on parameters
such, as valence? s ize or e lec t ronegat iv i ty fer the i r predic t ions .
Nature, of course, requires only one parameter, the nuclear charge, •
to ccsaplstrely specrfy a l l . t h e e lect ronic proper t ies cf the elements.
Thus, the a tonic parameters a r e , of necessi ty , - in i t i aa te ly con-
nected v i t h one another. I t i s cur object in t h i s presentation to
review the physical or igins of soae of the iuare popular parameters
used. We w i l l emphasize the re la t ionsh ip of the different e l e c t r o -
negat iv i ty scales zo each e the r , and the re l a t ionsh ip of e l ec t ro -
negat iv i ty to ether parameters such as atonic s i z e . Structural
s t a b i l i t y &aps- employing e lec t ronegat iv i ty and some other parameters
are shown for in te r r i e ta l l i c compounds forded frcn dif ferent c lasses
of elesertts: s a i n group-aain group, t rans i t ion metal-Rain, group,
and transition metal-transition metal.

Consrltant at the National Bureau of Standards.



I . Introduction

In these proceedings we see a variety of models, employing
apparently different sets of physical parameters to describe
various alloy properties. On the whole, each of the models enjoys
at least modest success. But note that, neglecting isotopic nass
effects, the chemical properties of an eleiaerit derive from a single
parameter,.the. nuclear charge. It vould therefore seen that the
different physical parameters, which are intuitively so useful in
describing alloy properties, are closely related to one another.
When devising his now-classic rules (1) of alloy formation,
Hume-Rothery recognized that "independent" parameters such as
electronegativity, size and valence are indeed not independent.
For example, in first approximation, .the electronegativity is
Bolely a. function of .electron'density, hence of the valence divided
by atonic volume. Such a relationship can be seen in a 1946 plot'
-(2) of Gordy's (rig. 1) involving the noble and main group elements
and a few of the lighter transition elements. A bond radius rather
.than a volume appears in the; denominator and core will be said of
this later . ' " ' - . . : • - _ . ' . . : •

There are times when, on physical or empirical grounds, one
finds that one particular parameter- is important to experimental
trends. Packing considerations, involving the relative size of
constituents, provides considerable insight (3) into the structures
into which various compounds are forced. Vlhile the insights are,
we believe, correct in this case, sspirical rules can be mis-
leading. Plots of the electronegativity and of the inverse of
atonic size cap one another quite veil across much of the periodic
table as can be seen in Fig. 2. Thus some, property depending on
size might be correlated with the- electronegativity or vice versa.
The heats of formation of the chlorides and the compressibilities
of -the elements lobl; much .alike, Fig. 3, and while we believe the
former to depend primarily on electronegativity and the latter on '
valence electron density a numerical correlation can, in fact, h-: g

ica.de between, the compressibilities and electronegativity values. 2
• ' . . . . . . . i-3

Moire of ten. than not i t is necessary to introduce more than one
of the interrelated parameters when describing physical trends". •
size and electronegativity enter the Darken-Gurry plots of alloy
solubility described .by Gschneidner in his memorial (A) to Larry

'Barken at the start of this- symposium and we have seen (5) Miadema
employ electronegativity, electron density, and,- to a weaker e:-:tent,
size, in his description of compound" heats of formation (6).

Kot only are we forced to use a set of non-independent *̂
parameters but i t often proves useful to allow one parameter to
codify another. Pauling introduced (7) the effect of electro-
negativity, <t>, on a bond length, D with the relationship

D(A-B) = rA + rB - C



TABLE I

The Valence of Copper

Chemical
(Cuprous and Cupric)

Eume-Rothery e/a

Pauling

Engel-Brewer

1,2

1

5.56

2.75

n-i-1
r

9.00

6.00

3.00

*

f Ag Cu
i i

Au
l

t)

1.00 2,00 3.00
ELECTRONEGATIVITY

4.00

S'ig. 1 - Gordy plot relating valence, radius, and Pauling
electxonegativity for a large nurf-er of elements, r is the
single-bond covalent radius and n the number of valence
electrons. Note that the nearly-filled d-oand transition
elements are not included on this plot.
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Fig. 2 - Pauling electronegativity (upper plot) and inverse
volume (lower plot) against periodic chart group number,
for the elements.



Fig. 3 - Tv;o measured quantities (compressibility and heat
of formation of chlorides) for the elements of the periodic
table. [from Graphic Handbook of Chemistry and Ketallurgy
by P. Y. Loung (Chemical Piblishing Co., Inc., 1965)].



vhere the r ' s are the atomic radii of the constituents A and B. C
is a small constant which depends on the coluitn(s) of the periodic
table in v;hich A and E reside. On ether occasions, Pauling in-
troduced a correction to bond length based on t!ie number of valence
electrons ii? the bond. In a review of the so-called geometric
factor in catalysis, Ertl (8) recalled a hypothesis of Smoluchovjski
that the work-function of a stepped-surface will be lower than that
of the plane surface, and thus the effect of surface geometry on
catalysis cannot be considered independently from electronic effects.
Closer to the problems at hand, the area associated with an atom's
Wigner-Seitz cell surface enters a concentration dependent factor in
Miedema's description of heats of formation. The areas of the
constituents are adjusted to account for charge flow with a term
Cf (<J>»-4!B) where again C1 depends on the position(s) of
the elements in the periodic table. In addition to being inter-
related, the basic physical parameters cannot, in'general, be
uniquely defined. Consider the different values of valence
assigned to copper (Table I ) . For another parameter, ionic,
covalent and metallic "sizes" have been used for the elements.
Size may also depend on the coordination number, that i s , the
number ol dLtzs immediately surrounding the atom in question:
Geller, has introduced (9) a set of metallic radii appropriate to
the A15 structure which includes such compounds as superconducting-

Kb^Sn. These radii differ significantly from the "normal" metallic
radii because of the peculiar packing in this structure, Pearson
•(3) has discussed the size-coordination number problem. The
relation of volume to charge transfer has. been considered, else-
vhere (10).

In deference to limited space, we will concentrate on one of
the parameters, the electronegativity, in this review. The first
part of this paper will deal with the various ways an electro-
negativity scale may be defined'. Implicit in a given definition is
BOiae model of the bonding tendencies described by a set of electro-
negativity values. In the course of considering these natters, we w
will extend an earlier estimate (11) of a Mulliken eiectronegativity g
scale to include the transition elements. The Mulliken approach w
(12) involves free atom ionizaticn energies and electron affinities, «
or in other words, an atom's tendency to keep its own valence
electrons and compete for others. Coulson has argued (13) that
this type of scale has, in i ts simplicity, a precise experimental
and theoretical foundation. We agree with Coulson's view, at least
for the r.on-transition elements. However, the transition elements
ace characterized by the large number of d-states near the Fermi
level. The tendency for charge transfer in alloying transition
elements depends not only on a single energy characteristic of c>
these states, but, importantly, on how many cf these states are
occupied, and how many are empty. This matter will be discussed
here briefly; an approach incorporating such effects is considered
in greater detail (14) in another chapter of these proceedings. -t*
Having considered the various choices of electronegativity scales
we will also ey.aming a suggestion (15,16) of Sfeons and Bloch for a
"second parameter, for main group elements, which is a measure of
the relative tendency for the s versus the p valence electrons to
be involved in bonding. Simons defined these factors in terms of
effective orbital radii which, crudely speaking, are the. inverse of



the ionization energies. There are subtle differences in
electronegatvity and s-p bonding scales defined in. terns of radii
as against energies. These trends will be explored. Finally we
will review the use of such parameters in structural naps where i t
will be seen that the structure in vhich a particular compound
forms correlates strongly with the values of the parameters. The
maps are quite successful in differentiating between structures
without any explicit reference to the relative sizes of the
constituents. Remember, however, that size and electronegativity
are not unrelated. Kaps will be considered for compounds between
taain group elements, between transition and main group elements
and, finally, among transition elements. The latter example will
Involve the 0 and structurally related phases. Although the
systems were chosen because they are very much alike, considerable
order i s found on the structural map;

While this review concentrates on the electronegativity
parameter and one metallurgical application of i t , we hope the
reader will V.cep in Hind the larger view: the parameters we use to
describe alloy and compound behavior are related to one another and
are not uniquely defined. In his summary of the 1966 Battelle
conference, Loner called (17) for a multivariant analysis of the
parameters used to describe alloys. Such techniques are cocaaonly
used by sociologists but perhaps our data base is tec sparse and
too unreliable. There have been real advances during the last
decade in our understanding of alloys as can be seen by comparing
these proceedings with those for the Eattelle meeting. Despite
this, Loser's task remains undone.

I I . Electronepativities

The idea of a parameter which sucsnarizes the ability of one
aton to coupete with another for valence electron charge is central
to much thinking concerning compound and alloy fcrtLation. Early or.
i t was recognized that electror.egativity canr.ot be described simply w
as a universal constant appropriate to each given element. Effec- §!
tive electronegativity scales have been seen to depend on the H
environment in which the element finds itself and on the atom's
electronic configuration (6,18), e.g. do jje have carbon in i t s
covalent 2s2p or i ts more metallic 2s~2p~ configuration? The
Inability to define a unique scale is only partially due to the
fact that the use of a particular set of experimental data or
theoretical calculations may have implicit sizs, electron density
and other contributions built in. Equally important, physical
effects that we would like to describe in terns of an electronega-
tivity trend, e.g. bond energies, are more' conplex than the simple
matter of attracting charge. What is nore, different valence
electrons play differing roles in bonding. The main group elements
have s and p valence electrons. While a conovalent eiccient, such u
as Ka, involves primarily s electrons, aud polyvalent Sb primarily " *"
p, an interplay of s and p bonding Is involved for all these
elements. Similarly the transition t-lccer.ts have relatively
localized d electrons and relatively diffuse s-p "conduction"'
electrons. Despite their localisation, the d electrons are im-
portant to bonding because of the large number of states close to
the Fermi level - what is important here is th-> different character



of d and non-d bonding effects (14). Valence electron bonding thus
involves a subtle mixture of bonding, charge transfer and screening
effects and we require an clectronegativity scale which summarizes
the gross effect plus recognition of core sutti-i factors and of
when these subtle factors are of significance to alloy forr.ation.
Simons and Elochs' work (15), which will be described shortly, is
an important effort of just this sort for the rain group elements.

Electronegativity scales, 6, have been defined in a nucber of
contexts as is indicated in Table I I . The three most popular
classes of scales are derived from ideas norir-ally attributed to
Mullikcn (12), to Pauling (7) and to Gordy and Thomas (2,19).
Hulliken suggested defining $• in terns of the average of the free
atoia valence electron, ionization energy, e, and the electron
affinity a» i .e .

• ( " I «• - ' ( "
where C is a constant. By averaging the cost to lose, and the
energy associated with gaining, valence electron charge one makes
simple contact with the normal definitions of 6 — namely the
tendency to attract and hold valer.ee charge. Although i t involves
effective radii, the St. John and Bloch electrcr.egativity scale,
which v i l l be considered later in. this section, cay be said to be
of the Kulliken class. Granted that the erwiroiEent affects 6, i t
can be argued that one should define $ in terras of data appropriate
to compounds rather than to free atoms. Pauling based (7) his £ on
iherBochenical data and, more recently, Phillips provided an alter-
nate derivation (20) based on the dielectric properties of solids.
Pauling's scale is based primarily on data for covalently, rather
than metallically, bound systems and questions can be raised con-
cerning Ecdificaticns necessary for applications to cetallic
systems for such strongly covalent elener.ts such as C, K and Si.
We believe (11) that this is particularly important for transition
metal carbide and nitride fornation. The Gordy-Tb.OEas scale is H
derived fros the work functions of the pure elenents in their solid 3
state. The vork function is a measure of the position of a solid's H
Fermi level and the Fernd. level, by another nsce, is the chemical
potential. Presumably the element with the higher lying Ferni
level loses charge to the component whose level lies lover so that
the two £_, equilibrate' . The vork function is not an entirely -
satisfactory ceasure of the chenical potential because i t defines
the Ferni level with respect to the external vacuum zero for a
crystal with a surface dipole layer. Gne vovild prefer having the
Fermi levels of the alloy- constituents defined with respect to a ^

cosnr.on zero within a crystal. Despite any fornal shortcomings,
electrcnegativity scales based on work functions are used frequently,

LO

As is discussed elsewhere in these proceedings , we do not be-
lieve that the relative positions of local £_ detertiinc charge
transfer in an alloy consisting of trar.sitich elcnents. Instead
i t depends on a transition metals' tendency to sair- cr lose d charge
by hybridization of i ts partly filled set of d levels with the
other alloy constituent.
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ELECTROHKGATIVITIES

SPECTROSCOPIC - ATOI-nc IOITIZATIOK ENERGIES AKD ELECTRON AFFINITIES

. R. S. Mullikcn, "A New Elec t roaf f i r - i ty Scale; Together with Data
on Valence S t a t e s and on Valence l o n l z a t i o n P o t e n t i a l s and
Elec t ron A f f i n i t i e s " , J . Chea. Phys. 2_. 782 (1934).

R. S. Mulliken, "E lec t ron ic S t r u c t u r e s of Kclecules . XI .
E l e c t r o a f f i n i t y , Molecular Orb i t a l s and Dipole Honents", J ,
Chem. Phys. _3f 573 (1935).

R. S . Mullikan, Ref. 12.

H. A. Skinner and H. 0 . P r i t cha rd , "The Measure of E l e c t r o -
n e g a t i v i t y " , T r a n s . Faraday Soc. ̂ 9_, 1254 (1953).

J . Hinze and H. H. Ja f f e , " E l e c t r o n e g a t i v i t y , I . O r b i t a l
E l e c t r o n e g a t i v i t i e s of Kcutral Atoms", J . Aser. Chem. Soc.
84,, 540 (1962).

J . Einze, M. A. Whitehead and K. H. J a f f e , " E l e c t r o n e g a t i v i t y .
I I . "Bond and O r b i t a l E l e c t r o n e g a t i v i t i e s " , J . As-- Chea.-Soc.
j$5, 148 (1963). .

J . S t . John and A. K. Bloch, Ref. 16.

R, E . Vatson and L. H. Bennett, E.ef. 1 1 .

EFFECTIVE CIURGE AMD BOtTD RADIUS

W. Gordy, Ref. 2 . . ' .

• - • - s
THERMOCHSflCAL S

-H-

L. Pauling, "The Nature of the Cher.ical Bond. IV. The Energy «
of Single Bonds and the Relative Ulectronegativity of Atoms",
J . AB. Chen. Soc. _54, 3570 (1932).

M. Haissinsky, "Echelle des Electronegativites de Pauling et
Chaleurs de Formation des Composes Inorganiques, J. de Physique
et Radius ]_, 7 (1946) .

M. L. Kuggins, "Bond Energies and Polarit ies", J. Am. Chem. Soc. «
75, 4123 (1953).

A. P. Altshuller, "The Electronegativitics and Some Electron
Affitiities of Copper, Zinc, and Galliur. Subgroup Elements", *•
J . Chca. Phys. 22_, 765 (1954).

L. Pauling, Ref. 7.
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SPECIROSCOPIC - DIELECTRIC PROPERTIES 0? SOLUS

J . C. P h i l l i p s , Ref. 20.

WORK FUNCTIONS

W. Gordy and W. J.. 0 . Thomas, R.ef. 19.

A. R. Miedena, F . R. deBoer and P . F . deChatel , "Empirical
Descr ip t ion of t h e Role of E l e c t r o n e g a t i v i t y i n Al loy Formation",
J . Phys. F 3 , 1558 (1973),

A. R. Miedeca and P . F . deChate l , Ref. 5 .

HfFERFINE EFFECTS - DIPOLE, OUADRUPOLE, ISOIS?. SHIFTS

H. Si Gutowsky and C. J . Hoffman, "Nuclear Magnetic Shielding
in F luor ine and Hydrogen Compounds", J . Chen. Phys . _1?_, 1259
(1951).

. V, G o r d y , . " I n t e r p r e t a t i o n of Kuclear Quadrupole Couplings, in
Molecules", J . Cfcem. Phys. 15., 792 (1951).

V. Cordy, "Re la t ion of Nuclear Quadrucole Couplings to the
Chenics.1 Bond", J . Chem. Phys . 22.. 1470 (1954).

• R. E. Watson and L. H. Bennet t , Ref. 22.

FORCE CONSTANTS

V. Gordy, "A P.elation Between Bond Force Constants , Bond Orders, w

Bond Lengths, and the E l e c t r o n e g a t i v i t i e s of t h e Bonded Atoms", H
J . Chen. Phys . JL4, 305 (1946) . §

A. D. Walsh, "Fac tors Affecting Eond Strec .g ths l l , "Proc . Roy.
Soc. (London) A207, 13 (1951).

A. L. Al l red and E. G. Rochow, "A Scale of E l e c t r o n e g a t i v i t y
Eased on E l e c t r o s t a t i c Force" , J . Ir.org. Xucl. Chen. 5_, 264
(1955).

GENERAL REVIEWS ,_,
o

H. 0 . P r i t c h a r d and H. A. Skinner , "The Concept of E l ec t ro -
n e g a t i v i t y " , Chen. Revs. 55, 745 (1955).

w
R. F e r r e i r a , "E lec t ronega t iv i ty and Ch&^ical Bonding", Advan.
Chem. Phys. 13_t 55 (1967).



and with considerable success, for metallurgical problems.
Recently Miedeina redcrived the scale for use in his model (5) of
compound heats of formation. The extensive investigations of
Dar ken-Curry alloy solubility plots by ihe Los Alamos group (21)
used the electronegativities of Gordy and Thcmas which are based,
in part, on charge screening considerations sr.d, in part, on work
functions. For the case of Au, the low value based on the vork
function was employed.

Three scales are plotted in Fig. 4. They have been brought to a
common overall scale by linear regression of one set versus another.
Work functions are represented by Miedena's values, the Pauling
scale cones (6) f roc "The Hature of the Chemical Bond" and the
Mulliken values are derived in the next section. Despite their
diverse origins, the- three scales are remarkably alike. There are,
however, certain substantive disagreements. For example, the
Pauling scale has Au the most electronegative of the metals while
the Au vork function <|> is smaller than the 6 of a number of
transition netals to the left. The Eauling trend is consistent
with Kossbaucr iscmer shift and photoemission results which suggest
(14,22) that charge transfer is always off other metals and onto
Au. On the other har.d, Miedema's description of heats o£ formation
requires that Au have a & roughly equal to that of \!. These metals
have a positive heat of formation while elements to the left and
right of 1' have negative heats 'of formation when alloyed with Au.
This implies a snail electronegativity difference, 6 t - t , , and
larger differences when the other elements replace V; because i t is
a tern involving the difference in s which makes the negative con-
tribution to a heat of formation in Miedema's scheme. In consider-
ing Au, and for that matter Ag and Cu as well, it would appear that
different electronegstivity trends, relative to the transition
elements, are necessary in order to rationalize different experi-
mental facts. Kiedeca has suggested that his two parameters, taken
together provide a basis for describing charge transfer. In this
sense Miedema's <£ is expected to systematically differ from other w

$ scales. While alloying of transition and noble metals involves §
local chemical potential shifts, active d-bar.d hybridization and H
non-d screening and bonding, the rela: •••& roles of these factors
jniiy differ between the two group of al-.-ints. This would imply
that no single electronegativity parar.--.sr ran summarize the
bonding effects as seens to be the cast.

A few years ago, Sinons and Bloch developed (15) a pseudo-
potential approach to bonding among the main group elements. Mow
pseudopotezitials aren't new. Perhaps the first pseudopotential
approach to electronegativity is represented in Fig. 1 where the £
ordinate is an effective charge divided by a radius and hence is an
effective potential. The valence, n, vas taken to equal 1 for the
noble metals and they are found to l i e off the line (as do the more u
than half filled or antibor.ding d-band transition elements which **
aren't represented in the plot). Attributing a valence of A or 5
brings the roble metals onto the l ine. These large valences for
the noble ard adjacent transition metals which the solid-state
physicist finds so odd are just what Vaulir.g (7) proposed (see
Table. I ) .
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Fig. 4 - Comparison of three electronegativity scales, for
descents of five rows of the periodic table. Note that
both the Kiedenia and the Kulliken scales have been modified
for this comparison by linear regression to the Pauling (6)
scale. The Kulliken scale is derived in the text, Section
III.



PECUdopotentials liave evolved considerably since 1946. In
particular, the replications of employing non-local cscudopotentials
have been explored. One. of the simplest r.onlocal pseudopotentials
is one where electron orbitals of different angular qusntun number
S, see different potentials. Chelikowsky snd Cchen lave shown (23)
that i t is necessary to employ £ dependent pseudopotentials in
order to calculate the correct shape of the bonding charge in semi-
conductors. Sicons1 approach also involves £ dependent potentials.
He introduced an effective orbital quantun nu-.ber It, defined in
terns of the experijr.er.tal binding energy, £ for a single valence
electrons outside an ion core, n

Tor those fsniliar with quantum defect theory, the quantum defect
has been introduced into £ rather than into Z, which here is the
charge of the ion stripped of its valence electrons. The resulting
% introduces an 1 C£-rl)/r2 tern in an effective potential for the
electron- and also defines an effective orbital radius

$fl + 1)
H - — 7 — ' (4)

Simons and Bloch. suggested that the difference

S = r - r (5)
P s

for the valence s and p electron provides a caesura of the relative
tendency for the s versus the p electrons to be involved in bonding.
More will be said of this in Section BT. St. John and Bloch defined
(16) an electronegativity scale in terns of these radii with

• $ = a [1/r + l/r ] + b <6>

where a and b were obtained by f i t t i n g t h e 6 of t h e 2s-2p elements £3
to the Pauling scale. Kore recently it has teen shown (24) that §
the r of Ec. 4 are r.ot true measures of valence orbital size (in >-3
fact they l i e inside the radii of the Ion cores of the heavy rt

polyvalent elecents). This.does not natter because they display e.
one-to-one napping onto the true orbital radix as obtained, say,
fron the expectation values of <r-> for free atom l!artree-Fock
orbitals.

Inspection of Equations 3 and 4 indicates the 1/r varies
roughly as E suggesting that Mulliken and tue St. John and Bloch
scales are ro'ughly equivalent if St. John and Slochs' £ ,, were CJ
inser ted i n t o Eq. 2 . There a r e s u b t l e , sys temat ic valence depen-
dent d i f f e rences between a s c a l e eaploying r a d i i and one eciploying
ionization energies as can be expected from the trend illustrated w

in Fig. 5. The £ are experimental s and p ior.ization energies of *"
the neutral atoms and (l/<rs> + l/<rp>) involves neutral atom
Kartree-rock <r > values.



I I I . A Kullikcn Electroner.ativity Scale

Previously we defined (11) a Mulliken electronegativity scale
for the nain group eler-.en'cs in terns of the neutral atom s and p
electron ionization energies. The. electron affinities, a, of Eq« 2
were omitted because few are known experimentally. Those that are
known, indicate a ratio a/e i> 0.1. In other words the values of a
are snail, scale roughly with e and, if the constant C is scaled
accordingly, their omission has at cost a few percent effect on the
resulting $. The £ were obtained by using neutral atom spectro-
Ecopic data and taking averages over the multiples levels of any
given atomic configuration. A treatment employing only s and p
terms is not applicable to the transition elements: not surprising-
ly, the transition elements have (J> characteristic of the alkali
earths on such a scale. We have obtained the average of configu-
ration values of »• , E and e. for the transition and noble metals.
We can then defines P

• H A e s + Be + Ced + D (7)

vhere, for the main group elements, £^ is set equal to the
lonization energy of the f i rs t unoccupied valence d level. [The e,j
for the main group elements are small and, with one exception,
almost constant. The main group e therefore have a modest role in
affecting the 6 values of the main group elements relative to the
transition elements but l i t t l e effect on the 6 within the main
group elements themselves. The exception occurs for Ca, Sr and Ba
which s i t just telow the onset of the 3d, Ad and 5d series. The.
unoccupied valence d levels l ie abnormally low in energy, causing
abnormal amounts of d character to be present in the occupied
electron bands of these alkali earths. Their E, are intermediate
between values characteristic of the main group and the values
appropriate to Sc, Y, La or Lu which Dark the start of the three
transition series. One expects that i t is appropriate to include
thie tendency in a Hulliken scale.] A, B, C and D are constants M

which have been chosen, subject to being kept positive, so that the If
resulting $ best match the Pauling scale yielding S

(j» «• 1.883 E g + 1.463 £ + 2.670 z& + 0.249 . (7a)

Since e is almost proportional to e , changes in the relative
weight of the s and p terns have l i t t l e effect on the <j> values of
the main group elements. The relative weight of d versus s plus p
is essential to the placement of the transition and noble metals
versus the main group.

The values appropriate to Eq. 7a are shown in Fig. 4. The <{:
for the main group elements have changed only slightly from the
previously published values [A three to one p to s weight was w

used in the analogue of Eq. 7 previously. As noted, the change in *"
s versus p weight has l i t t l e effect on the results.] As was noted
before, the Hulliken values for divalent Zn, Cd and Hg l ie markedly
lower than they do on the other two scales. On the other hand,
with their atomic d shells more tightly bound, Cu, Ag and Au have
larger $ than the transition elements residing In the same rows of
the periodic table. Better overall agreement would be obtained



between the Mullifcen and the other two scales if the £, term were
turned partly off for the noble metals and if it were \e£t slightly
on for Zn, Cd and Kg. The d shells of Zn, Cd and Iig are sufficiently
tightly bound core levels that one is hard pressed to justify their
inclusion in Eq. 7.

The shortcoming of the Mulliken approach is that, while.
energies are dealt with, no account is nade of the relative numbers
of occupied and hole levels available for bonding. For the
transitions and noble metals, in particular, there are a large
number of occupied and hole states close to the Fermi level and it
Is the competition between the interatomic hybridization of these
two groups of states which is essential to their bonding. This is
discussed elsewhere in these proceedings.

The St. Johu and Bloch and the Mulliker. scales are plotted
versus the Pauling $ for the main group elements in Figs. 6 and 7
respectively. Except for the mismatch associated with the divalent
elements, the Pauling and Mulliken scales map quite well against
one another. Almost as good Is the agreement for the St. John and
Bloch scale, however, there are distinct lines, each associated
with a particular valence. The trends are alEost identical to those
seen in Tig. 5. It would appear that there are subtle differences
In scales employing radii and energies and these differences are
nearly independent of how the r,adii were obtained. Here we have
two nosir.ally independent scales, size and energy, which show almost
perfect correlation.

IV. Orbital Effects and Structural Kaps

The principle purpose of the ^.-dependent pseudepotential in-
vestigations of Simor.s and Bloch was to provide scce measure of the
relative role of s versus p electron bonding enor.g the main group
elements. The result was the S factor of Eq. 5. Et. John and
Bloch ecployed (16) this in the structural cap shown in Fig. 8. "
One coordinate is the difference in electronegativities of the §3
elements involved, the other is the sun of the S factors. The plot §
Is concerned with the so called octet compounds where there are H

eight valence electrons per 50-50 colecule ar.d the point of the
plot is that different structures occur for compounds falling in
different regions of the plot. The correlation of the various
structures with electronegativity Iffcrence has been recognized
for sone tine. Given the two parameters together, the structures
fall into tfell defined regions: for example the rock salt and
vurtzite structures are resolved though neither A6 nor (S +S_)
alone suffices - llachlin. Chow and Phillips extended (25) the £
analysis to those nonoctet AB compounds having fewer than eight
valence electrons per formula unit.

w
The experience of the preceding section suggests that ioniza— **

tion energies may replace radii yielding
£ —

(r - r ) « (- —) = —
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Fig. 5 - Sum of the experimental s and p ionizaticn tnergies,
in. Hartree units (<v 27eV) versus the s\in of the inverses of
the s and p orbital radii 'expectation values, obtained from
neutral atom Hartree-Fock calculations for Eain group elements.
The nuinbsrs 1-7 are colusr.s of the periodic table ("group
lumbers"). Group 1 represents the alkali netals, group 2 the
alkaline earths and Zn, Cd, Hg and so on. Note the systematic
dependence on valence, evidenced by the near parallel lines,
superposed on an almost linear correlation.

ST. JOHN S BLOCH

Fig. 6 - A plot of the Pauling (7) versus the St. John and Bloch
(16) electronegativities for the Fine, rcr.trar.sicion elements of
Fig. 5. Note the s-ystenatic valence deper.dcr.ee here, as well.
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Fig. 7 - A plot of the Pauling (7) versus the Kulliken (12)
electronegativities for the same elements as Figs. 5 and 6.
Note the lack of valence dependence, except for group 4
(C, Si, Ge, Sn, Pb).

•£fC03;u/7i Chlorids

A Reek Sclt

a Wurtzifs

4-0-] o Zinc Sisnda

0 Gfaphits

o
o
c
ci

3.2-

"^ 2.4-

o
o

1.6-

C3
01
Itf O.S

ao.
ol2 0.4 as aa I.D I.E f.4 is

Average of fhe s-p Bonding Factor 5

1.8

Fig. S - St. John and Bloch (16) electronecacivity differences,
£<rs(A)_+ rp(A>) - (rs(E) +.rp(B)}] for A

N3 S- N nontransition
metal binary coEpcunds versus the average of the s-p bonding
factor S, [((r (A) - rs(A)) + (r (3) - rs(B))]. The s and p
radii are defined in Eq. !>.



We have found i t convenient (11) to employ the unno realized form, us
given in the second line of the equation. We applied this to a
structural map of the nonoctet AB compounds with sinilar success to
that of Hachlin et a l . In particular, the HaTl and CsCl structures
fal l into well defined regions with a capping which makes no
explicit reference to atom size and packing considerations.

The Mulliken electronegativities of Fig. 4 liave been used in
the structural cap for nairi group AE9 compounds shown in Fig. 9.
Hydrides, oxides and halides are oniEted from the map. The s-ign of
the electronegativity difference is defined

A<j> = (j) (minority element) - $ (ma.j ority element) . (9)

The weighted average

SA + 2SB

is used for the other coordinate. Except for CaA.1., (having the
MgCu2 structure) and KPbo (the KgZn., structure), tfce struct-ires
fal l in well defined regions on the*~plot. The boundaries have been
drawn to guide the eye and have, no theoretical significance. Both
•AB9 a i 1 ^ ̂ -Sj compounds are represented on Fig. 10. There are Eore
compounds out of position, but other than the AlIU and Ki-.Sn
structures which tend to exist in the sane region, different struc-
tures fal l . in. reasonably well defined different regions of the plot.
Three compounds fording in both the Cu P and BLf structures are
seen to fall en the natural boundary between the two structures.
The success of the plot relies on both, the S and the A$ coordinates
and on differentiating as to whether the majcrity or the minority
element is the most electronegative.

td
fit

A similar degree of success is obtainable for compound for- g
nation between main group and transition elements. Fig. 11 shows a w
nap (11) for AM_ compounds where the transition metal is the major *•*
conponent. The S factor of the A element alcv.e has been used as
one component. While the boundaries are not well defined, rather
few compounds l ie far outside the region of like structures. The
IbCl structure is unusual in that the structure occupies two
distinct regions: one where the A site is core electronegative and
another where i t is core electropositive. The same thing would
have occurred for the PbClo structure in Figs. 9 and 10 if the
halides had been represented in the plot. Otherwise, unless a near
zero value of A>j> occurs, structures tend to be associated with a
single sign of A$. Related structures are found to l ie adjacent
to cue another and to occasionally ccningle. The three Laves'
structures, C14 (HgZn0), C15(MgCuo) and C36(Mgitt9) provide an
example of this in Fig. 11 as do the C23(FbCl.,) Ind B82(Ni2In) pair.

Although the abscissas of Figs. 9 and 11 are differently de-
fined, there are sotr.e. ccLT.ion features to the r.on-trannition ele-
ments plot AB̂  and the non-trar.sition-trar.sition plot AM.,. If i t
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were assuncid that the transition elements, H, make a contribution
to S such that the AM, alloys take on an S value of about l.alf
the S of Fig. 11, the C., C,, and C03 compounds of the two figures
vould l ie in the sane regions. The only other common structure C15
is seen to lie to the right of CIA in Fig. 9 and the left in Fig. 11.
This is related to the well-known characteristic of the Laves phase
diagrams. For alloys involving only transition elenents, there are
regions of C15 stability to either side of C14. The structural map
to be discussed in Section VII displays this also.
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Fig. 9 - The structures of AE2 compounds, formed from non-
transition elements A and E, as a function cf the Mulliken
electronegativity difference and of the average S factor.
The conspounds plotted are listed in Table 3.
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Mulliken electronegativies of Fig. 4. The abscissa is the
average S factor. The compounds plotted are listed in
Table 3.
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V. Promotion Energy Effects

The B-p bonding factor defined in Eq. 8 is a promotion energy
though, for polyvalent elements , i ts definition, the difference in
lonization energies of the two shells, is somewhat different than
the traditional definition (7)

E (promotion) = E(sn~1pla+1) - E(snpm), (10)

vhich is the energy to promote one electron out of the valence s
and into the valence p shell in the neutral atom.

In introducing their radius based S factor, Simons and Bloch
were endeavoring to define a second electron factor to complement
the electronegativity term. Being a "second" factor to complement
presume that i ts effects are subtle and small - that i t may be
important to the structure of a compound but not to i t s heat of
formation. As soon as S is identified as beiug a promotion energy
there is the implication that i t is of energetic significance. The
familiar promotion energy of carbon, promoting the 2s':'2p ground
state to the tetrahedrs.1 bonding 2s2pJ configurations is 97
kcal/gm at .

There is unfortunately l i t t l e experimental information con-
cerning s-p promotion effects among main group elements in metallic
compounds. The Mossbauer isomer shift (27) provides a measure of
valence s electron count. Of the main group Sn and Sb (and to a
lesser extent Te and Zn) have nuclear transitions suitable for such
Eeasurener.ts. Sham et al . ,28) have inspected the sequence AuSn,̂
AuSb and AuTe_, using the isomer shift to infer the main group
valence s change, in , and photoer.ission to indicate the net charge
change, 6, -where s

6 = An. + Anp . (11)

In a l l three cases 5 was found to be negative, i .e . charge was lost
to A.-.. However Ang was roughly equal to 6" for Sn, smaller but the
same sign for Sb and probably of reversed sign for Te, i . e . Te s
count increased while net valence charge was lost.. The uncertain-
ties in the analysis are considerable but i t would appear that, in
addition to net charge transfer, there is change in the relative s
to p count which varies by i> O.le across this set of compounds.
Kov, the proEotion energies of Sn, Sb and Te are expected to be
larger than that of C and the implication of a varying promotion
(or demotion) energy of "v» C.le is a term which varies by roughly 10
kcal/gm at. across this sequence of compounds. This is to be

In the case of the mono and divalent elements, £ is defined for
the ground atomic configuration vhich has only occupied s valence
electrons. The e are defined in terms of excited monovalent p1

and divalent s'p'''configurations, i .e . E is defined for an s1^11

and the e for an s'3~-1-pE+1 state in the sense of Eq. 10. In these
cases Eq. 8 and 10 are identical and S is thu traditional s-p
promotion energy.



compared with the experimental heats of fornation which (29)
are -3 kcal/em a t . for AuSn and -1 kcel/gm at. for AuSb,, (we have
found no value for AuTe, but would assume i t ' s between O*"and
-1 kcal/gm a t . ) .

I t is interesting to ask where such a tern might reside in
Miedema's scheme for alloy heats of formation. He has

AH - f(c) t-P(A$)2 + Q(An1/3)2-R]

2
where f(c) is a concentration dependent term; -P(A<j>) a negative

i d ih diff l i KA13
p

term associated with differences in electronegativity;
a positive term associated with the energy cost due to any mismatch
In electron charge density at the surface of the atomic cells and
—R is a "d-p bonding" term arising for compound formation between
transition (or noble) and polyvalent elements. The value of R
depends on whether a transition or noble element is involved and on
vhat the valer.ee of the main group element i s . While the promotion
effects might be buried in one of the first two terms of the
bracket, we believe, in fact, that i t is incorporated in the R factor.
This natter requires further investigation.

VI. The Sign of the Electronegativity Difference

Substitutions.1 Alloying in the Fe-Si System

Perhaps the most striking aspect of the structural maps of
Figs. 9, ]0 and 11 is the fact that the sign of the electro-
negativity difference, i .e . whether the majority or minority
component is core electronegative, is important to the structure a
compound cc";es. Recently Burch et J.I. have encountered (30) a
similar tr-: d when considering substitutior.al alloying effects in
the Fe3Si .-, ;ten. The Fe,Si structure is shown in Fig. 12. One.
third of ti.-.--- Fe's are on B sites with eight Fe nearest neighbors,
vhile the remaining two thirds are on A sites with four Fe and w
four Si nearest neighbors. Fe-Si is magnetic, the E site Fe's have §
magnetic nonents of 2.2 Pfl while the A site atom have moments of w
1.4 y and are believed to be somewhat core negatively charged H
(i .e . have excess electrons) than the B sites. Such a charge trend
is expected if one assumes Si to be more electropositive than Fe.
Burch et a l . were using nuclear magnetic resonance to study the
effect of substitutional alloying. One byproduct of this was that
they could determine what site an impurity vent into. Some
transitional impurities went into Fe3 sites, some into A sites
end some could not be substituted. The results are suc-marized in
Fig. 13. Impurities which are more electronegative than Fe go into M
the more negative A site while those which are less electro- *"

This depends on what electronegativity scale one takes seriously.
However, the Fe Al system displays similar behavior and i t is gen-
erally agreed tfiat Al is more electropositive than Fe. Part of the
problem associated with Fe and Si may be that the <J> values for Si
arc derived for the case of covalent bonding and here we are in-
volved with more metallic bonding.
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negative, namely Cr, Mn and V, go into the mere positive E sites.
Size mismatch inhibits substitution however, and increase in
electroncgativity difference improves the ability of an oversized
impurity to be accoimodated. This is the exact, opposite to the
experience of Earken-Curry plots (see Gschneidner (4) in these
proceedings) where alloy solubility occurs within some ellipse
defined by

where AV is the difference in the atonic voluse of host and impurity
and A and B are positive constants. Roughly speaking, B appears to
have flipped sign in Fig. 13. Not altogether surprisingly, hare is
an example indicating that the roles of size and electronegativity
can be quite different for substitutiocal solubility in. compounds
than they are for substitution in the pure elements.

Of more immediate concern to the subject of this paper is the
physically appealing trend concerning the site preference of
impurities depending on the sign of their electronegativity dif-
ference, relative to that of iron..

VII. Structural Mapping for Alloys of Transition Elements
The Sigma and Structurally Related Phases

Application of structural naps to alloys between transition or
noble elener.ts require either a'n extension of the definition of S,
the s-p promotion factor or i ts replacement by a different d-band
parameter. Transition metal alloying involves (14) d bonding
and its associated charge transfer, conduction, electron screening
of the d charge transfer and conduction electron bonding. Important
to this are such factors as the relative availability of d band
occupied levels and holes and such effects are not readily encor-
poratcd in a d-non d equivalent of Eqs. 5 or 8. One electron
factor has proven of use in other correlations of metal properties,
namely the electron vacancy or average number or holes per atom, fcj
h/a, in the d bands of the alloy. Ke have used d-electron g
vacancies for structural maps of EM, EM and K-U (31) and for a nap «
(32) of the C and structurally related phases. "-3

The signs phase, a couple:-: structure occurring in many tran-
sition metal systems, is of considerable practical and theoretical
interest. Its presence can cause a normally ductile high perfor—
dance steel or superalloy to embrittle and fail in service. There
are a number of structurally related phases (33,34), some cf which
have properties which are of interest for other reasons. For
example, the A15 structure includes the. highest transition tern- . N3
perature superconductors, such as Nb,,Sn, while the CaCu, structure
includes LaKi which is an excellent hydrogen storage alloy, and
SmCo which is an extremely useful hard magnet. The stability of w

the o phase has generally been discussed in terns of electron and *»
size factors (35-37) In combination. The composition rar.p.e of some
0 phases is wide while in others i t is narrow and the relative size
of the constituent atoms, hence the ability of an atom to be at a
"wrong" site, appears important to these trends (37). The fact
that twe transition metals are almost always involved in a 0 phase
alloy suggests that d-electron bonding is a dominant factor de-



ternining phase stability. Electron effects are often incorporated
in terns of a single factor, such as the hole count h/a. The a
phase typically occurs for an h/a 3 to 4 and compounds, forming in
one of the structurally related phases have h/a values in this
range. What is more, a significant fraction of the c phase alloys
form in another structurally related phase at scac different com-
position and, experimentally, this is as likely to occur for a c
phase alloy with the "ideal" h/a ratio as for one without. Size
does not appear explicitly in a map employing h/a and the electro-
n«gativity difference but, as has been seen earlier in this chapter,
size is not unrelated to electron factors.

There is some degree of arbitrariness in constructing a l i s t
of structures related to the O phase. We have taken these to
Include the Cr Si, cMn, pFe^g, and the two Laves phases Cu-Mg
and KgZn.-. All appear in the Shoemakers' tabulation (33) of o
related structures. Their tabulation.includes other phases not
represented here because few or no binary transition metal alloys
form in. then. We have added CaCu,- to the l i s t because, ss Eevitt
(34) emphasizes, i t is a structural variant of the Laves phases.
There is considerable uncertainty in ascertaining which alloy
systeas forrt in which structures. When sources disagree, we have
generally used the assignments in Landolt-Eornstein (26) . The l i s t
of systems so chosen, and represented on the map are listed else-
where (32). The electronegativity difference and the average
d-fcand vacancy have in general been evaluated for tt.e center of the

'composition range over which an alloy system occurs".

The structural nap appears in Fig. 14. The seven represented
phases are indicated by separate syubols. In. addition, there are a
large micher of cases in which a pair cf elements are found take on
two cf the structures at two different coupe sitions. Special
symbols are used to denote the four most important cases where a
phase is represented, but also occurs at another structure at some
other composition. As with the earlier ir.aps, the map is divided
Into regions associated with different structures and, the boun-
daries have been drawn to guide the eye and have no theoretical
significance. As a general rule, points representing compounds
again fal l inside of, or l ie close to, the appropriate structural
region.. The division of the map into regions involves a combi-
nation of the coordinates. A single electron factor alone is not
sufficient to resolve the structures.

*
The case o£ several of the y phase compounds is an exception. The

sign of £$ was chosen on the basis of the prototype FeyWc, where the
element residing on the minority W site is taken to be the minority
constituent, rather than on the reported stoichionietries. The A15
compound UoTc was also assigned on this basis. [Eq- 7 is undefined
for the few alloys where this average is at fifty percent. &> was
taken as positive in such cases.]
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The two hatched areas of the map are regions of coexistence.
The ellipse is associated with the aMn structure and overlaps the
regions of the O phase and the Laves structures. Over half the
systems forming in the ctlln phase also form in one of these two
other structures. Those pairs of elements vith near zero A(j>, i.e.,
lying near to the a region, tends to form in the a structure while
Eost of aMn systems with A<Ji<-0.5 form in the C14 structure instead.
Many alloy systems form in both the a and the A15 phases and the
upper crosshatched region is the :Iboundary" where both occur. As a
general rule the a phase occurs with lower vacancy cornet than its
A15 counterpart, hence a clustering cf C phases immediately to the
right, and A15 phases to the left of the boundary region. The map
thus displays orderliness in the coexistence of phases in alloy
systems as well as in the existence of single phases alone.

It is interesting that there is a C15 region lying to either
side of the C14. In the AB^ and AM, maps of Figs. 9 and 11, the
tendency for C15 to lie on 6pposite~sides cf the G14 was noted.
It might then appear that there is a close relationship between
the s-p parameter (S) of these figures and the d-vacancy count used
in Fig. 14 such that the structures cocon to the three classes of
alloys can be placed on a common sap. Johannes et al. have (38)
made band theory estimates of the relative energies of these KMO
Laves structures and have shown at the C15 is indeed expected to be
stable relative to the C14 in two such regions. Also, the Laves
structures are seen to prefer negative Asj, whatever the atomic
constituents (compare with Figs. 9 and 11).

As can be seen from the cap, the O phases have vacancy numbers
extending from 2.95 to 5.7. Except for the CaCu which is the least
closely related, all the structurally related phases fall in the
same region. While only modest separation is obtained with this
parameter alone, considerable orderliness is obtained upon using
the pair, Kost Eiaps involving structure, solubility or other
properties, such as Figs. 8 to II in this review, are used to
' v.'paxaLe systems which are generally quite different from one
another. Here the separation is acong systems which are very much
alike and the mapping still works.

Surv.ary

Many sets of parameters are employed in the various models of
alloy and compound formation. As we have tried to indicate,
questions arise concerning the interrelationships between parameters
which, unfortunstelj', are not linearly independent of one another.
In general i t is also impossible to.provide a unique definition of
sone "physical" parameter. The electronegativity parameter has
been used as an example of such problems. 5 scales have bbeen
defined in a variety of ways and the extent to which the results
are alike is surprising. However, there are differences and they
are of significance to the predictions employing the 9. St. John
and Bloch's scal^ (16) which incorporates effective radii based on
a pseudopotenti- 1 analysis of icniEation cr.trgie.s, vas compared
with a Kulliker. scale based on the ior.ization energies directly.
Subtle, valence dependent, differences were seen. In fact, the
discrepancies are greater than those between, the Kulliken and



Pauling scales for the main group elements. The respective roles
of size, for example radii, and energy retrain to be disentangled.
The $ scales based on such quantities provide a measure of th=s
availability, ir. come spatial or energy sense, of an electron level
for charge transfer hut they do not incorporate information con-
cerning how many levels arc available for such bonding. This is
especially important for the transition metals v.'hich have many
occupied and hole states close to the Fermi level and a model in-
volving this is described elsewhere in these proceedings

In general, a single parameter is not enougU to describe
alloying trends. Phillips has argued (39) that information theory
indicates that two parameters provide the best basis for such
schemes. There remains the question of how closely related the two
parameters may be and yet usefully do this . V7e have considered one
example of such an effort. Following Simons, St. John and Bloch we
have taken two parameters, both based on ionization energies and
applied then.to structural maps, of binary alloys where one or both
components are ir.ain group elements: the two parameters being $ and
the s-p bonding factors. The maps show strong correlations between
the structure a binary alloy assumes and the pair of parameters.
The. sign of the electronegativity difference was seen to be
Important, that is , i t ' s important whether the majority or minority
constituent of the alloy is the more electronegativity. Expressed
in terns of ionizaticn energies Simons and Blochs1 s-p parameter
was seen to be a variant of the familiar s-p promotion energy:
established factors reappear in new guises and in new applications.

The results of Eurch and coworkers (30) were seen-to provide
another example where the sign of the electronegativity difference
is important. They considered the substitution of impurities into
the Fe Si system which has two Fe sites. The more electronegative
transition element impurities prefer one sice, the more electro-
positive the other. Eurch's results also display an interesting
anticoorelation with the Darken-Gurry plots of alloy solubility
described here by Gschneidner (4) . Trie tendency for site sub—
stitution of an impurity atom which is in volume mismatch with the
Fe, is enhanced if there is a substantial mismatch in their electro-
negativities.

I t would appear that the s and p electrons of the main group
dements both cooperate and compete in bonding. On the other hand,
we believe the main tendency of the non-d conduction electrons in
the transition elements is to screen d bonding. Instead of defining
some sort of analog of the Sicons-Bloch S factor, we used the d
band vacancy count as the second parameter in a structural map of
binary .transition element alloys. Here the C and structurally
related phases were considered. Despite the close nature of the
Structures, including the tendency for many of the pairs of alloy
constituents to form in more than one of the structures, con-
siderable order was found in the map. As noted, there are features
common to the AE0, AM., and 1JH., mappings of Figs, 9, 11 and 14. It
appears that there is^some real or accidental correlation between
the d-vacancy count and the t;-p factor when applied to transition
elements. This may be associated with the relationship between
d-electron transfer and r-p screening raised in the discussion of



issuer shifts elsewhere in this symposia. (14, 22).

Size was not explicitly introduced in the above considerations
and despite the generally accepted Importance of this to alloy
formations, the naps were successful. Of course, in soce sense,
size and binding energies are inversely related to one another and
hence size is in-.plicity present in the saps. The choice of
parameters employed in model schemes is based or. son-.e combination
of the physical sense of the choice and the r.-cnerical success of
the results (with the la t ter factor usually predominating).
Loner's sunmary at the Battelle meeting, calling for a multivarient
analysis of alloy data s t i l l remains to be acted upon.

References

1. W. Huste-Rothery, Elements of Structural Metallurgy, (Institute
of Metals, London, 1961); an excellent suciation of the
Hume-Rothery rules is giver, by T. R. Massalski in Physical
Metallurgy, edited by R. IT. Cahn (North-Holland Publishing
Co., Amsterdam, 1970) p. 164 ff.

2. VT. Gordy, "A New Method of Determining Electror.egativity
From Other Atomic Properties", Fhys. Rev. _69_, 6C4 (1946).

3. V. Pearson, "Dimensional Analysis of the Structures of Metallic
Phases. A New Source of Information on the Interactions
Between Atoms in the Structures of Binary Alloys", elsewhere
in these proceedings.

4. K. Gschneidner, "L. S. Darken's Contributions to the Theory
of Alloy Formation and Where we are Today", elsewhere in
these proceedings.

5. A. R. Miedema and P. F. de Chatel, "A Semi-Empirical Approach
to the Heat of Formation Problem, elsewhere in these pro-
ceedings t and references therein.

6. For a mapping of alloy solubility employing the Miedema
parameters see J. R. Chelikovsky, "Solid Solubilities in
Divalent Alloys", Phys. Rev. B19_, 6S6 (1979).

7. L. Pauling, The Nature of the Chenical Bond, 3rd Ed.
(Cornell University Press, Ithaca, K.Y. 1960).

8. G. Ertl in The Electron Factor in Catalysis on Metals, Editor
L. H. Bennett, MSS Special Publication To. 475 [U.S.
Government Printing Office, Wash., D.C. 1977]; K.. Smoluchowski,
"Anistropy of the Electronic Work Function of Metals", Phys.
Rev. jto, 661 (1941) .

9. S. Geller, "Set of Effective Coordination ITumber (12) Radii
for the g-Wolfraoi Structure ETemtr.ts", Acts Cryst. 9_, 885
(1956).



10. R. E. Watson and L. K. Bennett in Charge Transfer/r.l&ctronic
Structure of Alloys, Ed. by L. Ht Bennett and R. Ii. Willens
[Met. Soc. AIHE, 1974] p. 1 "Charge Transfer in Alloys: The
Blind Ken and the Elephant".

11. R. E. Vlatson and L. H. Bennett, "A Mulliken Electronegativity
Scale and the Structural Stability of Sir.ple Compounds"
J . Phys. Chem. Solids _3£, 1235 (197S).

12. R. S. Mulliken, "Quelques Aspects.de la Theorie des Orbitales
Moleculaires", J . Chim. Phys. _46, 497 (1949).

13. C. A. Coulson, Valence, (Oxford Univ. Press, London 1952).

14. R. E. Watson and L. V. Bennett, "What's Special About Transi-
tion Metals in Alloy Phase Formation", elsewhere in these
proceedings.

15. G. Simons and A. N. Bloch, "Pauli-Fcrce Model Potential for
Solids", Phys. Rev. B7_, 2754 (1973); A. K. Bloch and G.
SiEons, "Structural Index for Elecental Solids", J . Am. Chen.
Soc. _94, S611 (1972).

16. J . St. John and A. N. Bloch, "Quantun-Defect Electronegativity
Scale for Nontransition Elements", Phys. Rev. Letters 33,
1095 (1974).

17. W. K. Loaer, in Phase Stability in Metals and Alloys, .ed. by
P. S. F.udnan, J . Stringer and H.. I . jafee (McGrav-Eill Book
Co., >I.Y.) 1966 p. 583.

18. See for exaeple, J . E. Huheey "The Electronegativity of Groups",
J . Phys. Chen. 69., 3284 (1964).

19. W. Gordy and W. J . Orville Thoisas, "Electronegativities of w
the Eleaents", J . Chea. Phys. _24_, 439 (1956). |

20. J . C. Phil l ips, "Ionicity of the Chemical Bond in Crystals", H
Revs. Hod. Phys. 42_, 317 (1970); "Dielectric Definition of
Electronegativity" Phys. Rev. L e t t e r s ^ , 550 (1968).

21. E. T. Teatma, K. A. Gschncidner, J r . and J. T. Waber,
"Compilation of Calculational Data Useful in Predicting
Metallurgical Behavior of the Elensnts in Binary Alloy
Systems". [Los Alanos Scientific Laboratory Report LA-4OC3]
1968 unpublished; J. T. V'aber, K. Gschr.eidner, J r . , A. C. . w

Larson and M. Y. Prince, Trans. The Metallurgical Society M

A1KE ̂ 27_, 717 (1963) "Prediction of Solid Solubility in
Metallic Alloys".

to

22. R. E. Watson and L. H. Bennett, "Volume-Corrected Isoiner
Shifts of Tranaition-Hetal Inpuritie£: Ai\ Orbital
Electronegativity Scale", Phys. Rev. 21_5, 5136 (1977);
"Coanent on Voluce-Corrected Ison:er Sr.ifts of Transition-
Metal Xnpurities", Phys. Rev. E17_, 3714 (197fc).



23. J . R. Chelikowsky anil M, L. Cohen, "Nonlocal Fseudopotential
Calculations for the Electronic Structure of Eleven Diamond
and Zinc-Blende Ser.inconductors", Phys. Rev. B14_, 556 (1976).

24. W. Andrconi, A. Baldereschi, F. Melon! and J. C. Phi l l ips ,
"Renornalized Orbital Radii", Solid. State Cocra. _25_, 245
(1978).

25. E. S. Machlin, T. P. Chow and J. C. Phillips, "Structural
Stability of Suboctet Simple Binary Compounds", Phys. Rev.
Letters 38., 1292 (1977).

26. Landolt-Bornstein New Series, Structure Data of Elements and
Intermetallic Phases, (Edited by K.-H. Eellwege and A. K.
Hellwege), Vol. 6. Springer-Verlag, Heidelberg (1971).

27. I . D. Weisman, L. J . Svartzendruber ar.d L. H. Bennett, Chap.
9 "Euclear Resonances in Metals: Nuclear Magnetic Resonance
and Mossbauer Effect" in Technicues in Metals Pvesearch, Vol.
_6 part 2, Edited by R. F. Eunshah (John Wiley, Mew York,
1973). See Figure 8, page 191 for suitable Mossbauer isotopes.

.28. T. K. Shan, M. L. Perlnan and R. E. Watson, Phys. Rev. B
(to appear in 1979).

29.. R. Hultgren, P. Desai, E. T. Hawkins, M. Gleiser and K. K.
Kelly, "Selected Values of the Thernodynamic Properties of
Binary Alloys" (Am. Soc. for Metals, Metals Park, Ohio 1973).

30. T. J. Burch, J . I . Budnick, V. Niculesca, K. Raj, and T.
Litrenta (to be published).

31. R. E". Watson and L. H. Bennett, "Transition Metals: d-
Eybridization, Electronegativities sr.d Structural Stability w
of Internetall ic Conpounds", Phys. Rev. B 18, 6439 (1978). g

w
32. R. E. Watson and L. H. Bennett, "Electron Factors in the H

Occurrence of Sigca and Structurally Related Transition Metal
Alloy Phases", Scripta Metallurgica 12, 1165 (1978).

33. C. P. Shoemaker and D. P. Shoemaker in Development in the
Structural Chemistry of Alloy Phases, edited by B. C. Giessen
(Plenun Press, Kew York, 1969) p. 1G7.

3A. M. V. llevitt in Electronic Structure and Alloy Chemistry of o>
the Transition Elements, edited by P. A. Beck (John Wiley and
Sons, Kew York, 1963) p. 101.

35. W. Hume-Rothery, The Structures of Alloys of Iron (Pergacon *-
Press, London, 1966).

36. E. 0. Hall and S. H. Algie, "The Sigma Phase", Metallurgical
Reviews 11, 61 H.966).



37. J. H. Werniek in Ir.terir.ctallic Compounds, edited by J. II.
Westbrook (John Wiley and Sons, New York, 1567) p. 197.

38- R. L. Johannes, R. Haydock, and V. Heine, "rhe.se Stability in
Transition-Metal Laves Phases", Phys. Rev. Letters 2^, 372
(1976).

39. J. R. Chelikowsky and J. C. Phillips, "QuannuE-Defect Theory
of Heats of Porination and Structural Transition Energies of
Liquid and Solid Simple Metal Alleys and Compounds", Thys.
Rev. B17, 2453 (1978).

M

1-3


