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ABSTRACT

This paper introduces a method for evaluating decision aids for nuclear power
plant operators. The method involves a two-stage process of classification and
analytical evaluation of display form and content. The classification scheme relates
each specific aid to one or more general decision-making tasks. Evaluation then
proceeds using a normative top-down design process based on the classification scheme
by determining or deducing how various design issues associated with this process were
resolved by the designer. The result is an assessment of the "understandability" of
the aid as well as identification of the training and display features necessary to
ensure understandability.

INTRODUCTION

A means is needed to objectively evaluate the usefulness of proposed computer-
based decision aid systems** prior to and as an adjunct to empirical simulation or
in situ testing. The method introduced here is a two-stage process of classification
and evaluation. Analytical assessment and empirical evaluation should be used
together for a more accurate judgment of the usefulness of a proposed decision aid.
Ideally, evaluation begins with analytical assessment of the aid and culminates in
empirical validation that the aid achieves the design objectives pursued.

The approach taken in this work is a purely paper evaluation by a knowledgeable
analyst, based mainly on design documentation. This work is limited to developing-
analytical methods for determining minimum information requirements Cl]; other recent
efforts have produced a comprehensive methodology for empirical evaluation [2L The
completeness of design documentation greatly influences the amount of effort required
to perform the analytical assessment. This factor should be considered during the
early phases of decision aid development.

The first stage, classification, maps any particular decision aid to one or more
general decision-making tasks. (The taxonomy of general decision-making tasks
employed in the mapping is based on a conceptual model of human decision making.)

The second stage of the proposed method, evaluation, is based on a normative,
top-down view of a system design. In general, an aid is evaluated by first assuming
that it was produced using a normative design process such as proposed by Frey et al.
[3D, and then determining how the various design issues associated with this process

•Operated by Martin Marietta Energy Systems, Inc., for the U.S. Department of
Energy under Contract No. DE-AC05-840R21400.

**A decision aid system is defined as a computer-based analysis and display
system that provides information to help operators make correct decisions in the
course of normal or off-normal plant operation.
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were resolved by the designer. More specifically, an aid is evaluated in terms of the
situations and tasks for which it was intended, the forms of information appropriate
for each situation, the prototypical messages required to support each task, and the
knowledge necessary to understand the messages. The result of the evaluation 1s an
assessment of "understandability11 as well as the training and display features neces-
sary to ensure understandability.

OPERATOR DECISION MAKING

A recent survey of the decision-making literature [4] concludes that virtually
every aid reviewed is aimed at supporting one or more of three general, continuous
decision-making tasks: (1) execution and monitoring, (2) situation assessment, and
(3) planning and commitment. The relationship among these tasks is shown in Fig. 1.

The first decision-making task, execution and monitoring, involves implementing
the current plan, observing its consequences, and evaluating any deviation of observed
consequences from expectations. Most operator activities are dominated by execution
and monitoring. The majority of the time, differences between observations and expec-
tations are minor; consequently, situation assessment or planning and commitment are
not required. However, when they are required (i.e., when the deviations are unaccept-
able), the role of the operator becomes central to ensuring continued system operation
and safety.
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Figure 1. Relationships among decision-making tasks.



Situation assessment 1s required when the information received by an operator
differs from his expectations in an unacceptable manner. Unexpected deviations prompt
the operator to question the validity of a priori assumptions regarding the status
quo, which in turn leads to a search for an explanation of what has happened, is
happening, or may happen. As the term Implies, the goal of situation assessment is to
idantify and assess the conditions that produced the unexpected information.

The third general decision-making task, planning and commitment, involves
generating, evaluating, and selecting among alternative courses of action relative to
criteria that reflect tradeoffs between possibly competing objectives (e.g., availabil-
ity versus safety). When situation assessment reveals situations that were not antici-
pated in the design of procedures or were not considered in the design of training,
operators may be required to pursue planning and commitment.

General decision-making tasks can be further subdivided into the subtasks listed
in Table 1. Each decision aid is classified using this list and is then evaluated to
verify that it supports one or more of the 13 subtasks.

Table 1. Oecision-making tasks and subtasks

Task Subtask

EXECUTION AND MONITORING

SITUATION ASSESSMENT: INFORMATION SEEKING

SITUATION ASSESSMENT: EXPLANATION

PLANNING AND COMMITMENT

1. Implementation of plan
2. Observation of consequences
3. Evaluation of deviations from

expectations
4. Selection of acceptance or rejection

5. Generation/identification of
alternative information sources

6. Evaluation of alternative
information sources

7. Selection among alternative
information sources

8. Generation of alternative
explanations

9. Evaluation of alternative
explanations

10. Selection among alternative
explanations

11. Generation of alternative courses of
action

12. Evaluation of alternative courses of
action

13. Selection among alternative courses
of action

ANALYTICAL APPROACH TO EVALUATION

Following classification by decision task (stage one), the evaluation proceeds to
a determination of whether or not the aid provides the information necessary to



perform the decision tasks. Based on design documentation and discussions with the
designer, the designer's intentions can be classified in terms of support of the
decision subtasks. The evaluative question then becomes whether or not the decision
aid provides the necessary information for the operator to perform the decision
subtasks asked of him. It is possible to consider the types and forms of required
information, but it is not feasible within a general framework to specify the particu-
lar variables that must be presented.

Design Framework

The types and forms of the required information are then evaluated based on the
types of situations that could be encountered (classification of familiarity and
frequency of specific situations) and the types of strategies used by operators
(symptomatic or topographic). Most situations are familiar and frequent—familiar in
that the possibility of their occurrence has been anticipated, and frequent in that
the operator has had considerable experience in dealing with them. Hence, the course
of action is immediately apparent. In contrast, familiar but infrequent situations
usually do not allow for immediate action because the operator does not have much
experience with them even though their possibility for occurrence was anticipated. As
a result, a person may rapidly hypothesize a course of action but collect a variety of
information before pursuing it. Unanticipated situations that are unfamiliar and
infrequent are experienced so seldom that available procedures may be inadequate or
inappropriate.

Decision makers approach these three types of situations differently. Familiar
situations call upon the human's pattern recognition abilities. Therefore, for these
situations problem-solving strategies tend to be symptomatic in the sense that
observed patterns are mapped directly to likely solutions. At the other extreme,
unfamiliar situations call upon human analytical reasoning abilities. For these situa-
tions, problem-solving strategies tend to be topographic in the sense that system
functions and the relationship among those functions are explicitly considered in the
search strategy.

Types of information can be described in terms of two dichotomies: patterns
versus elements and current versus projected. The distinction between aggregate
patterns and discrete elements is important in determining how the system state should
be displayed. For symptomatic strategies, system state should be displayed as an
aggregate pattern such as an iconic display [5]. In contrast, topographic strategies
require that the system state be displayed as discrete elements (mimic and block
diagrams). This is because the values of variables such as temperatures, pressures,
and valve positions are usually needed to trace through the topography of the system.

The appropriateness of the forms of information can be determined by comparison
with the types of situations and types of strategies. Figure 2 illustrates that the
choice of task and type of situation dictate the form of information and, hence, the
choice of how the information is displayed (e.g., analog versus digital, trend plots,
or mimic displays).

Form is only one attribute of information display. Of greater interest is
display content, which is application specific. Knowing the task and situation, one
can determine the nature of the message that must be transmitted to support each task
and situation. The result will be identification of missing or irrelevant information
components. The 13 general decision-making tasks are re-formed into the prototypical
messages shown in Fig. 3. A set of prototypical messages is used as a framework with
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Figure 2. Appropriate forms of information.

which to compare the actual messages or displays of the decision aid under evaluation.
In order for an aid to support a particular task, the display must provide at least
one of the prototypical messages associated with the task.

Evaluation

Three evaluation levels are possible: compatibility, understandability, and
effectiveness. These levels form a hierarchy in which the level above cannot function
without support from the level below. For example, understandability of a decision
aid is not meaningful if the aid is not compatible with the sensorimotor abilities of
human users; similarly, an aid cannot be effective if the data are not understandable.
Issues of compatibility such as readability and reachability of displays and controls
can be addressed by the guidelines of NUREG-07OO [6], The evaluation ofeffective-
ness, which goes beyond understandability, is an assessment of the degree to which an
aid supports achievement of an overall plant performance objective. This assessment
will require empirical testing. The evaluation level described here concentrates on
the understandability level.

An aid is understandable to the extent that the information communicated to users
is meaningful to them. To assess understandability one must first determine the knowl-
edge that users must possess in order to understand i:he messages displayed. Once
these knowledge requirements have been identified, one must then assess the extent to
which users can be expected to have this knowledge. Any knowledge that is lacking can
be designated as presenting a potential limit to understandability.
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Figure 3. Prototypical messages.



Knowledge requirements can be classif ied into three categories: (1) display
(coding), (2) command (dialogue), and (3) plant (functions and locations). Using the
f iner grained classi f icat ion provided in Fig. 4, one can consider each type of message
as i t is manifested on the display. Knowledge requirements in each category can then
be ident i f ied , usually by or with the help of the designer or other individuals who
are knowledgeable regarding the specific application for which the aid is intended.

Once the knowledge requirements have been ident i f ied, one must assess the extent
to which users w i l l possess th is knowledge. One approach is to employ a database such
as the Job and Task Analysis Database developed by the Inst i tute of Nuclear Power
Operations (INPO) [73, which is part icular ly useful for assessing whether or not
typical operators w i l l have particular elements of plant knowledge. For display and
command knowledge, one may have to consider what conventions are employed in the
environment where the aid w i l l be used.

I f one cannot ensure that particular knowledge elements have been provided by
typical operators' experience and t ra in ing, then look elsewhere. Two other sources
are possible: operator training for using the aid and other displays in t r ins ic to the
aid or elsewhere in the control room. Knowledge requirements not satisf ied by any of
the above sources are deemed unsatisfied and, horce, potential l imi ts to
understandability.

PLANT KNOWLEDGE

WHAT: CHARACTERISTICS (LOCATIONS, UNITS, CONTENTS, D E F I N I T I O N S ,
OESIGN CHARACTERISTICS, INPUTS. OUTPUTS, SOURCES,
L I M I T S )

RELATIONSHIPS (SOURCES, INPUTS, OUTPUTS, INTERLOCKS,
ORGANIZATION. DIFFERENCES)

PATTERNS (STATES, TRENOS, SEOUENCES, ALIGNMENTS)
SITUATIONS (STATES, MOOES)
CRITERIA ( P R I O R T I E S . L I M I T S )
ANALOGIES ( S I M I L A R I T I E S , OIF-ERENCES)

HOW: FUNCTIONS (CAUSES, EFFECTS)
PROCEDURES(OPERATIONS)
STRATEGIES

WHY; REQUIREMENTS (PURPOSE, REASONS)
OBJECTIVES
OPERATIONAL BASES
LOGICAL BASES
PHYSICAL PRINCIPLES/THEORIES
MATHEMATICAL PRINCIPLES/THEORIES

01 SPLAY KNOWLEDGE

TERMINOLOGY ( L A B E L S , WORDS, A B B R E V I A T I O N S )
SYMBOLOSY (SYMBOLS, COCMNG)
ELEMENTS (HOW TO READ OR INTERPRET ELEMENTS)
ORGANIZATION ( R E L A T I O N S H I P S AMONG O I S P L A Y S . CURRENT LOCATION)
0ELAYS (DATA UPOATE, REOFTAW T I M C )

COMMAND KNOWLEDGE

TERMINOLOGY (COMMANDS, ARGUMENTS, A B B R E V I A T I O N S )
SYMBOLOGY (SYMBOLS, CODING)
Devices (HOW TO USE O E V I C E S )
Mooes (WHEN TO USE COMMANDS)
FEEDBACK (WHAT TO EXPECT)

Figure 4. Classification of knowledge requirements.



Assessment of understandability proceeds as follows: (1) the knowledge require-
ments for understanding each message as manifested on the display are identified;
(2) the extent to which typical operators possess this knowledge from experience,
training, or other displays is assessed; and (3) knowledge requirements not satisfied
are deemed to reflect design inadequacies. The list of these inadequacies is the
produc'- of evaluation that is used to improve an aid.

CONCLUSION

An analytical approach to evaluation of computer-based decision aids should allow
NRC regulators, plant designers, and others to determine the effects of an aid's
proposed design on the operator's understanding of plant processes and how that
understanding influences important operator decisions concerning plant safety.
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DISCLAIMER

This report was prepared as an account of work sponsored by an agency of the United States
Government. Neither the United States Government nor any agency thereof, nor any of their
employees, makes any warranty, express or implied, or assumes any legal liability or responsi-
bility for the accuracy, completeness, or usefulness of any information, apparatus, product, or
process disclosed, or represents that its use would not infringe privately owned rights. Refer-
ence herein to any specific commercial product, process, or service by trade name, trademark,
manufacturer, or otherwise does not necessarily constitute or imply its endorsement, recom-
mendation, or favoring by the United States Government or any agency thereof. The views
and opinions of authors expressed herein do not neceuerily state or reflect those of the
United States Government or any agency thereof.


