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Abstract 

We adapt the results obtained in a previous paper on the 

magnetic field dependence of the energy gap in superconductivity 

for bulk specimen to thin film superconductors, using the model 

of discrete quantization in momentum space. Only the case of 

parallel and constant external magnetic field along the film 

surfaces is considered. A series of elementary theorems- and 

some specific calculations lead to the conclusions : 

1) A second order phase transition should b£ Observed at 

all temperatures for thin film thicknesses. 
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U. S. Air Force Office of Scientific Research, the National 

Science Foundation. 
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2) A simple scaling rule exists concerning the field and 

temperature dependence of the energy gap. 

3) The critical field H depends on thickness L and reduced 

temperature t like H ^ L~^ (jtn l/t) ' for not too 

thin films (L ̂  0.5 x 10 cm). The bahavior changes 

as the film becomes very thin or as the temperature be­

comes extremely low. 

A crude comparison with available experimental data seems 

to bear out our conclusions qualitatively. 
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1. Introduction 

In a previous paper we derived expressions for the magnet­

ic field dependence of the energy gap in superconductivity for 

bulk matter. The theoretical assumptions here are that we can 

somehow introduce a varying magnetic field into the bulk medium 

and that it makes sense to talk about energy gap depending on 

the field; of course for a constant imposed field the Meissner 

effect tells us that there is in fact no change in the gap due 

to the field. Though in some sense the discussion of bulk mat­

ter calculations is an academic problem, nevertheless it supplies 

a useful test model from which we can draw physically realistic 

conclusions about the case of superconducting thin films - which 

is directly amenable to experimental corroboration. 
2 

It was pointed out earlier how we might expect to apply 

bulk material results to the actual experimental details of thin 

film specimen. We can still introduce momentum pairs, though 

these are now quantized or discrete at least in one direction, 

and instead of integrating over momentum variable k (as for the 

case of infinite or bulk medium) - we have summation over momen­

tum states. We are typically dealing with samples of thickness 

comparable or smaller than the penetration depth (^5 x 10 cm), 

such that it allows the magnetic field to penetrate the body with­

out much attenuation, yet it is still large compared to the 

atomic scale in order not to alter drastically the basic dynamics 

of superconductivity. Thus we shall not concern ourselves with 

the intrinsic change of properties due to finite thickness, but 
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only the changes induced by the presence of the magnetic field 

relative to the field-free case. 

Under such circumstances, the bulk material results can be 

applied by properly observing the discrete electron momentum for 

a thin film, but otherwise considering a simulated bulk material 

formed by a sequence of thin films (of thickness L) placed side 

by side in which the magnetic field runs parallel to the layers 

with alternating directions. The Fourier transform A(q) of the 

vector potential across such superconducting film layers is of 

the form 

o 
A(q) '~ l/q , where q = nvr/L, n = 1, 2, 3* ... 

Thus the lowest q is = TT/L, which becomes large as L becomes 

small. The need for high q-values (Pippard limit) is evident. 

In section 2, this discrete quantization model is formulated for 

both the cases of thick and thin films and the question of phase 

transition (energy or magnetic field versus gap JZC diagrams) at 

T = 0 K is briefly discussed. 

Section 3 treats the perturbation calculation at T = 0 for 

superconducting thin films in the framework of the discrete or 

lamination model. We shall find that it is essential to take 

into account the correct gauge and electronic boundary conditions 

to arrive at a result valid for very small gap or thickness. 

In Section 4 we derive a formula (Eqs. (4.21) and (4.22))at 

zero temperature which is based on the previous perturbation re­

sult but can be expected to hold for stronger magnetic fields. 
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It shows the energy gap to decrease steadily with increasing field 

without ever vanishing until the whole calculation breaks down 

at extremely high fields. We cannot determine the critical field 

at zero temperature in our framework. 

The above formula can be extended to finite temperatures 

without carrying out calculations in detail. We shall show in 

Section 5 that there exists an approximate scaling rule with re­

spect to the temperature and magnetic field dependence of the gap, 

which enables one to treat the finite temperature case more easily 

than at zero temperature. We find a second order phase transi­

tion at a finite critical field H , which depends on thickness L 

and reduced temperature as L ' (J[,n l/t) ' for not too thin 

films. 

In Sections 6 and 7 our results are compared with available 

experiments as well as with other theoretical calculations, nota-
3 4 

bly by Bardeen , by Douglass in the Landau-Ginzburg-Gor'kov 
5 6 

theory , and by Mathur et al. The measurements of Tinkham and 
Morris on thermal conductivity of lead and those of Douglass^ g 

(2iYi<l Meservey 

using the more direct tunnel approach on lead, do suggest that 

for film thicknesses in the range 500 A to 1000 A and reduced 

temperatures down to 0.)^ a second order phase transition is ob­

served. This agrees with our predictions; moreover, the theoret­

ical curves are in reasonable agreement with the data. 

The concluding remarks of Section 8 evaluate the problems 

which confront the present study on thin films, in particular 

the questions of boundary conditions, a proper and more elaborate 
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extension to finite temperatures, and the case of uneven or non-

parallel magnetic fields. Suggestions are made which will test 

most critically the notions here outlined. 

2. The Discrete Quantization Model 

We consider a parallel thin film of macroscopically large 

dimensions along Oy and Oz, and of thickness L along Ox (Fig. 

1(a)). Equal and parallel external magnetic fields H are applied 

in the plane of film surfaces at x = 0 and x = L. With the 

boundary conditions ^ (x,y,z) = 0 at x = 0 and x = L, the 

single electron wave functions ^ (x,y,z) are 

^n(x,y,Z) ^(Vj sin (n7rx/L) f(y) (f(z) (2.1) 

with 

P ^ - nir/L> 0, n = 1, 2, 3, ... (2.2) 

and so our discrete jump in p is ^ p = TT/L, which is still 
ii-X. n x 

much smaller than the Fermi momentum p^ for typical thin film 

values of L (of order 100 to 1000 A ). Thus we expect that the 

concept of a quasi infinite medium should be applicable. 
9 

The Meissner effect relation for the current j is 
3 

j (q) = K(q)A (q) = Z K. .(q) A (q) 

with 

K. (q) = -(ne2/m) $ + K (q) (2.3) 
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Here n is the number of conduction electrons, of both spin direc­

tions per unit volume. We are interested in the 0 (energy gap) 
(2) dependent part of K(q), viz. Kv (q); this is given to the second 

order in field strength by 

f^r^r f BQi-B/ft) (2.4) 

•f- cross terms. 

2 2 1/2 
E(p) = [ 6(p) + 0 ] is the quasi-particle energy. It will be 

convenient at this stage to work in the London gauge. Since the 

induced current perpendicular to the plane of film is zero, the 

external vector potential in this gauge is then just A(x,y,z) = 

(o, H(x - L/2), O ) . A, (X) is chosen to be an odd function with 

respect to the middle plane of the film. If we want the London 

equation in the simple form j c^ A, this is the proper choice 

since the induced current should also have the same symmetry when 

the magnetic field is equal on both sides of the film. However, 

an additive constant to A(x) does not affect the final result 

(see below). Eq. (2.4) then simplifies to Cpufti** Kyy ~ K) 

K(2>(q)|A (q)|
2= X l<t*fl^A,lf>r (2-5) 

p,* Eft* Efytf) • **tA ***' 

Here the denominator E(p+q) + E(p) is just the energy of the 

quasi-particle pair (hole + particle) created in the intermedi­

ate state. 

It is evident from Eq. (2.5) that we need to evaluate gener­

al matrix elements of the form ^p 1 j(x - L/2)j jp^ . Using 
1/ 



- 8 -

Eq. ( 2 . 1 ) we g e t 

m - t> f -I— - —i— air f I - ^-0 > 

irkfiw w+vf (2.6) 

Comparison of Eqs. (2.5) and (2.6) gives, putting p1 = p + q, 

the only nonvanishing A(q): 

The term qx= 0, or p = p' (no scattering) does not appear, and 

the approximate equality in Eq. (2.7) is generally satisfied for 

2 2 
(Px + P,,' ) » (Py - Pj,'I • Note that for the smallest Jq | = 

We have here evaluated the matrix elements in the single 

electron picture. However it is completely evident that the 

transition p to p' does not depend on the details of paired or 

unpaired states, but rather it is a special nature of the wave 

function and properties of Fourier transform in going from space 

variables to momentum variables. Information about the Cooper 

pairing is inherent in the kernel K(q). 

Equation (2.7) is actually an expression for the external 

vector potential A (q). The physically interesting expression 

is that of the energy change due to the magnetic field given 

by Eq. (5-1) of I C* 
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(-* "X" 

to the second order in A (q). We see at once that the component 

A(q = 0) does not contribute because K(0) / 0 and hence 

K(q) / [1 - K(q)/q2l - > 0 

2 
as q — ^ 0. This means that the ambiguity of a constant addi­
tive term in A(x) is effectively eliminated. 

The discussion thus far is restricted to a single thin film. 

In order to establish connection with the bulk matter case, we 

prove the following theorem. 

Theorem 1 

Bulk medium, consisting of parallel layers of thin films 

placed side by side with alternating magnetic fields (uniform 

within its periodicity), is mathematically equivalent to a single 

thin film in a uniform magnetic field H, where the electrons con­

fined in the film undergo specular reflection scattering at the 

film boundaries, except for the difference that in the latter the 

electron motion has discrete quantization across the film. 

Figures 1(b) and 1(c) exhibit the mathematical equivalence 

in diagrams. An intuitive physical interpretation of the theorem 

is as follows. In the classical sense, an electron follows a 

curved path inside a film and then reflected at the surface. If 

we take the mirror image of the reflected motion with respect to 

the surface, the electron effectively passes into the next film 
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without suffering reflection, but there the curvature is reversed, 

i.e. the magnetic field within the next film appears to be re­

versed. We remark that this picture is valid under the adiabatic 

condition where we neglect scattering of electrons at points of 

periodicity. 

Proof : -

Figure 2 shows the distribution of external field and vector 

potential as a function of distance along Ox for the laminated 

bulk medium. It is evident that ( wwii^o f\y & A) 

Aex(x) - 1/L 2 Cn cos (mrx/L) % (2.9) 
n=o 

Since A (x) is an even function, we have 

C = (2/L) / (x - L/2) cos (nirx/Ljdx (2.10) 
n ~/o 

= -2/L(^) 2 [1 - (-1)"]. 

We see that the even terms vanish identically. The running wave 

form of the Fourier expansion of A (x) is 
oo 

AeX(x) = (1/L) 2 . (c /2) e (2.11) 
n = -oo 

.Thus it is C /2 which is to be equated with the usual Fourier 
n 

ex, component A(q ) of A (x). Hence 

A(cinx) = Cn / 2 = "2//L (L/mr)2H, (2.12) 

n = 2 r + l , r = 0 , 1, 2, 3,... 

Equation (2.12) is completely equivalent to Eq. (2.7)* provided 

the term (2p + q ) can be neglected. Q.E.D. 
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We have established the theorem under the assumption that H 

is constant within its periodicity; in fact the theorem holds for 

an arbitrary field #(x), as is physically desirable since for 

films of finite thickness the field inside is generally x-depend-

ent and different from the surface field. The necessary modifica-

tion requires us to replace A (x) by a generalized function 

A(x), such that 

A(x) - (2/L) ^L A(q) cos qx , 
q 

A(x) is an even function of x, with periodicity 2L, so that the 

general field H(x) is odd (and hence alternating) but also of 

period 2L. 

The study of phase transition at T = 0 K proceeds along the 

lines of an investigation of the total energy £ versus energy gap 

parameter /. Here £ = C + Ofl* where Q, is the non-magnetic 

B.C.S. ground state energy relative to the energy of the Fermi 

sea and Q is the magnetic energy calculated from Eq. (2.8). It 

can be readily shown that C (0) in the weak coupling approxima­

tion (/ <Sc the Debye frequency cut-off Ce) ) is 

£ G) = w % (**/*) - *> - "/*% &»/*»! 
(2.13) 

N is the density of Bloch states of one spin per unit energy at 

Fermi surface, and J3 = NV (V the effective electron-electron in­

teraction). Using Eqs. (2.7) and (2.8), Q can be written as 
A 

(2.14) 
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In Eq. (2.14) we have written, following I, K(q) = (-l/>2)f(q), 

where X is the London penetration depth at T = 0 Kj X = (m/ne ) 

and f(q) describes the non-local nature of the relation between 

j and A with a characteristic bulk coherence length c = v ^ V / . 

In other words, f can be expanded as 

f(q) = 1 " C( J : o q) 2 + 0(( J* o q) 4 ) , (2.15) 
The fuwcttgy)^ 
(f(q.) in general decreases with increasing q, and the sum in Eq. 

(2.14) converges rapidly. For a thick film such that 

XTT/L << | and IT ̂ / L « I , 

the contribution predominantly comes from the first term in the 

summand only. Thus 

- lr»x 
\ us .. - "- v*.-- • (2.16) 

r» © 

Typically, X ^ S x 10 cm and £ ^ 10 cm, so this result applie 

-4 
to thicknesses large compared to 10 cm. 

For such thick films, we see that a first order phase transi­

tion is expected for 0=0 (/o) such that cT (/ ) + <?.(/„) = 0 

{since £ (normal)« 0), i.e. 

(1/2)H2 = - (f0(/J. (2.17) 
o " c ' • 

Qualitatively this type of behavior can be understood from a study 

of the ^versus / diagram shown in Fig. 3(a). £ A(^) I 3 insensi­

tive to / for a thick film (London limit in bulk matter), so 
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point C is the minimum position (little changed from zero field 

value 0 ) forC and point B is the normal state position. As the 

external field H increases, point C rises above point B, so an 

abrupt change of phase from superconducting to normal state takes 

place at 0 » 0 . Ac r o 

For thin films such that ~L/\ ir <* 1 or L ̂  10 cm, we have to 

use the Pippard form of kernel K(q) given by 

22! 
*f 

which is valid for q * >, 1. For small / we may ignore the loga­

rithm term, and approximate thus 

The general expression for £ ., Eq. (2.14), becomes 

S " -^r(lr) £^17. '2.19) 
For small enough /, the leading term of £ (0) is of order 

0 i JLn0) a n d hence I £ J < <£. for sufficiently small /. We ex­

pect on this basis that the £ versus 0 diagram will again be of 

the form that will yield a first order phase transition (Fig. 3h) 

for a finite 0=0 at H = H . This is the conclusion reached by 
3 

Bardeen in a recent paper. It is, however, misleading. We shall 

presently prove the following 

Theorem 2 

In a thin film which allows complete penetration of the mag­

netic field, the superconductive ground state energy is lower 
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than that of the normal state within the framework of diagonal 

quasi-particle approximation, the meaning of which is specified 

below. From this follows that no first order phase transition 

from superconductive to normal state can be produced at least in 

this approximation. 

The proof is simple. In I a general approach was developed 

whereby one sets up the energy gap equation in the presence of an 

external field. It consists in first considering single electrons 

as under the influence of the external field and then performing 

the B.C.S. type pairing in the presence of the field. This alter­

native was studied using the techniques of field theory in which 

Green's functions for quasi-particles in a magnetic field was con­

structed. When an expansion in A was made, it was shown there 

that the reduction of energy gap to the second order in A was 

equivalent to the variational result. 

We now use this formalism without perturbation expansion. 

Let the single electron eigenstates and energies in the presence 

of the field A be labeled by n and £ . Since the film is thin, 

A is equal to the external field A . We then introduce a pair­

ing between n and its counterpart n. We may take n to be the spin-

and space-inversed state of n since the Hamlltonian as well as the 

boundary conditions remain invariant under spin inversion and 

x - L/2 —> -x + L/2, y —> -y, z —> -z. (it is beyond the scope 

of this paper to discuss the relation between n and n under more 

general Hamlltonian and geometry.) The only difference from the 

free field case is that instead of €(p) and 0{p), we use € and 
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0 in setting up the BCS variational procedure. In particular, 

the energy gap equation becomes 

1 ti a r* ' 
>»» ^ ^ 

(2.20) 
m 

and the ground state energy (relative to the normal state) is 

(2.21) 

which is <C 0 unless all 0 = 0. 

In the field theoretical treatment of quasi-particles, the 

energy gap parameter 0 need not be diagonal in the states n 

which make the single particle energy diagonal, but 0 can be in 

general a matrix. But from the variational point of view, our 

estimation still gives an upper bound to the total energy C . So as 

long as this diagonal quasi-particle approximation produces a super­

conductive state, its true energy is a fortiori lower than that of 

the normal state. This theorem can be extended in a straightfor­

ward fashion to finite temperature by replacing C with thermo­

dynamic free energy. 

Bardeen's result is not necessarily contradicted by the above 

theorem since the above method may not be able to give a super­

conductive solution when there is actually one in a different treat­

ment such as the perturbation theory. This, however, is unreason­

able because the diagonalization with respect to the magnetic 

eigenstates n will be more justifiable as the field increases. 
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In the following sections we shall find that a detailed anal­

ysis of the implication of our discrete quantization model on the 

form of the kernel K(q) in perturbation theory actually leads to 

a different result from Bardeen's, and that the above theorem can 

be reinforced in the case of a separable potential. 

3. Perturbation Calculation in Thin Films 

In this section we shall examine carefully the kernel K(q) 

under the boundary conditions of a thin film elaborated in Section 

2. The relation between K(q) and the self-consistent self-energy 

in the field theoretical method has been established in I. The 

self-energy equation in a magnetic field reads, to the second 

order in A, 

*0 -rt) 

Then 

2(%) ~ 4>fU*<»/+), 

(3.1) 

According to Eq. (2.18), K(q) "v/, so that 5K/3 0 is independent 

of 0. This suggests the possibility that the expansion parameter 

of the perturbation theory for !>" for small 0 is something like 

/A| /0 or //A/ 00)xn0. If this is the case, obviously we cannot 

terminate our expansion at the second order terms when 0 becomes 

small, but we must include all higher order terms, the sum of which 

may exhibit a quite different analytic behavior. 
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The above situation is somewhat paradoxical. For a normal 
2 

metal state we can stop the expansion at terms proportional to A , 

since in a small sample the electrons do not make circular orbits 

at such magnitudes of the field as are concerned here. We can then 

start from electrons weakly perturbed by H, then introduce the pair­

ing. It is difficult to imagine how this would introduce higher 

powers of |AJ //. 

If we analyze the form of K(q,/) for small 0, we find that the 

dominant contribution comes from the states where both of the inter­

mediate particles are within the energy band width 2/ (Fig. 4). 

This can be seen as follows. We have 

K(q^) ~ 2 i<MijLL>r (3.3) 

When both intermediate states are in the band, E(p) + E(p + q) «t 

20; )<-1 ̂  | is essentially constant, while the phase space vol-

ume for a q (rather q ) transition is rertrlc'teet "to |ces^/ <£.$/'U'f.Q*> 

Equation (3.3) then gives for the /-dependent part of K(q) a term 

proportional to 

which is precisely the leading term of the B.C.S. kernel (2.l8) 

for small /. 

With the discrete electron momenta for a thin film, however, 

this leading contribution vanishes. We have discrete states 
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separated by q. -- TT/L along the X direction as shown in Fig. 4, 

so that for sufficiently thin films the thickness 20/nJ^ of the 

B.C.S. momentum band becomê , small compared to the separation q . 

Since the electronic transition takes place horizontally between 

different; states, there will be a certain critical film thickness 

below which nc transition can take place between two points with­

in the band, except for the special case mentioned below. Simple 

geometrical considerations show this condition to be 

(TT/L)2 = q0
2>m//2 = PF/27rJ'o (3.4) 

Taking X = 10" cm, we have L^0.8 x 10 cm. (Actually, this thin 

film condition will be relaxed later.) 

The only situation where both points lie in the band width is 

when the transition t;akes place between symmetrical points with 

respect to the origin 0, for instance the p to p transition 

shown in Fig. 4. We note however that this is forbidden since 

q = 2p = 2r7r/L. In fact K.\ J (q) given by Eq. (3.22) of I gives 

in our case 

*»* /vw«v* "** -̂  'v* (3-5) 

so for symmetrical transitions where &(p) - €(p + q), we have 

We see therefore that for thin films the leading contribution 

comes from states where cnly one of p and p lies in the band. 

It is also clear that K. . -= 0 unless i = j, and moreover i = j 

= y is the only physically relevant part in our gauge. 
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We need now to study and evaluate semi-quantitatively the 
(2) (2) 

kernel K. . (q) or rather 9 K> .' (q)/£/, since ultimately we shall 

be concerned with a self-energy type compensation equation given 

by Eqs. (3.1) and (3-2). For convenience of notation write 

E(p) = E and E(p + q) = E(p') = E', then 
/W. (VW> AAA +*+ 

In Fig. 4, we have labeled the band region by A, and the re­

gions outside by B. Since we have shown that contributions from 

E, E' C A vanish for sufficiently thin film slabs, it is evident 

that the leading contribution must come from transitions with 

E C A(B) and E1 C BfA). To fix our attention we consider the case 

where E C A, E'C B; for sufficiently small / we have E' ̂  |6'f.»E. 

Since |q|« pp, 

where 0 is the polar angle shown in Fig. 4. Further, 

effectively since terms proportional to €€• ' vanish upon integra­

tion within the narrow band where £ runs over both signs while £ ' 

remains practically constant. Thus we get 
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_ 2L £t HE ff 

(3 .8 ) 
i 

jh>J!$ JcosO jx 

where the following crude approximations are understood: a) The 

discrete p summation is replaced by an integration with cut-off 

|^|cosQ| ̂  cosG-, since a large contribution comes from small 

values of cos9, and b) the ^-integration is performed for fixed 

9 over £ ̂  \G(0\ ^ 1^ / ~If".^^^l since we have assumed jf = p C A, 

p'^B. A factor of 2 is included to account for the possibility 

|»£ B, ^C A. Finally we use Eqs. (3-21), (3-8) and (3.11) of I 

to obtain 

and 

J • (3.10) 

The self-energy of a quasi-particle in general depends on the 

state one considers, and in particular it will show some anisotropy 

due to the quantization of p . Such an effect is disregarded here. 

Furthermore^ we see that the summation over q in Eq. (3*9) is 

heavily weighted in favor of small values of q since 

I i 2 2 6 
A'(q)/ /q ^ l/q . Thus it is practically sufficient to keep 
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only the first term: q = q = TT/L; the next term will be smaller 

by a factor 1/3 •& 1/600. So in the following,, we shall limit our­

selves to the single term q = q . 

With this in mind., the natural cut-off 9, in Eq. (3.9) would 

appear to be given by 

cos91 = Tr/LPp (3.11) 

since this corresponds to states with the smallest p . However; 

the physical situation requires a closer study of the conditions 

affecting the problem before deciding upon the appropriate cut-off. 

We will tentatively integrate Eq. (3-9) with an unspecified cut-off 

cos9 « j and obtain 

' ' (3.12) 

?• = """A . 

A factor of 2 arises when one sums over q = +q . This result is 

free from the objection raised against the earlier formula (3.2). 

In fact o0 is proportional to 

pfsh"1(Ql0^
cose

c/^) ̂  0 i?n(2qoirFcos9c/^) (3.13) 

since the argument of sh is > 1 in view of our definitions (3«^) 

and (3.11). So 4 0 has the same type of ̂ -dependence {^$j[n$) as 

2 (#) given in Eq. (3-2). 

Although Eqs. (3-9) and (3.12) have been obtained under the 

thin film condition (3-4), it appears to be valid also for thicker 

films. In the latter case, there will be contributions to the 
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kernel K(q) coming from transitions between states within the band 

Aj and one expects the result to agree with the old formula (2.l8), 

This is in fact so except for a minor difference. Observing that 

sh (qtJE003® /$) "̂  qiCcosG /$ in the "thick" case, we find from 

Eq. (3.9) that 

*»" ff^^^ (3-16) 
MM 

which is to be compared with the leading term in Eq. .(3.25) of I 

*.-f s^,-^im)-'>j (3.15) 

The correction factor TT /8 = 1.24 may be related to the geometry. 

We may therefore regard Eq. (3.12) to be valid irrespective 

of the restriction (3.4) as long as the thickness is small com­

pared to the penetration depth. In spite of this reasonable be­

havior of our result we have not yet solved the problem. We need 

a more critical examination from a non-perturbative point of view 

before coming to the discussion of phase transition. 

4. Extension of the Perturbation Formula 

It was remarked earlier that there is in principle no need 

for perturbation expansion with respect to the magnetic field. 

Within the framework of diagonal quasi-particle approximation de­

fined there, an exact solution can be obtained by pairing appro­

priate electron eigenstates in the presence of the magnetic 

field H. 

As was originally assumed in the B.C.S. theory and also 
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adopted in other calculations, let us suppose the interaction to 

be separable. For its general form take 

* 

Vr = <rt'WhT> = sfst 

where p and p = -p are the paired momenta. The energy gap equation 

takes the form 

^ - $+ . 
In particular, |S | = 1 if V ,13 constant within a domain D and 

zero otherwise. In the presence of the field, we obtain the same 

equation if we label the states by n instead of p, namely 

E-H = [ C - l ^ r j ^ ^ u - s ; ^ (4.2) 

This may be cast into 

i = vT-Jr, 
« *£•„ > 

=;- i^+riy* 
(4.2') 

by introducing the averages V and ]?. The magnetic field dependence 

of G? will come from £ and V. Let us first consider € . r n n 

For most of the electrons near the Fermi surface, the mag­

netic energy is small compared to the kinetic energy, and pertur­

bation theory should be adequate since the classical electron 
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orbits do not deviate much from straight lines. We may still label 

the states by the unperturbed momenta p, and € (H) takes the form 

€ffiH) == ̂ ^O + e2-H^La'0+ ?//&)/*+* (4.3) 

as can be seen using the W.K.B. method. This represents the dia-

magnetic energy increase for electrons confined to within the film. 

Equation (4.3) is not applicable when/p /p /becomes very large. 

This is because these electrons run nearly parallel to the film 

and get localized to one side of the film by the magnetic field 

-(Fig. 5). The geometrical condition for this to happen is 

zeHLfy/fr* > I , 

Those "boundary electrons", however, would not contribute to the 

pairing energy of superconductivity since we have paired space-

reversed states which are now separated to different sides of the 

film. We shall see this later explicitly. 

Equation (4.3) represents an expansion and distortion of the 

Fermi surface. We must recall here that 6" must be measured re­

lative to a chemical potential so as to keep the average (5=0. 

Hence only the distortion will affect Eq. (4.1), and this is a 

fourth order effect on the effective density of states N at the 

Fermi surface. The entire picture breaks down only when H is so 

strong as to make the radius of curvature comparable with the 

thickness. For L /vlO cm, we get H = p^/eL <*ulO gauss. 

We see therefore that the main effect of the field arises 

through the change of the matrix element of V, and in going back 
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to Eq. (4.2), we come to the following interesting assertion. 

Theorem 3 

Under the assumption of separable potential and essentially 

continuous single particle energy spectrum, the energy gap in the 

presence of the field is reduced, but superconductivity is never 

broken unless S = 0 for all states n near the Fermi surface (except 
n v 

for points of measure zero). In the latter case, the minimum 
energy gap defined by Min £ E } is zero, but a superconductive 

n n 

solution to Eq. 1^.2) may still exist (j2f = S 0, 0 4 0) . 

The proof will be rather obvious. When S = 0 for those states 

with € = 0 (Fermi surface), Eq. (4.2) does not become singular as 

0 —> 0 since those states do not contribute, so there may or may 

not be a superconductive solution. On the other hand, if S ^ 0 

in some portion of the Fermi surface, one can always find a solu­

tion by making 0 sufficiently small unless the discreteness of 6" 

becomes important. The minimum energy gap can still be zero. 

(This observation brings in the necessity of distinguishing the 

vanishing of energy gap from the vanishing of "superconductive" 

state and consequent phase transition to the normal state. A 

"superconductive" state with a vanishing gap will have different 

physical properties from the ordinary one. In this paper a super­

conductive state is meant to be a state with 0-^0 for some n.) 

Under a condition like our magnetic field problem, it would 

actually be difficult to realize the special case of theorem 3 

since the system is anisotropic, which means that it would be dif­

ficult to destroy superconductivity completely by a magnetic field. 
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It is true that the actual interaction does not exactly have the 

property assumed, so the problem of critical field may depend on 

the details of interaction. It is also true that even though S 
o n 

of theorem 3 may not exactly vanish, it may become so much reduced 

everywhere that the gap vanishes for practical purposes. 

At any rate, it is clear that the effect of the magnetic field, 

whatever the dependence, may be regarded as a change in the effec­

tive coupling parameter P = NV. Namely, P will now become a func­

tion of H and 0. (it depends on 0 because V depends on the weight 

function l/E' which involves 0.) Consequently we may write the solu 

tion to Eq. (4.2') as 

$ = Za> £*{[- {/f>(»'p)l (4.4) 

which is a transcendental equation. If ̂ decreases smoothly to 

zero for some H, 0 vanishes at this point and we shall have a second 

order transition to the normal state in view of theorem 2. 

Setting up Eq. (4.2) and solving it in the magnetic field is 

an involved task. Furthermore, there is not much sense in doing 

it since the real potential will be more complicated. We can, how­

ever, compare our perturbation formula (3.12) with Eq. (4.4) and 

thereby identify g (H,^). This is legitimate for weak fields, but 

it seems reasonable to expect that Eq. (4.4) has a larger domain 

of validity than the simple perturbation formula. 

In order to carry out this program, let us take a differen­

tial of Eq. (4.2) 
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By the standard technique, the first sum reduces to 

« -frf ZJL, = - frf(?/f') (4.6) 

Comparing this with Eq. (3.9) we immediately obtain 

~ fJ T¥j e IE r̂— 

(4.7) 

where )i = q OTLCOSO . Hence from Eq. (4.2) we find 

, - is,i1 = -svjv. - a e , ' ^ r A-.^ f«CO 
r* 

f.cro = [ I ) € / < > € (4 .8 ) 

3 161 > * 

Here V is the potential for the field free case (V , = V if o p p o 

PJP'C D̂  and zero otherwise). 

Since |s | ^ 0 , the perturbation result certainly loses its 

meaning if the right-hand side of (4.8) exceeds 1. We must then 

choose a cut-off 9p according to 
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We have ignored here the complication arising from £<&) . Equa­

tion (4.9) is similar to Eq. (3.11) but more stringent. Beyond 

this angle up to 9, we shall set simply 

(4.10) 

Equation (4.2) now may be written 

1 = 2 ^ = ^ 2 l F + v '? (4.11) 

Consulting Eqs. (3.12), (4-2), (4.8), and (4.10), we get 

I = f. S^fa/f) ' ?*(** * £)sl*'l(**/f) Ct>sBx>ccsBi (4.12) 

I II Here P = NV ; r and r come from the two regions corresponding 

to Eqs. (4.8) and (4.10) respectively: 

t* « at (-\ + 1/ccsS^ ) ~ 1*1(1+'1)3 - <* 

if* c»&t'[^M)JK (4-13) 

and ifp = ̂ (cos9p). Equations (4.12) and (4.13) are primarily de­

signed for small cos9p <SC 1 and large ^t/0 (thin film), but should 

be reasonable for the entire range. Especially rA is made to 

vanish correctly for cos9p = 1. 

In case cos9p < cos91, there is no region II, so that 
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Since 1/c = sh 1Ce;/̂ o ^ j|n(2«V'0o) and sh
 1 (tf^ A>^n(2*^), Eqs 

(4.12) and (4.14) may also be written (dropping the bar) 

-(rl + rl1) sh" 1^^) 

<-- - r, sh i 

or 

r^ sh-^/J*) 

, exp[-(rj + r1^) sh - 1^/^) ] (4.15a) 
^/^o = j 2 2 2 

6 exp[ -r^ sh"1^/^)] (4.15b) 

which are transcendental equations for 0. For simplicity, we 

shall write them as a single equation 

0/0o = expt-rsh" 1^)]. (4.l6) 

For sufficiently weak fields Eq. (4.15b) applies, but as the field 

increases and/or the thickness decreases, we go over to Eq. (4.15a) 

The transition takes place at cos 9-. = cos 9p, or 

(7r/pFL)
2 = ao/(l + ao) Xz ao <& 1 (4.17) 

s i n c e the l e f t - h a n d s i d e i s <£ 1. In terms of H and L, t h i s means 

Tr/pFL = y/8 eHL2/7r5 (4 .18) 

v ^ eHB 2 (p p L)A 4 = 1. 

-5 For L = 10 cm, it corresponds to H Sis 25 gauss, and for L = 

0.5 x 10 cm, E ^i 200 gauss. Fields stronger than these will 

lead into the domain of Eq. (4.15a). 
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For very strong fields, 0 becomes small so that sh (dt/0) ^ 

in(236/0). Thus Eq.(4.l6) reduces to 

0/0o = (2^/0)-
r = (2^/0 o)-

r/( 1- r^ (4.19) 

exp [-(r/l-r)in(2^/0o)] . 

For large a, then, it decays exponentially like 

0/0o = exp [-2a£n(2^2/0o) ] = (2^2/0o)-
•2a [4.20) 

according to Eq.(4.13), but will not vanish at a finite magnetic 

field. 

It is not possible to solve Eq.(4.l6) explicitly for 0 

over the entire range, but the following formula 

0 / 0o = exp [- (r/l-r) sh"1(>€/0o) (4.21) 

r - a/ /a^ , 

^ o = ^ o f o ^ f o r a< %> (4.21a) 

r = a\ ( a / l + a ) l / 2 + ( l + a / a ) l / 2 -2 } + (cx/l+a)1/2- / ^ 

^ ^ o - ^ 0 j 0 ( a / 1+a)1 /2 for a > V ( 4 i 2 1 b ) 

/ a T = Tr/pwL , 
o 

o 2 t J 2 T 4 / 6 a = oe H L /TT 

turns out to be a fairly good representation of the solution to 

Eq. (4.16). 

For a relatively thick film and weak field, sh y/0 may 

be replaced by d£/0 , and Eq.(4.2l) reduces for a 4C 1 to 
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0/0 = exp 
o 

-r X/0, 
o 

- exp f-Trq0 |0 y a l (4 .22 ) 

= exp [ - (8 /7r 4 )^ o L 5 (eH) 2 Y_ 

where y = 1 fo r a< a , and Y ~ 1 fo r a > a . Since our c a l c u l a t i o n s 
1 o ' o 

have been based on thin film conditions, perhaps the exact value 

of Y following from Eq.(4.21b) is not to be trusted. But Eq.(4.22) 

above is a rather convenient way of seeing the qualitative beha­

vior of 0/0o since ^(r,26/0 ) defined in this fashion turns out to 

be not too wildly varying over the entire range of a. In fact, we 

know from Eq.(4.20) that y — ^ 2J?n(27rq | )/Trq f as a —^ oo, which 
-5 c -4 is ^ 0.1 for L = 10 cm and 5 =10 cm. In the intermediate ' o 

range a = 0(1), y can be ^ 1 . 

The fact that our result does not produce a phase transi­

tion at a finite field is in accordance with our general considera­

tions, but cannot be taken literally since it is certainly not cor­

rect to extrapolate our crude theory to arbitrarily high magnetic 

fields. It only demonstrates the difficulty of completely destroy­

ing superconductivity at zero temperature. 

We conclude therefore that at zero temperature the gap will 

decrease steadily with increasing magnetic field, and will undergo 

a second order phase transition at a critical field H which is 

probably very high but cannot be estimated within our framework. 

H may be as high as the field necessary to produce complete cir­

cular orbits within the film (H.~.p/eL). We must, however, also 

take into account the spin paramagnetic energy which tends to de­

stroy the B.C.S. type pairing: 

2 ^ - / kT » 6 x 10"5 gauss / 0K . 
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Finally, we would like to emphasize that the energy gap will be 

anisotropic in a magnetic field, and may actually go to zero 

around the direction perpendicular to the field and parallel to 

the film since those electron states are most disturbed by the 

field. The tunnelling and the thermal conductivity experiments 

will measure different quantities in such a case. If, however, 

impurity scattering is important ("dirty" superconductor), the 

anisotropy tends to be smoothed out. 
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5- Phase Transition at Finite Temperatures. 

The treatment of the magnetic field problem at finite 

temperature goes in much the same way as in the previous sections, 

and qualitatively speaking it is even easier than at zero tempera­

ture. The problem of phase transition in these two cases can be 

treated separately. 

The basic procedure is variational calculation where one mini­

mizes the thermodynamic free energy in the presence of the magnetic 

field. This was carried out in detail by Bardeen^ in perturbation 

theory. The objection raised against his calculation of the kernel 

K(q) still holds, but it does not look as serious as at T = 0. 

This is because both the H-independent and dependent parts of thermo­

dynamic free energy F behave alike as functions of the variational 
s 

parameter 0'. 

Ft
W oc +.+ t«»k(ptA) H' 

- +'H* ' / • • * ' . (5.!, 
where t = T/T , p = 1/^T; 0 is the gap at T = 0 . This is the 

reason why he obtains a second order transition at higher tempera­

tures, t > 0.325, 

From our point of view, we will have to redo all the calcula­

tions with our geometrical conditions and using thermal Green's 

functions. Here let us avoid these troubles and look at the 

structure of the energy gap equation for finite temperature when 
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the magnetic eigenstates are paired: 

k = Z v.* ̂  *a 9»f./«) 
"» afc*i ' (5-2) 

E and V depend on the magnetic field, but not on the n nm ^ e 

temperature. But when we express the solution 0 *y0 in terms 

of an effective coupling constant p = NAT after rewriting Eq. 

(5-2) in the standard form 

1 - vTg tanh(f3E /2), (5-3) 
« n 

a temperature dependence of p creeps in through the definition 

of the average V with respect to the weight tanh(pE /2)/E . 

We point out, however, that the weight function is rather in­

sensitive to temperature as the actual 0 changes with temperature 

to keep the sum in Eq. (5-3) constant. This corresponds to the 

well known fact that the coherence length is nearly independent 

of temperature. As a result, we may regard o as a function of 

the magnetic field and the gap parameter at T = 0: <p = £>(H )0Q)' 

This brings in a great simplification of the problem for finite 

temperatures. Let us plot, in the standard manner, the 0 vs. T 

curve for the field-free case corresponding to a coupling para­

meter c . As the magnetic field is switched on, the effective 

coupling parameter c decreases from c , but this change is 

temperature-independent. Consequently we obtain a family of 

curves which are only reduced in scale (note that 0 and the 

critical temperature T are proportional to each other). These 

curves are shown in Fig. 6 (broken lines). 

Now suppose we are operating at a fixed temperature T-,. The 

energy gap 0(H,T-, ) is given by the intercepts of the family of 



35 

curves with the vertical plane T = T,. With increasing H, 0 

comes down steadily until it vanishes when T-, happens to be the 

critical temperature for a fictitious superconductor with re­

duced coupling parameter o = P(H). Hence 

Theorem 4. 

A thin superconductor in a magnetic field behaves approxi­

mately like a fictitious superconductor without the magnetic 

field, but having a reduced gap and a correspondingly reduced 

critical temperature. For fixed T and variable H, it undergoes a 

second-order phase transition when the critical temperature of 

the fictitious system equals T. 

Let us express the above relation quantitatively. For H = 0, 

the energy gap 0(T) has the universal form 

0(t)/0(O) = F(t) 

F(0) = 1, F(l) = 0 

0(o)= C&f.. (C = 1.75 in the B.C.S. theory) (5-4) 

When H j= 0, 0(0) and T are replaced respectively by 

0(0,H) = R(H)0(O) 

TC(H) = R(H) Tc (5-5) 

where R(H) is the scaling factor. We get thus the general formula 

0(t,H) = R(H)0oF[t/R(H)] 

0o = 0(T = 0, H = 0) 

t = T/Tc(H = 0) (5.6) 
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Since F(t) = 0 at t = 1, it follows immediately that the critical 

field H at which 0 = 0 is determined by 

R(Hc) = t . (5.7) 

1/2 Near t = 1, F(t) behaves like (l-t) / , so that 

0(t,H)~(l-t/R)1/2 = [l - R(Hc)/R(H)]
 1 / 2 . (5.8) 

R = 0(O,H)/0O is given by Eqs.(4.21)-(4.22) depending on their 

applicability. In general the weak field formula (4.21a) will be 

valid at high temperatures where R « 1 . At lower temperatures a 

changeover to Eq.(4.21b) takes place as the field increases. How­

ever, this depends on film thickness. We will consider the two 

cases. 

1) ^o^o v// ô ~"1" T h i s happens for a relatively thick film 

(L £ 0.5 x 10"5 cm for ̂ o = 10"^ cm). Then Eq.(4.22) (with 

y = 1) is certainly valid for temperatures 

t >to = RO = ^ [ - v ^ y (5-9) 

c -4 This is very close to 1. For example, with v =10 cm, 

t = 1 - 10"5 for L = 10"5 cm and t = 0.9 for L = 0.5 x 10"5 cm. o o 

The 0 vs. H curve following from Eqs.(4.22) and (5.8) becomes 

then 

02(t,H)/02(t,O) = 1 - H2/Hc
2 , 

eH c (l-t)l/2(7r2/ /S ) % -1/2 L^/2 (5-10) 

This essentially agrees with the results of Ginzburg-Landau-Gorkov 

Douglass theory and of Bardeen near t = 1. 

For temperatures below t , there will be a changeover 
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to the region a^a at a field determined by Eqs. (4.17) and 

(4.18). As long as a<^l, 7rqoV0/a<l, Eq. (4.22) is still 

good, but the 0 vs. H behavior will be somewhat more complica­

ted than Eq. (5-10). The critical field is given by 

eHc = (inl/t)2- (yv2//E)l L (5.11) 

which goes over to Eq. (5-10) for t £S 1. 

As the temperature is further lowered, we begin to deviate 

from Eq. (5-11)• H must now be determined numerically from 

Eq. (4.21). This happens for the temperature ranges of most 

experiments. 

2) Trq <r /a » 1. For this very thin film case, the change­

over between a<d, and a>a will take place if 

o ' o 

t < t o = R0=c exp[ - /^ o /n (2Trq o £ o / a o ) ] , (5-12) 

Above t h i s , we have then 

0 2 ( t ,H) /0 2 ( t ,O) = 1 -H2/Hc
2 , 

e Hc = (In 1/t)* ( 7 r V 8 ) ' l p / 2 L " ^ [ / n ( 2 7 r ^ o / p F L 2 ) ] - ; i ( 5 . 1 3 ) 

At lower temperatures when Eq. (4.21b) takes over, the behav­

ior again should be determined numerically. 

6. Comparison Between Theory and Experiment. 

In order to express our basic equation (5-6) analytically, it 

12 is convenient to use the implicit form 
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0(t)/0o = tanh [0(t)/0ot]. (6.1) 

Introducing the scaling factor (0 —^ R0 , t ->R~ t), we obtain 

0(t,H)R-1(H)/0o = tanh [0(t,H)/0ot] (6.2) 

which we can write in the form 

t/R(H) = tanh*/.^ 

or y =JJn[l/R(H)] - (n 1/t = Jn(tanhat/*) (6.3) 

where x = 0(t,H)/0 t. 

We can plot all data on a single y vs.X curve if we measure 0 in 

units of 0 t and shift the y-coordinate by j/n 1/t for different 

t. For those relatively thick films and weak fields where Eq. 

(4.22) applies, jfn 1/R ^ H2, so that Eq. (6.3) becomes of the 

form 

CH2 -jfn 1/t = ln(tanhX/*) (6.4) 

Eq. (6.3) is plotted in Fig. 7- Also shown are the experi­

mental points of Morris and those of Douglass and Meservey for 

lead, based on Eq. (6.4). These are well outside the range of 

applicability of Eq. (4.22), but numerical calculation has shown 

that Jin 1/RocH is still valid to a good approximation. In 

addition, we find H = 3700 gauss under Douglass' condition 

t = 0.12 and L = 10" cm. Figure 8 shows the same comparison on 

more conventional plots. We see that the general trends at lower 

temperatures are 
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correctly predicted by the theoretical curve. 

We have a few remarks to make. 

1) Lead is an anomalous superconductor with a large 

coupling parameter o whereas our theory is based 

essentially on the weak coupling. 

2) The effect of the finite penetration depth is 

neglected in our formulas. 

3) The experimental conditions are more complicated 

than those assumed in our model (parallel surfaces with 

specular reflection, no impurity scattering, etc.). 

4) There are certain uncertainties in the interpreta­

tion of experimental data, e.g. the identification of 

0 with measured quantities, and the exact determination 

of H where 0 vanishes, c 

Each of these points can be taken into account if necessary, 

but since all of these possibilities may be present and may cause 

modifications in different directions, we have not attempted to 

analyze them. In view of the crudeness of our theory, we there­

fore conclude that the agreement between theory and experiment 

is at least qualitatively satisfactory. 

7- Comparison With Other Theories. 

Bardeen in a recent paper on critical fields in superconduc-
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tors, concluded that the microscopic theory yielded a first order 

phase transition for thin films with reduced temperature T/T ^ 

0.3- His calculations differ from our approach in two major 

respects; (a) our use of discrete quantized momentum variables 

q rather than the continuum momentum variable and (b) our choice 

of the London gauge rather than an arbitrary gauge for purposes 

of calculations. 

Our adoption of the discrete quantization model and the London 

gauge enables us to conclude that for sufficiently thin films, 

the leading term in the B.C.S. kernel K(q), //q, vanishes; this 

in turn determines in a crucial way in the framework of perturba­

tion theory the question of phase transition at low temperatures. 

In fact if we take o/ calculated for the bulk material case in 

I, apply alternating fields H and other specifics appropriate 

to the thin film case (c .f .̂ ,(2.19) ) , we find complete equiva­

lence with Bardeen's calculations for this case if the //q term 

in K(q) is naively retained. 

The choice of the London gauge, aside from vastly simplifying 

the form of K(q) for the Meissner relation (c.f. (2.5) ) , also 

sorts out in a simple manner those transitions q which are 

important to the discussion. A general gauge will involve us 

in momentum variables p , and the paired states (p ,-p ) in such 

a gauge are not really the correct choice since they are far 

apart and hence give small correlation energy. 

For cases when there is a large amount of thermal excitation 
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4 5 present, or T/^T , the Ginzburg-Landau-Gorkov-Douglass theory '-^ 

-3/2 
predicts second order transition for thin films with H «c L . 
^ c 

7 
Despite the fact that experimental data' seem to suggest that 

it might be possible to account for the low temperature proper­

ties along the lines of G-L-G theory as well when a sufficiently 

strong field is applied so that /(H) ** kT, we wish to point out 

that Gorkov's theory (even with the inclusion of a strong mag­

netic field) cannot reproduce our results for T near T = 0 K. 

This is because the Gorkov theory is essentially a London 

Theory, JT « A , where J" and A are the bulk coherence dis­

tance and penetration depth respectively. Since _£ = V^/TT^, at 

T = 0, we have \ —>0C>as / —> o (strong magnetic field near 

critical field H ), and the London limit is not satisfied. 

Mathur, Panchapakesan and Saxena arrived recently at the 

conclusion that a second order phase transition is expected at 

T = 0 K for thin films based on earlier calculations of Gupta 

13 14 

and Mathur ' which used Wentzel's theory of gauge invariance 

It appears that Mathur et. al. took the London limit for bulk 

specimen parameters y and A in their study. This is quite 

evidently not satisfied for thin films where the appropriate 

limit is the Pippard non-local form when expressed in terms of 

bulk material parameters J? and A . This is to be contrasted 
4 

with the work of Douglass on thin films, where the London limit 

is used appropriately in the form | ̂  A, with 5 and A.the 

coherence distance and penetration depth for the thin film 

itself. 
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8. Concluding Remarks. 

We have adopted specular reflection boundary conditions for 

electrons at film surfaces. Though a more exact solution, say 

IS 

for an electron in an image potential v is certainly more prefer­

able to any artificial boundary condition on some ad hoc "surface!,' 

we feel that our conclusions are dependent primarily on the 

London gauge rather than on the details of boundary conditions or 

the shape of the boundary. In this connection it will be instruc­

tive to study the cases where, for example, the magnetic field is 

not parallel to the film surfaces, or parallel but unequal fields 

are applied at the opposite surfaces. This will involve us in 

the proper choice of current distribution, and pairing so as to 

optimize the balance between magnetic and pairing energies. Sign! 

ficant modifications that would ensue are already suggested in the 

4 16 
works of Douglass and Tinkham. 

A proper extension of the present work to finite temperatures, 

which evaluates K(q,T) in terms of thermal Green's functions in 

17 the presence of magnetic field, ' is obviously highly desirable 

since the temperature dependence here is introduced only qualita­

tively via Theorem 4. Such a comprehensive analysis will allow us 

to compare reliably our results with those of G-L-G at high 

temperatures. 

Finally, experimental work on thin films in the range 100 to 

1000A , at reduced temperature T/T < 0.3 for a soft(and weak 

coupling) superconductor like tin will test most critically the 
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present notions. We note especially that our formulas are 

generally valid only in the weak coupling case (NV« 1), thus it 

may perhaps be improper to infer any definitive conclusions from 
7 8 

experimental studies ' on an anomalous (strong coupling) super­
conductor like lead. 
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Figure Captions 

Fig. 1. (a) Thin film of thickness L along Ox, with equal and 

parallel magnetic fields at film surfaces. 

(b) Parallel thin films, side by side, with alternating 

fields H applied in the body of the film. 

(c) The mathematically equivalent single film, with 

magnetic field H and specular reflection at film 

boundaries. 

Fig. 2. The distribution of external field and vector potential 

as a function of distance along Ox for the laminated bulk 

medium. 

Fig. 3' (a) The energy versus energy gap $ diagram for a thick 

film; yt> is the critical gap for a first order 

phase transition, 

(b) The energy versus energy gap $ diagram for a thin 

film, according to Eq. (2.19)• 

Fig. 4. Cross section of Fermi sphere, with discrete slabs 

separated by ir/L along the x-direction. The annulus 

region represent the B.C.S. band of interaction of width 

2*/ vr 
Fig. 5« Situations whereby the electrons are localized to one side 

of the film. 

Fig. 6. Three-dimensional plot illustrating the scaling rule. 

Curve PP gives the profile of 0 vs -JJy, R(H) ^ CH at 

a fixed t. 

Fig. 7' Universal function y = Jtn(tanh x/aC ) and experimental 

points. The experimental points of Morris are those 

obtained by using the B.C.S. relation 0 = 1.75 T : 

t = T/T was computed with T = 6.20K. o o 

Fig. 8. Comparison of theoretical and experimental curves on 

conventional plots taken from reference 8. 
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