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High intensity lasers can be used to perform measurements of materials at extremely high

pressures if certain experimental issues can be overcome. We have addressed those issues and

used the Nova laser to shock-compress liquid deuterium and obtain measurements of density and

pressure on the principal Hugoniot at pressures from 300 kbar to more than 2 Mbar. The data are

compared with a number of equation of state models. The data indicate that the effect of

molecular dissociation of the deuterium into a monatomic phase may have a significant impact on

the equation of state near 1 Mbar.



2

I. INTRODUCTION

The theory of condensed molecular hydrogen predicts that at sufficiently high pressure, both

the 15-eV bandgap and the 4.5-eV molecular dissociation energy decrease with the element,

ultimately transforming into an atomic metal at ~ 3 Mbar, even at 0 K. Between ~ 0.1 and

3 Mbar, thermal dissociation and ionization can occur at temperatures well below the zero-

pressure limit. How hydrogen transforms from a condensed molecular state into a partially

ionized dense plasma is of fundamental interest and has a profound impact on the equation of

state (EOS) at high density. This EOS is integral to a broad spectrum of disciplines, such as

understanding the structure of the Jovian planets or designing ignition targets for inertial

confinement fusion (ICF)[1–3]. The EOS model of Saumon and Chabrier[4], which predicts that

hydrogen transforms from a molecular fluid to a partially ionized atomic gas through a first-order

phase transition (a so-called plasma phase transition, PPT), provides better agreement between

sophisticated structural models of Saturn and measured gravitational moments than previous EOS

models. The PPT has been investigated in Monte Carlo simulations[5], but most hydrogen EOS

models do not predict such a phase transition. The performance of ignition ICF targets on the

National Ignition Facility (NIF)[6] will rely in part on timing the breakout of a sequence of

shocks to minimize the entropy production in the frozen hydrogen (deuterium-tritium) fuel

during compression[7,8]. Timing these shocks depends directly on the EOS in the Mbar regime,

where the molecular fluid transforms to an partially ionized and partially dissociated state. For

these reasons, a number of theoretical models of the EOS of hydrogen have been

proposed[4,9,10].

Hydrogen EOS data at pressures greater than 0.1 Mbar have been obtained by dynamic shock

compression[11–14] and by static compression[15]. While both methods can access equilibrium



3

states of matter, the final-state densities and temperatures obtained by shock compression are

directly applicable to the Jovian planets and ICF. In shock compression, a single shock drives the

fluid to a point on the principal Hugoniot, which is the locus of all final states of pressure,

energy, and density that are achieved behind a single shock. With the initial state specified,

conservation relations require only two independent parameters be measured to obtain an

absolute EOS datum. The shock speed, Us, particle speed Up, pressure P,  internal energy E, and

final density ρ are related by

P − Po = ρoUsUp
(1)

    
ρ/ρo = Us/ Us −Up( ) (2)

E − Eo =
1

2
(P + Po )(

1

ρo

−
1

ρ
) (3)

where ρo is the initial density, Po is the initial pressure, ρ/ρo is the compression, and Eo is the

initial internal energy[16].
 
Equations 1–3 are the Hugoniot relations. These relations determine

internal energy, not temperature, which defines how much internal energy is partitioned into

kinetic energy. Temperature must be measured separately; e.g., it is often determined by

measuring the optical emission.

While early shock-wave hydrogen EOS experiments[11] are well-described by an

intermolecular pair potential model known as RRY[10], recent re-shock temperature

measurements of Holmes et al. were found to be significantly lower than the RRY model

predict[12]. These lower temperatures were attributed to the dissociation of molecules and

described by a linear-mixing model based on ideal mixing of both molecular states using a soft-

sphere perturbation theory and monatomic states using a one-component plasma model. The

linear-mixing model contains one empirical parameter, which was adjusted to agree with all the
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hydrogen shock data[11,12], and predicts a significantly higher compressibility in the 0.2–

5.0 Mbar regime than both RRY and the widely used hydrogen Sesame tables[17].

In this paper we describe laser-driven measurements on the principal Hugoniots of liquid

D2 to pressures of 2.1. Using the Nova laser[18], we compressed liquid deuterium with a laser-

driven shock wave launched from an aluminum pusher. The Al/D2 interface and the shock front in

the deuterium were observed with temporally resolved radiography, to determine Up, Us, and

ρ/ρo. The pressure was calculated using (1). These absolute EOS data reveal a compressibility

comparable to the linear-mixing model suggesting kinetic energy is removed from the system,

perhaps through molecular dissociation. Experiments on H2 were also performed.

II. CRYOGENIC TARGET DESIGN

A schematic of the cryogenic target cell is shown in Fig. 1. Liquid H2 or D2 was contained

in a 1.5-mm- or 1-mm-diameter, 0.45-mm-long cylindrical cell machined into a copper block. One

end of the cell was sealed with an Al disk that served as the shock pusher; the opposite end of

the cell was sealed with a 0.5-mm-thick sapphire window. The pusher was 100, 180, or 250 µm

thick, depending on the experiment, with an rms surface roughness of 30 nm. The irradiation side

of the Al pusher was coated with enough polystyrene (about 20 µm) to prevent laser ablation of

the Al, minimizing x-ray preheat of the sample. The polystyrene was overcoated with a 100-nm

layer of Al to eliminate optical laser penetration of the plastic at onset of the laser pulse before

an absorbing plasma formed. To accommodate radiography through the sides of the cell, a

0.5-mm-diameter window was drilled into each side of the cell and sealed with a 5-µm-thick

beryllium foil. D2 (H2) was loaded into the cell at ~ 20 K (15 K) and then pressurized to a few

hundred torr. Temperatures were monitored to within 0.05 K. Initial D2 (H2) densities were
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determined from the saturation curve[19] to be 0.171 g/cm3 (0.076 g/cm3). The initial density ρ
ο

for each experiment was known with an uncertainty of less than 0.1%.

III. EQUATION OF STATE MEASUREMENTS WITH LASERS

It has long been known that lasers are capable of driving very strong shocks into

targets[20]. However, the production of EOS data in the Mbar regime using lasers has been

plagued by a number of concerns[21]. There have been four issues typically preventing accurate

laser-produced EOS data:  shock planarity, preheat, shock steadiness, and measurement accuracy.

The experimental layout used for our EOS measurements, which addressed each of the above

concerns, is shown in Fig. 2 and described below.

First, the shock produced must be planar and spatially uniform. This puts constraints on

the target planarity and roughness as well as on the drive beam uniformity. One beam of the

Nova laser (λ = 527 nm) was focused at normal incidence onto the target, ablating the

polystyrene layer and driving a shock wave through the Al and into the D2. A kinoform phase

plate[22] was inserted into the Nova beam to smooth and produce a flat- top laser irradiance

profile. The laser footprint at the target plane was elliptical, with major and minor diameters as

great as 900 and 600 mm respectively, depending on focusing. Lineouts taken through the

footprint shows speckle-to-speckle variation ~ 15% with overall smoothness ~ 10%.

Simulations of the experiment in both one and two dimensions were done using

Lasnex[23]. Evolution of the shock was determined from the mass, momentum, and energy

equations and from the equation-of-state tables for each material. Simulations showed that the

shock reaches a steady pressure after a few ns in the Al pusher. The pressure drops by about a

factor of 10 as the shock unloads into the much lower density D2, and the shock remains steady
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for several ns, after which the rarefaction wave from the surface begins to overtake the shock (see

Fig. 3). Two-dimensional simulations indicated that the shock front remains planar to across a

diameter of several hundred microns.

Second, preheat of the sample by penetrating x rays or hot electrons produced in the

laser-interaction region must be low. Preheat can cause an uncertainty in the initial state of the

sample, which translates directly into an uncertainty in the final state. To determine the optimum

ablator/pusher combination, a series of simulations and thermal expansion measurements were

performed. A Michelson interferometer, sketched in Fig. 2, measured the thermal expansion of

the pusher as well as shock planarity[24]. The Al pusher (at the Al/D2 interface) forms one arm

of a Michelson interferometer. If the aluminum is heated significantly  before shock arrival, the

sample will begin to expand, causing a shift in the fringe image. Upon shock breakout of the Al

into the deuterium, fringes disappear due to the rapid fringe movement from the large shock

velocity. The interferometer-probe beam was a 10-ns-FWHM, 355-nm laser pulse appropriately

time-delayed from the Nova drive beam. Results of simulations and measurements show that a

combination of a low-Z ablator and a thick (100–250 µm depending on drive) Al pusher lowered

the preheat of the Al/deuterium interface to below ~ 400°C, which is the detection limit of our

instrument.

Figure 4 shows the results of two different thermal expansion measurements. Figures 4a

and 4b show the breakout of aluminum pushers (see Fig. 1) during two D2 EOS experiments.

These pushers were 100-µm-thick Al with a 1-mm OD and coated with a CH ablator. Figure 4a

shows the interferogram generated with a laser intensity of ~ 8.5 × 1013  W/cm2. Motion of the

D2/Al pusher interface is clearly observed beginning approximately 4 ns prior to shock breakout.

Calculated shock velocities from Lasnex with this ablator/pusher combination scale with intensity
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I as Us(µm/ns) ≈ 24 (I/1014)0.287; the predicted breakout occurs at ~ 4.4 ns after the start of the

drive beam, so preheating is occurring early in the drive pulse. The shock is planar over the

central 400 µm of the target, with rarefaction waves moving inward from the edges causing the

observed curvature. With an intensity of 1.75 × 1013 W/cm2, no evidence of preheating is

observed, as shown in Fig. 4b. The region of planarity of the shock is ~ 300 µm. .

Interferograms of the thicker (180- and 250-µm) pushers exhibited no fringe shifts,

indicating that there was no rear-surface motion. For a detection limit of 0.2 fringe, which

corresponds to movement of 30 nm at the pusher surface, the maximum pusher surface

temperature for these targets  prior to shock breakout is estimated to be < 400 K.

Finally, shock steadiness and accurate measurements of Us, Up, and ρ/ρο were made with

high-resolution streaked radiography of the shocked deuterium. Radiography was performed with

~ 800-eV photons from a plasma x-ray source produced by focusing a second beam of Nova onto

an Fe disk (10 ns at 6 × 1013 W/cm2). The backlighter was placed 12 cm from the target cell to

eliminate possible heating of the cell and to produce a near-collimated source. The effective

source size in the imaging direction was ~ 150 µm and was set by the width of the laser focal

spot. Interferometry shows the x-ray backlighter had no effect on the D2 in the cell. X rays

transmitted through the target cell were imaged by a Kirkpatrick–Baez (K–B) microscope onto a

streak camera. The microscope bandpass was 750–840 eV, and the collection half-angle was

2.5 mrad. Two calibrated magnifications were used: 33X and 82X. The resolution of the K–B

microscope in this geometry was found to be better than 3 µm over a 300-µm-wide field of view.

The microscope imaged a strip 300 µm long by 5–30 µm wide, depending on magnification and

configuration.
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A streaked radiograph of shock-compressed D2 is shown in Fig. 5. The bright area in the

figure is the view through the side windows of the cell. Because the pusher is opaque and the

liquid transparent, the Al/D2 interface is the boundary between the light and dark regions. At

1 ns, the laser-driven shock crosses the interface, and the pusher surface accelerates to a steady

speed (Up). The shock front (the dark line) precedes the interface. It is visible because of

refraction of backlighter x rays at the density jump across the shock front. Similar to the Schlieren

technique, x rays grazing the shock-front interface are refracted to angular deflections out of the

angular field of the K–B microscope. The steady propagation of both the shock front and the

interface is demonstrated by their linear trajectories. The shock and particle speeds can be

evaluated from the slopes.

The single-shock compression can be determined by Eq. (2), using the individually-

derived shock and pusher speeds. It also can be measured directly from the film as long as Us and

Up are constant. At any time t, the compression is equal to the ratio of two lengths:  the distance

between the shock front and the initial interface position, which is the thickness of a layer of

uncompressed D2, and the distance between the shock front and the interface, which is the

thickness of the now-compressed layer. Because all the measurements are made on one piece of

film in the streak camera, uncertainties in ρ/ρο due to magnification and sweep speed are canceled

in this ratio. In the experiments, we observed a steady shock for 4–8 ns with no measurable

change in speed of the Al/D2 interface. Comparison with Eq. (2) provides an internal consistency

check on ρ/ρο.

The shock position that we observed in the radiograph is the leading part of the shock

front that emerged from the center of the pusher. In some experiments, the apparent Al/D2

interface position at t = 0 on film was not identical to the actual value because cell rotation could
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be controlled only to within 3 mrad. This resulted in the center of the pusher being shadowed by

an edge of the pusher before the shock front emerged from the pusher. In these cases, the shock

and interface trajectories did not converge on the film. Extrapolation of the trajectories, however,

revealed the actual interface position as the intersection of the two paths. The uncertainty in ρ/ρο

was approximately ± 5% for the data.

The Al/D2 interface is subject to the Richtmyer–Meshkov hydrodynamic instability (R–

M). However, using the measured pusher finish of 30 nm, we calculated that the largest

perturbation expected from R–M is less than 0.5 mm during the times of observation,

approximately 1% to 2% of the compression.

IV. RESULTS AND CONCLUSION

Figure 6 shows the pressures and final densities determined from the known initial

densities and measured compressions. The error bars are governed predominantly by accuracy in

determining the slopes of the shock and interface trajectories in the radiographs. The figure plots

a number of D2 Hugoniot curves:  the principal Hugoniot derived from the Sesame equation of

state table[17]; path integral Monte Carlo (MC) simulations[5,25]; tight binding molecular

dynamics (MD) simulations[26]; the plasma ACTEX model[27]; the Thomas–Fermi model

QEOS[28]; and a linear-mixing model[12] referred to as the “dissociation model” in Ref. 14.

At the lowest compression, our data are in agreement with earlier gas gun results[11]; at

higher compressions, the laser data deviate from most of the predictions. The data show a

significantly enhanced compressibility compared to the Sesame, MD, and Thomas–Fermi

predictions but similar to that of the MC results, albeit at different pressures, and the linear-

mixing model. The MC results also evince the so-called plasma phase transition at a pressure of a
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few hundred kbar between ρ = 0.4 and 1.0 g/cm3. The laser data are too sparse to identify this

transition.

The linear-mixing model[12] most closely matches the Nova data. The main assumption

in this model is that the Helmholtz free energy of an assembly of molecules and free atoms can be

approximated by mixing of the free energies of pure molecular and metallic deuterium. Linear

mixing is the assumption that the energy of interaction between particles of different species can

be written as an average energy of interaction among the individual species. The free energy F is

written simply as

F = (1-x) Fmol + xFmet - TSmix  , (4)

where Fmol (Fmet) is the molecular (metallic) free energy, T is the temperature, S is the entropy,

and x is the fraction of dissociated molecules. Minimizing the combined free energy determines

the composition and the EOS of the mixture. Such a model results in an EOS that interpolates

smoothly between the purely molecular and purely metallic phases.

Fmol is calculated using a soft-sphere variational theory[10]. Fmet is written in terms of a

liquid metal employing the one-component plasma model. Detailed terms can be found in Ref. 12.

Minimizing F in (4) leads to an effective dissociation energy De(ρ,T) that appears in expressions

for x and thermodynamic quantities derived from F, including the pressure P. De is the energy

difference between the molecular and metallic states. De reduces to zero as the density becomes

large, meaning that there is a greater likelihood of a transition between the two phases. Fmet

contains a term that is difficult to calculate and in Ref. 12 was treated as an empirical parameter

that was fit to gas-gun temperature data. This parameter was not adjusted for the higher pressure
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Nova data; the resulting Hugoniot is shown Fig. 6. The Hugoniot shows that energy absorbed in

molecular dissociation as predicted by the model leads to lower temperatures than Sesame or the

earlier RRY model in the vicinity of one Mbar for D2. A higher density is the consequence of the

lower temperature. As the pressure increases along the Hugoniot, the dissociation fraction x

steadily increases. At the turnaround near ρ = 1 g/cm3, x is predicted to be ≈ 0.98.

The Nova data result from the application of a technique in an EOS regime heretofore

unexplored. It is highly interesting to note that not only do most of the six EOS model Hugoniots

in Fig. 6 not replicate the data, but also that the various models themselves are so disparate in

their predictions. The MD result[26] is similar to the much earlier Sesame prediction[17]; both

barely achieve a compression larger than the single-shock, ideal monatomic gas limit of 4, while

the ideal diatomic compression is 8. (The laser data show a maximum compression of about 6.)

ACTEX, which utilizes an expansion in the activity and is a theory suitable for fully-to-partially

ionized plasmas, predicts a compression of 6 at 1.7 Mbar, but the model is unstable at pressures

below this value[27]. In low-temperature applications such as shock compression, ACTEX can

be sensitive to changes in potentials between neutral particles, but it accurately describes high

pressure shock data for a number of materials[29].

Results for H2 were similar to those for D2.

There are two important consequences of these experiments and the predicted enhanced

compressibility of hydrogen isotopes. First, higher compressibility suggests that the mass

distribution in the Jovian planets is different than previously thought. Second, the more

compressible EOS of hydrogen leads directly to higher fuel densities in ICF targets; this offers

the possibility of higher performance and improved margin for NIF ignition capsules.
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In conclusion, these experiments demonstrate that laser-driven shocks can effectively and

confidently be used for EOS studies at pressures beyond those attainable by traditional

techniques. It is expected that the data presented here will stimulate theoretical work on

hydrogen isotopes at high energy density.
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Figure Captions

Fig. 1. Diagram of the cryogenic cell used in the EOS experiments. The Nova drive beam is

incident on an aluminum pusher through which a shock propagates and unloads into a

container of liquid D2. Backlighter x rays transit the package through Be-covered holes in the

sides. A probe laser for interferometry views the pusher surface through a sapphire window.

Fig. 2. Schematic diagram of the experimental setup for simultaneous side-on radiography and

end-on interferometry of a cryogenic EOS target.

Fig. 3. Simulated D2 pressure vs distance at 1-ns intervals for a laser intensity of 2-×-14-

W/cm2 incident on a 180-µm-thick Al pusher. The small variations in pressure are due to

zoning in the simulation.

Fig. 4. Streak interferograms of the rear surface of two shocked 100-µm-thick Al pushers. In

(a), an intensity of 8.5 × 13 W/cm2 produces fringe motion prior to shock breakout at ~ 5 ns,

indicating expansion of the surface caused by x-ray preheat. In (b), a lower intensity,

1.75 × 1013 W/cm2, shows no movement.

Fig. 5. A side-on streak radiograph of  shocked liquid D2. The shock moves from left to right.

The Al/D2 interface is the boundary between light and dark regions. The shock front is the

dark line leading the interface.

Fig. 6. Nova data (open squares) and gas gun data[11] (open circles) compared with predicted

D2 principal Hugoniots:  Sesame[17] (solid line); path integral Monte Carlo simulations[5,25]

(dash-double-dot); tight binding molecular dynamics simulations[26] (dots); ACTEX

model[27] (long dashes); QEOS[28] (dash-dot); and a linear-mixing model[12] (short dashes).
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