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PREFACE

The purpose of the Hanford Environmental Dose Reconstruction (HEDR) Pro-
ject is to estimate doses that individuals may have received from emissions of
radioactive air and water from Hanford Site nuclear facilities since 1944. A
major objective of the HEDR Project is to estimate doses to the thyroid of
individuals who were exposed to iodine-131 by drinking milk. The milk was
obtained from cows that ate vegetation contaminated by iodine-131 released
into the air from Hanford facilities.

To support this work, HEDR Project staff developed a database of his-
torical environmental measurements. This database includes iodine-131 concen-
trations for vegetation samplies collected around the Hanford Site since 1945.
To support this effort, staff of the HEDR Project examined the quality of
historical vegetation iodine-131 measurements by reconstructing and evaluating
the vegetatiun sampling and analysis methods used at Hanford in 1945-1947,
when air emissions of iodine-131 from Hanford were at their peak (Napier
1992). This effort included compiling the radiation counts-per-minute per
gram (cpm/g) measurements of vegetation collected in counties around the
Hanford Site in the mid-1940s and estimating the uncertainties inherent in
using a newly developed model to convert (using a predictive equation) those
cpm/g measurements to vegetation iodine-131 concentrations in microcuries per
kilogram (uCi/kg). It is anticipated that this conversion process will
provide improved (less uncertain) values for vegetation iodine-131
concentrations.

This report focuses on 1) estimating the magnitude of uncertainty in the
iodine-131 concentrations obtained using the predictive equation in Mart
et al. (1993) and 2) determining which parameters in the predictive equation
may need additional study to reduce those uncertainties. The report also is
intended to contribute to a better understanding of the concepts, methods, and
complexities involved in assessing uncertainties of model predictions. An
understanding of uncertainty, how it is estimated, and what it means is



particularly important for interpreting the estimated doses to specific indi-
viduals and population groups that will be obtained by HEDR Project staff
using environmental transport and dose models.

This report completes HEDR Project Milestone 0802A. It is the final
report, replacing the previous version dated July 1992. Appendix C is a
record of the TSP comments and BNW responses.
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SUMMARY

The Hanford Environmental Dose Reconstruction (HEDR) Project is develop-
ing environmental transport and dose models to estimate the doses to individu-
als and populations from exposure to radionuclides released from Hanford
nuclear facilities since 1944. The validity of these models will be assessed
in part by comparing model predictions with environmental measurements of
radionuclides. One potentially important set of environmental radionuclide
measurements is those made on vegetation samples that, beginning in 1945, were
collected on and around the Hanford Site. However, from October 1945 through
mid-1948, the available technology permitted the vegetation samples to be
measured only for total radioactivity rather than for specific radionuclides.
At that time, the factors needed to convert total radioactivities to concen-
trations {uCi/kg) of iodine-131, the predominant radionuclide that was
released into the air from Hanford stacks in the mid-1940s, were not well
known or accurately quantified. A search of historical Hanford records by
HEDR Project staff uncovered the original background-corrected radiation meas-
urements made using a Geiger-Mueller (GM) detector system. The measurements
were of radiation in vegetation samples collected frem October 1945 through
early August 1946. HEDR Project staff have developed a model that can be used
to convert these radiation measurements to iodine-131 concentrations (uCi/kg).
It is anticipated that this equation will be used to obtain more accurate
concentrations of jodine-131 in vegetation for the purpose of validating vege-
tation ijodine-131 concentrations that will be estimated by HEDR Project air-
pathway transport models.

The iodine-131 concentrations obtained using the predictive model are
uncertain to some extent due to model uncertainty as well as incomplete knowl-
edge about which values of the model parameters should be used in the model.
In this report, we estimated the magnitude of the uncertainty in the predicted
iodine-131 concentrations. The uncertainty is a result of uncertainty in the
parameter values. This estimate was developed for two specific vegetation
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samples: a sagebrush sample collected in Richland, Washington, on

December 20, 1945, and a sample of unknown species collected on the Hanford
Site north of Richland on July 15, 1946. Then we used sensitivity analyses to
determine which parameters in the predictive model contributed the most
uncertainty to the estimated iodine-131 concentrations for these samplies. The
results of these analyses provide guidance on whether an attempt should be
made to reduce lack of knowledge about parameter values and thereby reduce the
uncertainty of estimated (predicted) vegetation iodine-131 concentrations.
This report does not attempt to assess the uncertainties in ijodine-131
concentrations that are related to the methods used in the mid-1940s to
select, collect, and transport vegetation samples. That topic is discussed in
Mart et al. (1993).

The uncertainty analyses indicate that the iodine-131 concentration for
any given historical vegetation sample can be estimated to within a factor of
three or less. That is, when the computed deterministic predicted concentra-
tion for-any given positive (iodine-131 concentration greater than zero) vege-
tation sample collected from October 1945 through December 1947 is divided and
then multiplied by three, the resulting interval should include the true
iodine-131 concentration for the sample.

The sensitivity analyses indicate that among the 16 parameters in the
predictive model, four of the five most important are related to counting-
geometry and radiation-absorption factors that must be considered when con-
verting the counts-per-minute (cpm) obtained by the GM detector system to
uCi/kg of iodine-131. The other parameter among the top five is I ¢ which is
the fraction of the vegetation radioactivity measured by the GM detector that
was due to iodine-131 only. This parameter was the most important parameter
for the July 15, 1946, sample. This result reflected the large uncertainty in
the value of I_, for this particular sample. That is, there was large ncer-
tainty about the amount of radionuclides other than iodine-131 on the July
1946 vegetation sample. The parameter [.; was only the fifth most important
parameter for the December 20, 1945, sample because the uncertainty in the
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value of I . for that sample was small. (The historical record clearly indi-
cates that only very small amounts of radionuclides other than iodine-131 were
deposited on vegetation in December 1945.)

On the basis of the sensitivity-analysis results, one course of action
would have been to conduct additional literature searches or empirical studies
to obtain additional information about the five most important parameters to
reduce their uncertainty, thereby reducing the uncertainty in the estimated
iodine-131 concentrations obtained using the modeling equation presented in
this paper as Equation (5). However, this approach was not taken for two
reasons. First, it is unlikely that additional information exists to reduce
parameter uncertainties sufficiently to make a substantial reduction in the
uncertainty of vegetation iodine-131 concentrations.

Second, there may be no need to reduce the uncertainty of the historical
vegetation iodine-131 concentrations. The primary use of the historical
vegetation iodine-131 concentrations is to help validate the HEDR Project
source-term, air-transport, and environmental accumulation models being used
to compute vegetation iodine-131 concentrations in the study area as an
intermediate step in computing doses to individuals from exposure to iodine-
131 via the air pathway. The uncertainties in the predicted vegetation
iodine-131 concentrations obtained on the basis of these models are likely to
be very large because of the large uncertainties in some model parameter
values. The uncertainties in the model predicted iodine-131 concentrations
are likely to be so large that reducing the uncertainties in converting
measured historical cpm/g radiation measurements to iodine-131 cencentrations
will not perceptibly affect the conclusions of the validation effort.
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1.0 INTRODUCTION

Section 1.1 provides background information about the vegetation meas-
urement program that was conducted at Hanford in 1945 through 1947 and related
work conducicd to date by the Hanford Environmental Dose Reconstruction (HEDR)
Project. Section 1.2 states the purpose of this report.

1.1 BACKGROUND

Beginning in 1945, vegetation samples were collected in the Hanford
environs and measured for radioactivity. From October 1945 to December 1948,
the standard procedure for measuring total activity for a collected vegetation
sampie was to prepare a 1-g pellet of the sample, mount it on a cardboard
backing, place it on the second shelf of a mica-window Geiger-Mueller (GM)
detector system (Figure 1), cover the peilet with a piece of cellopnane, meas-
ure the count rate (cpm/g), and correct that rate for background (counter and
laboratory) activity. Then a conversion factor was used to convert the 1940s
background-corrected count rate to disintegrations per minute per gram (dpm/g)
of jodine-131. This dpm/g value was then divided by 2.22 x 10° to convert it
to uCi/kg of iodine-131 (Mart et al. 1993).

In the mid-1940s, counting technology had not progressed to a point
where it was possible to accurately determine the value of the conversion fac-
tor (Healy, Schwendiman, and Thorburn 1950) (see Sections 3.1 through 3.7).
Some parameters in the factor were ignored or miscalculated, and accurate
iodine-131 standards were not available. In addition, until about July 1946,
the conversion of gross cpm/g data to iodine-131 uCi/kg concentrations did not
take into account the iodine-131 radiological decay that occurred in the
interval between when the sample was collected in the field and when -it was
counted in the Taboratory (see Section 3.8). Also, until 1948, it was assumed
that all of the activity measured on vegetation was from iodine-131 (see Sec-
tion 3.9). Indeed, the fraction of total radioactivity that was due to
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FIGURE 1. End Mica-Window Geiger-Mueller Tube Support and Shelf Assembly
Used in the Mid-1940s

iodine-131 was probably very close to 1 in 1945, as indicated by decay meas-
urements of onsite samples in February (Parker and Gamertsfelder 1945), July
(Bulow 1945), and November 1945 (Healy and Eisenacher 1946). However, as time
went on, other radionuclides made up a larger fraction of the activity because
of 1) longer fuel cooling times (time between removal of irradiated fuel from
the nuclear reactors and dissolution of the fuel in the chemical-separations
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facilities); 2) the installation of high-efficiency sand filters (in late
1948), fiberglass filters (in 1950), and silver reactor filters (in early
1951) in the air waste streams of chemical separation facilities to remove up
to 99.99% of the iodine-131 (Burger 1991); and 3) the gradual accumulation of
long-lived fission products on vegetation. As a result, the iodine-131
activities (uCi/kg) that were reported from 1945 to 1948 were biased to vary-
ing degrees. Eventually, however, more conversion factors and parameters were
specifically taken into account, so that the accuracy of the reported
iodine-131 activities improved. A large part of this bias was eliminated in
mid-1948 when counting of vegetation pellets was supplemented by a procedure
wherein jodine-131 was chemically separated from the vegetation as a silver-
iodine (AgI) precipitate, which was then counted for gross activity.
Beginning in December 1948, the procedure involving pellets was completely
abandoned for routine analyses in favor of the Agl-precipitate procedure.

Scientists on the HEDR Project have made a significant effort to obtain
more accurate historical iodine-131 vegetation concentrations by 1) recon-
structing more accurate factors for converting historical cpm/g measurements
to dpm/g, 2) accounting for the radiological decay that occurred between sam-
ple collection and counting, and 3) evaluating more fully the chdnges over
time in the proportion of the vegetation radioactivity that was due entirely
to iodine-131. These efforts have been conducted primarily to provide infor-
mation for comparing the historical measured values of iodine-131 to the vege-
tation iodine-131 concentrations (deposition patterns) that will be estimated
by the air-pathway transport models heing developed by HEDR Project staff.
The model that was developed to obtain these more accurate concentrations is
discussed briefly in this report and more thoroughly in the Mart et al.
(1993).

To support this effort, parameter uncertainty analyses were conducted
using cemputer-simulation methods (Iman and Shortencarier 1984) to assess the
amount of uncertainty remaining in vegetation iodine-131 concentrations
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obtained using the new model. In addition, correlation-regression sensitivity
analyses were conducted using the method given by Iman, Shortencarier, and
Johnson (1985) to determine which parameters in the improved computational
model contribute most to the uncertainty of the computed iodine-131 conce':tra-
tions. These identified parameters are candidates for study if efforts are
needed to reduce further the uncertainty in computed historical iodine-131
concentrations for vegetation. This report describes and presents the results
of these uncertainty and sensitivity analyses.

Parameter uncertainty and sensitivity analyses have been conducted for
two historical vegetation samples: one collected in Richland, Washington, on
December 20, 1945, and counted the same‘day (Healy 1945), and one collected on
the Hanford Site north of Richland on July 15, 1946, and counted the same day
(Dickinson 194G). The sample collected in December 1945 was formed intc a
pellet by hand (a "hand-formed" pellet), whereas the sample collected on
July 15, 1946, was formed into a pellet using a hand-operated press (a "press-
formed" pellet). The method used to press-form pellets is described by Healy
et al. (1951) and in Mart et al. (1993).

These two samples were selected for three reasons. First, both had
detectable levels of activity, so that biases and uncertainties that might be
present in measurements near the detection 1imit were avoided. (This study
does not estimate iodine-131 concentration uncertainties for vegetation sam-
ples with iodine concentrations at or very close to background levels.) Sec-
ond, there was a need to assess the uncertainties in iodine-131 concentrations
for both hand-formed and press-formed pellets because the dimensions of the
two pellet types differed somewhat (as indicated by reconstructed hand- and
press-formed pellets discussed in Section A.3 in Appendix A), which would
affect the values of some model parameters. Third, the December 1945 sample
represents the time when almost all of the activity measured on vegetation is
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believed to be from iodine-131, while the July 1946 sample represents the
time period when a greater proportion of the activity was due to other
radionuclides.

The predictive model converts count (cpm) data to uCi/kg concentrations
of iodine-131 for count data found in Hanford laboratory notebooks dated from
October 1945 through December 1947. However, we note that count data have
on]y‘been found for the October 1945 through August 1946 time period, except
for one data sheet for December 1947. Average monthly or weekly iodine-131
activities (such as uCi/kg) have been reported in historical Hanford documents
for October 1945 through December 1947. The activities that were reported in
the mid-1940s may be biased in ways perhaps similar to those discussed above
for the reported count data. The uncertainty in those reported activity
levels is not addressed in this report since the HEDR Project has not
researched how the reported monthly or weekly activities were averaged from
the count data. The Mart et al. (1993) report provides a method for
correcting historically reported activities for biases introduced by the
historical conversion factors used. However, that report does not discuss the
historical method used to compute the average activities from the count data.

The Mart et al. (1993) report provides an extensive review of historical
information about vegetation collection and analysis procedures and the con-
vercion factors used at Hanford from 1945 through 1947. The purpose of their
report is to discuss in detail the rationale and development for the new com-
putational model for converting raw counts to iodine-131 concentrations. This
report does not address uncertainty in the computational model; that is,
uncertainty in the form of the model equation.

1.2 PURPOSE

This report presents the methods and results of the parameter uncer-
tainty and sensitivity analyses of the December 20, 1945, and July 15, 1946,
vegetation samples for the following purposes:
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1. indicating the uncertainty of iodine-131 concentrations computed using
the new computational model, Equation (5), for samples collected between
October 1945 and December 1947, and

2. determining which parameters in the iodine-131 computational model con-
tribute the most uncertainty to the computed concentrations.

Those parameters in the computational model that contribute the most
uncertainty are candidates for further study to reduce, if possible, the
uncertainty of the estimated historical iodine-131 concentrations for
vegetation obtained using the new model [Equation (5)].

1.3 ORGANIZATION OF THE REPORT

Section 2.0 describes the model used to convert cpm/g measurements to
jodine-131 concentrations, as well as the technical approach used to conduct
and interpret the parameter uncertainty and sensitivity analyses. Section 3.0
briefly defines and discusses each parameter in the model that is used to con-
vert vegetation cpni/g measurements to iodine-131 concentrations. Section 4.0
presents and discusses the results of the uncertainty and sensitivity analy-
ses. Section 5.0 discusses the quality assurance procedures and data quality
objectives established for the uncertainty and sensitivity analyses, including
an assessment of the extent to which these objectives have been attained.
Section 6.0 gives a summary and conclusions, Section 7.0 presents recommenda-
tions for future work, and Section 8.0 is a list of references. Appendix A
discusses the rationale for the choice of parameter distributions (probability
density functions) that were used to model the uncertainty of model parameter
values. Appendix B is a glossary of statistical terms used in this report.
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2.0 TECHNICAL APPROACH

This section describes the technical approach used to assess the uncer-
tainty of estimated iodine-131 concentrations for vegetation in the Hanford
environs in the mid-1940s and to identify important parameters that would
require additional study in any attempt to reduce this uncertainty.

2.1 MODEL FOR ESTIMATING VEGETATION IODINE-131 CONCENTRATIONS

Let V denote the iodine-131 concentration (uCi/kg) of a hand-formed or
press-formed vegetation pellet constructed from a vegetation sample collected
on or around the Hanford Site in the period October 1945 through December
1947. Then for a given vegetation pellet, V is obtained by computing

vV = UC (1)

where U is the background-corrected activity (cpm/g) of the pellet and C is
the total conversion factor [(uCi/kg)/(cpm/g)] that converts cpm/g of activity
to uCi/kg of jodine-131. Background counts were obtained for each GM counter
when no source was present, and counts were collected for a specified time
period (from several minutes to several days). The background-corrected
activity, U, for the pellet is obtained by computing

U = (G-B)/W (2)
where G = gross counts per minute (cpm)
B = background cpm
W = weight of the vegetation pellet (grams).

The total conversion factor, C, for the pellet is obtained by computing
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1000 g/kg
c

- MD, I, (3)
2.22 x 10° dpm/uCi ° e -

= 0.00045 M D, I_,

where M = measurement conversion factor (dpm/cpm)

D, = radiological decay correction factor (unitless), which accounts
for losses of jodine-131 in vegetation caused by radiological
decay during the interval between sample collection in the field

and counting in the laboratory

I . = iodine-131 correction factor (unitless), which is the fraction of

the background-corracted cpm/g activity measurement, U, that
resulted from the radiological decay of iodine-131.

The factors 2.22 x 10° (dpm/uCi) and 1000 (g/kg) in Equation (3) are conver-
sion constants required to obtain units of uCi/kg for V.

The measurement conversion factor, M, in Equation (3) is obtained by

computing
M = 1/ (Gp Fo Foa Fu Fos Foer Eo) (4)
where Gp = point-source geometry parameter
F, = sample-diameter parameter
F,, = self-absorption parameter

F. = cellophane, air, and mica-window absorption parameter

F,s = backscatter parameter
F.e1 = cellophane scatter parameter
E. = detector sensitive-volume efficiency parameter.
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A1l of these parameters are unitless. Portions of Equation (4) were derived
by Healy, Schwendiman, and Thorburn (1950); Schwendiman (1954); and Thomas,
Polinsky, and Schwendiman (1956); as discussed in the Mart et al. (1993).

Substituting Equation (4) into Equation (3), then using Equations (2)
and (3) to calculate U and C in Equation (1), we obtain the equation used to
compute the iodine-131 concentration (uCi/kg) of the Decem™er 20, 1945, and
July 15, 1946, vegetation samples:

0.00045 (G - 3) D, I

Fos Feer E

a cel “c¢

WG FyF, F
A1l uncertainty and sensitivity analyses discussed in this report were con-
ducted for the model given by Equation (5). Some of the parameters in Equa-
tion (5) depend on other parameters that are defined and discussed in
Section 3.0 and in Appendix A. The Mart et al. (1993) report provides
additional details. In particular, expressions for Gp, Fgo Fgao F,o E,, and D,
are given by Equations (6), (9), (14), (16), (17), and (18), respectively.
Hereafter, whenever we refer to "the parameters in Equation (5)," we are also
including these other parameters that do not explicitly appear in
Equation (5).

2.2 PARAMETER UNCERTAINTY ANALYSIS METHOD

Equation (5) is the model that is used here to compute iodine-131 con-
centrations, V, for vegetation samples collected between October 1945 and
December 1947. The uncertainty in the computed V that is due to uncertainty
about which values to use for the parameters in Equation (5) was obtained
using computer-simulation parameter uncertainty analyses. The procedure that
was used to conduct these simulations is given below. The uncertainty analy-
sis computations were conducted using a cornuter code developed by Sandia
National Laboratories (Iman and Shortencarier 1984).
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2.2.1 Step-by-Step Procedure

The following steps were used in the uncertainty analysis for the two
vegetation samples collected on December 20, 1945, and July 15, 1946. Addi-
tional information on methods for evaluating uncertainties in radiclogical
assessment models is given by Hoffman and Gardner (1983). Also, Finkel (1990)
gives guidance on the need for uncertainty analysis and how it can be used by
decision-makers.

1. The information and data in historical Hanford reports were examined in
detail for each parameter in Equatiun (5). On the basis of this infor-
mation as well as best professional judgment, the probability density
function (pdf) for each parameter in Equation (5) was specified for each
specific vegetation sample. For each parameter, first the maximum con-
ceivable range of possible applicable values for the parameter was spec-
ified, followed by specification of the central ("best estimate") value
for the parameter. Then a pdf was specified that was consistent with
the selected central value and range of the parameter. The pdf
expresses the subjective uncertainty (due to lack of knowledge) in the
true value of the parameter for the specific vegetation sample.

2. The relationships and dependencies among parameters were specified on
the basis of all available information, data, and professional judgment.
These relationships and dependencies were modeled using correlation
coefficients or function relationships.

3. Latin Hypercube Sampling (see Appendix B) was used to generate a random
value of each uncertain parameter in Equation (5) from the pdf specified
for that parameter, taking into account the specified correlations and
functional relationships among parameters.

4. The set of random parameter values generated in Step 3 were used in
Equation (5) to compute the iodine-131 concentrations for vegetation, V,
for the sample.

5. Steps 3 and 4 were repeated 1000 times to generate a subjective histo-
gram of 1000 possible (plausible) values of V.

6. Quantitative statements were made about the effect of parameter uncer-
tainty on computed values of the jodine-131 concentration, V.

7. Sensitivity analyses were conducted to determine which of the parameters
in Equation (5) contribute the most uncertainty to the computed value of
V.
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8.

The results and interpretation of the analyses are presented in this
report.

2.2.2 Comments on the Steps

Section 2.2.1 are provided in this section.

1.

Comments on the steps used in the uncertainty analyses described in

i

Specification of the maximum conceivable range of possible applicable
values and of the central ("best estimate") value of each parameter was
done primarily by E. I. Mart, with statistical perspective provided by
R. 0. GiThert. Mart extensively studied historical Hanford documents
that provide information about the procedures used in the mid-1940s at
Hanford to estimate vegetation iodine-131 concentrations in the Mart

et al. (1993). The ranges and pdfs of the parameters in Equation (5)
are given in Table A.1 in Appendix A. Appendix A gives the rationale
for the pdfs selected.

n (_.:u.r"

Minimal information was available for determining the pdf of most param-
eters. In the absence of more information, the uniform (rectangular)
pdf over the maximum conceivable range was used, as suggested by the
International Atomic Energy Agency (IAEA 1989, p. 33). The triangular
or normal (Gaussian) pdfs were used for some parameters on the basis of
professional judgment or when additional information or data were
available.

No attempt was made to use an interview procedure in which an expert
would specify the degree of belief (in percentage) that the parameter
value is not larger than specific values selected from the maximum con-
ceivable range of the parameter specified in Step 1. This interview
approach, which is recommended by IAEA (1989, p. 31) and discussed by
Meyer and Booker (1991), was not used because 1) the results of this
report will not impact in any critical way the achievement of the main
objectives of the HEDR Project, and 2) the cost of the interview
approach is high because it requires the services of a trained profes-
sional interviewer. The HEDR Project staff are addressing the issue of
the extent to which a formal interview appreoach is needed 7n other areas
of the project to elicit subjective pdfs for model parameters. The
issue of how to defend model predictions based on models that require
substantial subjective input is of central importance to the credibility
of the HEDR Project. This issue is of greatest importance for the envi-
ronmental transport and dose models being developed by HEDR Project
staff.

The parameters DIAM and T are not independent, where DIAM is the average
diameter of the vegetation pellet [introduced in Equation (10) below]
and T is the thickness of the pellet. The relationship between DIAM and
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T was modeled by a linear regression equation, as described in Section
A.3 in Appendix A. Dependencies also occur between parameters W and G,
Wand T, and G and T in Equation (5), where W is the weight of the
vegetation pellet, G is the total counts per minute for the vegetation
sample, and T is the pellet thickness. These dependencies were modeied
as correlations (p), as follows: p(W, G) = 0,90, p(W, T) = 0.93, and
p(G, T) = 0.8. That is, the following correlation matrix was specified:

N | 1.0

G| 0.9 1.0

T]0.93 0.80 1.0
N6 T

The rationale for these correlations is given in Section A.4 in
Appendix A.

These correlations apply to the ranks of the measurements (see Appen-
dix B) (Iman and Shortencarier 1984). Rank correlations were used
because they are indicators of a monotonic relationship (see Appendix B)
between model parameters and the computed iodine-131 concentration. The
software code by Iman and Shortencarier (1984) adjusts, if necessary,
the user-specified rank correlation matrix so that it has the required
mathematical property of being positive definite. This adjustment was
not needed because the correlation matrix specified in this paper is
positive definite, which is an indication that the specified correla-
tions are a4t least mathematically reasonable.

The computer code by Iman and Shortencarier (1984) was used to generate
the random parameter values. A comparison of Latin Hypercube Sampling
with other metheds for selecting values of model parameters for uncer-
tainty analyses is provided by McKay, Beckman, and Conover (1979).

No comment necessary.

The histogram of V is subjective because the models and parameter pdfs
were selected partly on the basis of professional judgment rather than
entirely on hard (objective) data and information from historical
Hanford documents.

One thousand values of V were generated to ensura that good estimates
would be obtained of percentiles in the tails of the histogram; e.q.,
the 1st and 99th percentiles. The precision with which extreme percen-
tiles are estimated is improved when a larger number, n, of values of V
is computed, See Section 5.2 for additional discussion of the accuracy
and precision of percentiles of V.
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is computed. See Section 5.2 for additional discussion of the accuracy
and precision of percentiles of V.

6. The following type of quantitative statement about the effect of parame-
ter uncertainty on V for a specific vegetation sample is used in this
report:

At a subjective confidence Tevel of 98%, the iodine-131 concentra-
tion, V, for the vegetation sample is between the 1st percentile
and the 99th percentile of the distribution of 1000 computed values
of V.

7. The methods used to conduct sensitivity analyses are described in
Section 2.3.

8. No comment necessary.

2.3 SENSITIVITY ANALYSIS METHOD

The results of the parameter uncertainty analyses that were obtained
using the code of Iman and Shortencarier (1984) were in turn used in sensitiv-
ity analyses to identify which parameters in Equation (5) contributed the most
uncertainty to the computed iodine-131 concentration, V. The sensitivity
analyses were conducted using the computer code by Iman, Shortencarier, and
Johnson (1985). For each vegetation sample, the code made use of the 1000
sets (vectors) of randomly generated (using Latin Hypercube Sampling) para-
meter values and the corresponding 1000 computed values of V. The code of
Iman, Shortencarier, and Johnson was used to compute the partial rank correla-
tion coefficient (PRCC) (see Appendix B) between the computed values of V and
each parameter in the equation used to compute V [Equation (5)]. The absolute
values of the PRCCs were put in order from largest to smallest. Those para-
meters with the largest (absolute-value) PRCCs contribute most to the uncer-
tainty in computed values of V. These important parameters are candidates for
additional study shoulu there be a need to reduce the uncertainty in computed
values of V. The results of the sensitivity analyses are discussed in Sec-
tion 4.2.
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The code of Iman, Shortencarier, and Johnson (1985) can also compute
other measures of sensitivity [standardized regreksion coefficients (SRC),
standardized rank regression coefficients (SRCC), and partial correlation
coefficients (PCC)]. However, in our judgment, 1ittle information would have
been gained and considerable additional discussion would have been needed if
these other measures had been used.
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3.0 PARAMETERS IN THE MODEL

In this section, we describe the parameters in Equation (5), which is
the equation used to compute iodine-131 concentrations for vegetation, V.
Additional details on these parameters are provided in Appendix A. Table A.l
in Appendix A lists the pdfs for all parameters for which uncertainty is
nonnegligible.

3.1 POINT-SOURCE GEOMETRY PARAMETER, G

The point-source geometry factor, Gp, accounts for the fact that only a
fraction of the radiation leaving the source (vegetation pellet) travels into
the solid angle subtended by the detector. Thus Gp is the fraction of parti-
cles emitted from a point source at a fixed distarice from the detector that
would reach the sensitive volume of the GM counter if the following effects
were not present: 1) scattering of radiation into the solid angle from either
the pellet, mount, or shelf arrangement, 2) absorption of radiation within the
pellet, 3) sample spread, and 4) absorption of radiation in the air or by the
cellophane or the counter window. These other effects are accounted for by
other parameters.

For the parameter uncertainty analyses, values of Gp were calculated
using the equation

G, = f,(MED) + E, + E, (6)

where f (MED) initial value of Gp for a given value of MED

= 10[0.647 Tog(1/MED - 0.185) - 0.8381] (7)

MED

mean effective distance (cm) from the pellet to the mica
window of the detector
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\ uncertainty in f (MED) due to variability in the historical
measured values of Gp that are plotted in Figure 2

m
~N
L]

uncertainty in f,(MED) due to Equation (7) being an imperfect
fit to the measured values of Gp.

Equation (7) was developed empirically to interpolate between the his-
torical values of G, measured by Schwendiman (1954) for those distances from
the three shelves of the GM detector assembly to the detector’s mica window
that are less than or equal to 2.073 cm. Interpolation was needed only for
distances less than or equal to 2.073 cm because historically vegetation pel-
lets were always counted on the second shelf of the detector assembly, which
was 2.073 cm from the mica window of the detector. Figure 2 shows the values
of Gp measured by Schwendiman (1954) and the curve representing Equation (7)
that was fitted for distances less than 2.073 cm.

The value of MED for a specific pellet was computed using the following
equation from the Mart et al. (1993) report:

MED = 2.073 - f T (8)
where 2.073 = distance (cm) from the second shelf of the GM detector to the
mica window of the detector
f = fraction of T that achieves the appropriate value of MED
T = thickness of the pellet (cm)

The concept of MED is discussed in the Mart et al. (1993) report.

The parameters E, and E, were included in Equation (6) to account for the
uncertainty in the value of f, (MED) computed using Equation (7). Parameter
E, models the variability in the historically measured values of Gp, whereas
parameter £, models the uncertainty in Gp due to fitting a curved line to just
the three historically measured values of Gp in Figure 2.
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FIGURE 2. The Curve f (MED) [Equation (7)] Empirically Fitted to
Values of G,

We note that the assumption is made throughout this report that the GM
detectors used in the mid-1940s had consistent (equal) geometries. This
assumption is based on Schwendiman’s observation (1954) that the error
introduced by assuming an average geometry (Gp) for all beta counters (mica-
window GMs) will be less than the error arising from others sources.

3.2 SAMPLE-DIAMETER PARAMETER, F

The sample-diameter parameter, F4» corrects for the cpm measurement of a
uniformly spread source being decreased compared to the measurement for a
point source of the same activity that is centered directly under the detec-
tor. The sample-diameter parameter is the ratio of the counting rate of a
uniform circular source of a given diameter to the counting rate of the same

3.3
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quantity of radioactive material mounted as a point source (Schwendiman 1954).
For the parameter uncertainty analysis, F, was calculated as follows:

F, = f,(MED,DIAM) + E, + E, (9)

where DIAM = average diameter (cm) of the pellet
MED = value computed using Equation (8)

f,(MED,DIAM) = initial value of F,
=1 - (-0.4136 + 1.565 log DIAM) 1070-1311 MED (10)

E. = uncertainty in f,(MED,DIAM) due to variability in the
historically measured values of F, plotted in Figure 3,
and

E, = uncertainty 1n‘f2(MED,DIAM) due to interpolation error
introduced by Equation (10).

The parameter DIAM was computed for the December 20, 1945, pellet using
the equation

DIAM = 5,32 - 1.95T + e (11)
and for the July 20, 1946, pelliet using the equation
DIAM = 4.49 - 1.135 T + e (12)

The derivation of Equations (11) and (12) is discussed in Section A.3 of
Appendix A.

Equation (10) was developed to allow easy interpolation between the his-
torically measured values of F, (plotted in Figure 3) for the specific values
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FIGURE 3. The Curve f,(MED,DIAM) [Equation (10)] Empirically Fitted

of MED and DIAM that apply to a specific pellet.
Gp, interpolation was needed only for values of MED less than or equal to

2.073 cm, the distance from the second shelf of the detector assembly to the
detector mica window.
provide a good fit only to the plotted values of F4 less than or equal to

2.073 cm.

The values of F, in Figure 3 were taken from Healy, Schwendiman, and
Thorburn (1950); Schwendiman (1954); and Thomas, Polinsky, and Schwendiman

to Values of F, Measured by Thomas, Polinsky, and
Schwendiman (1956); Schwendiman (1954); and Healy,
Schwendiman, and Thorburn (1950)

3.5
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(1956). The data from the last of these sources are believed to be the most
accurate. Therefore, when data from the 1956 report were availab]e,‘va1ues of
F4 provided by the other two documents were not plotted in Figure 3. Plotted
points with a horizontal bar are the means of the measurements reported by
Healy, Schwendiman, and Thorburn (1950) and Schwendiman (1954). The other
plotted points are from Thomas, Polinsky, and Schwendiman (1956).

Equation (9) is appropriate for circular pellets in which the iodine-131
is uniformly distributed. The degree to which historical pellets were circu-
lar and uniform is not known, but the sagebrush pellets reconstructed by HEDR
Project staff in FY 1990 [see discussion in Section A.3 in Appendix A and in
the Mart et al. (1993) report] were not perfect circles. The amount of uncer-
tainty in F, resulting from pellets being noncircular and/or nonuniform is |
unknown and has nolt been taken into account here.

3.3 SELF-ABSORPTION PARAMETER, F_,

The self-absorption parameter, F_, is a correction for absorption of
radiation by the vegetation pellet itself (Schwendiman 1954). The self-
absorption parameter represents that fraction of the radiation that is not
absorbed by passing through the vegetation pellet and is calculated as

1 - expf-(mD T)]

e mDT 1
where m = the iodine-131 bata absorption coefficient (an/mg)
D = density of the pellet (mg/cm®)
= 1000 W/(S T)
W = weight (grams) of the vegetation pellet
S = pellet surface area (cm?)
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= m (DIAM)?/4

T = thickness of the pellet (cm).

The Mart et al. (1993) report discusses the assumptions underlying the model
for F_, given by Equation (13). Sample uniformity also influences self-
absorption, but insufficient information about the uncertainty of this
parameter was available to include it in the analyses. Substituting the
formula for D (density) into Equation (13), we obtain the final equation for
F

.
sa’

(DIAM)? {1 - exp[-1273.24 m W/(DIAM)?])
F, = (14)
1273.24 m W

3.4 ABSORPTION PARAMETER. F.

The absorption parameter, F,, corrects for the absorption of beta parti-
cles by the air, the mica-window of the detector, and the cellophane that cov-
ered the vegetation pellet (Schwendiman 1954). The model for F, is

F,o=exp(-m (M, + M.+ M)] (15)

where M_ = mass thickness (mg/cm®) of the detector window

M. = mass thickness (mg/cm?) of cellophane, which is assumed to be a
known constant, 3.1 mg/cm

M = mass thickness (mg/cm®) of air
= (2.073 - T) (0.001205) (1000)
- 1.205 (2.073 - T)

where 2.073 - T = distance (cm) from the top of the pellet to the detector
window
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0.001205 = the density of air (g/cm’) at standard pressure and 20°
temperature

and the factor 1000 converts g tv mg.

The value of Mw was estimated from measurements of the mass thickness of
13 mica-window GM counters used in 1950, as discussed in Section A.9 in
Appendix A.

Combining the above equations we obtain the final equation for F.:
F, = exp{- m [1.205 (2.073 - T) + M + 3.1]) (16)

3.5 BACKSCATTER PARAMETER, F,_

The backscatter parameter, F.» accounts for the scattering back toward
the counter window of beta radiation that had been moving in other directions,
thereby increasing the count rate. Such scattering is typically caused by the
material used to mount the sample. However, in this case, the backscatter is
caused by the vegetation pellet itself rather than the cardboard mounting
cards used at Hanford. The Mart et al. (1993) report discusses F _ in some
detail, and the data used to estimate F,_ are discussed in Section A.10 of
Appendix A.

3.6 CELLOPHANE-SCATTERING PARAMETER, F

Cellophane was placed directly on top of the pellet. The cellophane
increased the count rate of iodine-131 by an estimated factor of 1.04, as dis-
cussed in the Mart et al. (1993) report and in Section A.11 of Appendix A.

3.7 DETECTOR SENSITIVE-VOLUME EFFICIENCY PARAMETER, E,
The detector sensitive-volume efficiency parameter, E., accounts for

® the efficiency of the GM detector in detecting a pulse once a beta par-
ticle has entered the sensitive volume of the detector
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e the percentage of incident gamma rays that also produce a pulse in the
GM detector

e any loss of beta counts due to detector dead time, that is, when a
detector is insensitive to additional pulses.

The model for E, is

E, = C, (E; + Ev) (17)
where C, = coincidence and dead-time parameter
E; = beta-particle detection efficiency parameter

m
1]

gamma detection efficiency parameter.

We assume that the values of these parameters are known with no uncer-
tainty, although this assumption may not be true for Ev with regard to low-
energy gamma rays. Nonetheless, in this report, we assume that C, =1,

E; = 1, and E = 0, which implies that E, = 1. The rationale for these
assumptions is discussed in the Mart et al. (1993) report. Also, this
equation does not take into account uncertainties in the electronics of the
detectors; that is, uncertainty as to whether a given pulse generated within
the GM tube resulted in a registered count.

3.8 RADIOLOGICAL DECAY CORRECTION FACTOR. D

The radiological decay correction factor, D,, corrects for the radiologi-
cal decay of iodine-131 in vegetation that occurs during the time between
sample collection in the field and counting of the vegetation pellet in the
lavoratory. The factor D, is defined as

e

D, = exp(At) (18)
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where A radiological decay constant for iodine-131

(In 2)/(8.05 days)

0.086105 per day

(o d
[

length of time {days) from the time the sample is collected in the
field to the time it is counted in the Taboratory.

The parameter A is a known constant. However, there is uncertainty
about the best value to use for t for any given vegetation sample collected in
1945-1947. This uncertainty reflects the lack of historical Hanford records
for that period to indicate the exact time of the day that samples were col-
lected or exactly when they were counted in the laboratory. The assumptions
used to approximate the uncertainties associated with t for 1945-1947 are dis-
cussed in Section A.12 in Appendix A.

3.9 JODINE-13]1 CORRECTION FACTOR, I .

The factor I ; is that fraction of the background-corrected cpm/g meas-
urement, U, of a vegetation pellet that resulted from iodine-131. As dis-
cussed in Section 1.1, this factor is believed to have been very close to 1 in
1945, but as time went on, other radionuclides contributed more of the beta
activity of the sample. The Mart et al. (1993) report discusses what is known
about the likely values of I . that apply to different periods. Table A.1 in
Appendix A lists the pdfs that were used to model the uncertainty in the value
of I.; for the December 1945 and July 1946 vegetation samples. Three differ-
ent pdfs were used for the July 1946 sample to examine how the estimated
uncertainty was affected by changing the pdf. The rationale used to select
the pdfs for this parameter is given in Section A.13 in Appendix A. The pdfs
for I in Table A.1 are applicable only to vegetation samples with iodine-131
activities greater than zero.



4.0 RESULTS AND DISCUSSION

The results of the uncertainty and sensitivity analyses conducted for
the December 20, 1945, and the July 15, 1946, vegetation samples are presented
and discussed in this section.

4.1 UNCERTAINTY ANALYSES

The results of the uncertainty analyses are presented in Section 4.1.1
in the form of histograms and confidence intervals. In Section 4.1.2, we com-
pare the "best-estimate" [deterministic-predicted (DP)] iodine-131 concen-
tration for both vegetation sampies with the range of concentrations displayed
by the histograms. In Section 4.1.3, we express the information contained in
the confidence intervals in terms of multiplicative factors. This is done for
the purpose of making inferences about the uncertainty of iodine-131 concen-
trations for 1945-1947 vegetation samples not studied in this report.

4.1.1 Histograms and Confidence Intervals

As indicated in Section 2.2, the uncertainty analysis for each vegeta-
tion sample produced 1000 values of V, the concentration of iodine-131
(uCi/kg) for the sample. A histogram was then constructed using these values.
The histograms for the December 1945 and July 1946 samples are shown in Fig-
ures 4 and 5. The histograms show at a glance the range of uCi/kg values
within which the true value of V is Tikely to lie. From Figure 4 we see that
it is very unlikely that the iodine-131 concentration for the December 20,
1945, pellet could have been less than about 12 xCi/kg or more than about
40 uCi/kg, assuming of course that the distributions and correlations for the
parameters in the model for V [Equation (5)], as specified in Table A.1, are
appropriate. For the July 1946 sample (Figure 5), it is unlikely that the
true concentration was less than about 0.7 uCi/kg or more than about
4.5 uCi/kg.
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The histograms in Figures 4 and 5 were used to obtain the cumulative
distributior functions (cdfs) shown in Figures 6 and 7. These cdfs show the
probability that the true iodine-131 concentration for the two vegetation

S
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FIGURE 6. Subjective Cumulative Distribution Function of the Iodine-131

Concentration (uCi/kg) for the Sagebrush Sample Ccllected on
December 20, 1945, in Richland, Washington
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FIGURE 7. Subjective Cumulative Distribution Function of the Iodine-131
Concentration (uCi/kg) for the Sagebrush Sample Collected on
July 15, 1946, on the Hanford Site North of Richland, Washington
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sampies could have been less than or equal to any uCi/kg value specified. For
example, for the December 1945 vegetation sample (Figure 6), the probability
is about 0.99 (99% chance) that the iodine-131 concentration was less than or
equal to 30.4 xCi/kg. That is, the 99th percentile of the distribution of V
is estimated to be 30.4 uCi/kg. (See Appendix B for the definition of a
percentile.)

Table 1 displays percentiles and other statistics of the 1000 values of
V for the two vegetation samples. The percentiles in Table 1 can be read
directly from the cdf curves in Figures 6 and 7, as illustrated in those fig-
ures by the 1st and 99th percentiles. The 98% confidence intervals for V
given in Table 1 are a useful summary of the information in the histograms and
the cdfs. This interval is defined by the 1st and 99th percentiles of the
distribution. For the December 1945 vegetation sample, the 98% confidence
interval is 13.1 to 30.4 uCi/kg, which is interpreted as follows:

At a subjective confidence level of 98% the value of the indine-131

concentration, V, for the December 20, 1945, vegetation sample is
between 13.1 and 30.4 uCi/kg.

For the July 1946 sample the 98% confidence interval is 1.035 to 4.11 .Ci/kg,
which is interpreted as foilows:
At a subjective confidence level of 98% the value of the

iodine-131 concentration, V, for the July 15, 1946, vege-
tation sample is between 1.035 and 4.11 uCi/kg.

4.1.2 Deterministic-Predicted (DP) Concentrations

In addition to percentiles and confidence intervals, Table 1 also dis-
plays the DP concentration. The DP concentration was obtained by computing
the jodine-131 concentration using the central value (from Table A.1) of each
parameter in Equation (5). For the December 1945 sample, the DP concentration
was 19.6 uCi/kg, which is very close to both the arithmetic mean
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TABLE 1. Percentiles and Other Selected Statistics for the Histogram of 1000
Possible Values of the lodine-131 Concentrations in Vegetation
(uCi/kg)for the December 20, 1945, and the July 15, 1946,
Vegetation Samples

December 20, July 15,

Statistics 1945, Sample 1946, Sample

Minimum 11.6 0.726
Ist percentile 13.1 1.035
5th percentile 14.35 1.305
25th percentile 16.8 1.89
50th percentile (median) 19.3 2.31
Deterministic-predicted

(DP) concentration!? 19.6 2.88
Arithmetic mean 19.74 2.35
75th percentile 22.2 2.77
95th percentile 26.65 3.50
99th percentile 30.4 4.11
Maximum 39.3 4,38
Standard deviation 3.867 0.6629
98% Confidence interval(?! 13.1 to 1.035 to

30.4 4.11

Mu]tig]icative uncertainty factors

F,C 1.49 2.78

Fog' 1.55 1.43

F, (¢ 1.52 2.10

A

(a) Computed by substituting the central value of each parameter (from Table A.l)
into Equation (5), the equation for computing the iodine-131 concentration.

(b} Interval between the 1st and 38th percentiles.

(c) F, = DP concentration divided by the lst percentile.

(d) Fgg = 99th percentile divided by the DP Concentration.

(8) FA b (F] + Fgg)/z

(19.74 xCi/kg) and the median (19.3 uCi/kg) of the 1000 computed values of V.
Hence, for the December 1945 vegetation sample, the DP concentration repre-
sents the middle or central part of the distribution of V (Figure 4). How-
ever, for the July 1946 sample, the DP value (2.88 uCi/kg) is considerably
larger than either the arithmetic mean (2.35 uCi/kg) or the median

(2.31 uCi/kg) (Figure 6). This result for the July 1946 vegetation sample is
believed to be caused primarily by the asymmetry (negative skewness) of the
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triangular pdf for the parameter I . specified in Table A.1. The expression
"negative skewness" means that (see Table A.1) the distance from the lower
limit of I . (0.30) to the central value of I, (0.90) is much larger than the
distance from the central value to the upper limit (0.95). The discrepancy
between the DP concentration and the mean and median of V may also be caused
to a lesser extent by the asymmetrical triangular distribution that was speci-
fied for the parameter T (pellet thickness) in Table A.l.

4.1.3 Multiplicative Factors

The information contained in the confidence interval statements can also
be expressed as unitless muitiplicative factors. These factors for the two
vegetation samples are used here to develop a simple procedure for obtaining
approximate upper and lower limits that are expected to contain (bound) the
98% confidence interval for all vegetation samples collected in the 1945-1947
period. Three multiplicative factors were computed for the two vegetation
samples in Table 1:

F, = DP concentration divided by the lst percentile
Foo = 99th percentile divided by the DP concentration
Fo o= (F + Fgg)/2

where DP is the deterministic-predicted concentration of iodine-131, as
defined in Section 4.1.2 above.

From Table 1 we see that, for the December 1945 sample, the values of Fis
Fog» and F, are 1.49, 1.55, and 1.52, respectively. It follows from the def-
inition of these factors that dividing and multiplying the DP concentration
(19.6 uCi/kg) by the factor 1.5 gives, approximately, the lTower and upper
limits of the 98% confidence interval.

The values of F,, Fy,, and F, for the July 1946 sample are 2.78, 1.43,
and 2.10, respectively. By the definition of these factors, dividing the DP
concentration (2.88 uCi/kg) by 2.78 gives the lower end of the 98% confidence
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interval (the 1st percentile), and multiplying the DP concentration by 1.43
gives the upper limit of the confidence interval (the 99th percentile).

The rationale for believing that multiplicative factors for other vege-
tation samples collected in the 1945-1947 period will not be substantially
larger than the factors obtained above is as follows. First, for all para-
meters except G, B, and I ., the subjective pdfs in Table A.1 should apply to
all vegetation samples. That is, the uncertainty due to lack of knowledge
about the narameters is the same for all hand-formed vegetation pellets for
the 1945-1947 period, and similarly for the press-formed pellets. Second, as
shown by the sensitivity analyses (Section 4.2.1), parameters G and B have
little influence on the uncertainty (as'expressed by the pdf) of the computed
iodine-131 concentration, V. Finally, the uncertainty in I used in obtain-
ing the results for the July 1946 vegetation sample was very large (see
Table A.1). It is unlikely that the uncertainty in [, for any other vege-
tation sample collected in 1945-1947 would be substantially larger. In con-
sideration of these factors, the multiplicative factors for the two vegetation
samples studied in this report may be reasonably representative of factors
that apply to other vegetation samples in the period from 1945 through 1947.

Based on this rationale, the values of the multiplicative factors in
Table 1 suggest that a factor of 3 for the multiplicative factors F, and Fgq
may give quite conservative (too wide) 98% confidence intervals for most, if
not all, vegetation samples collected in 1945-1947. That is, dividing and
multiplying the computed DP concentration value for any sample counted in the
period from October 1945 through December 1947 by 3 should result in an inter-
val that would be highly 1ikely to include the true iodine-131 concentration
for the sample. More definitive information about the magnitude of multipli-
cative factors for other vegetation samples could, of course, be obtained by
conducting parameter uncertainty analyses for additional samples.
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4.2 SENSITIVITY ANALYSES

This section describes the sensitivity analyses conducted using the
results of the uncertainty analyses discussed in Section 4.1.1.

4.2.1 Sensitivity to Individual Parameters

The 1000 possible values of iodine-131 concentrations that were computed
by the uncertainty analysis for each vegetation sample were used as input to
the sensitivity-analysis computer code developed by Iman, Shortencarier, and
Johnson (1985). This code computes a multiple regression-correlation analysis
to determine which of the parameters in Equation (5) contribute the most
uncertainty to the computed iodine-131 concentrations. Those parameters with
a large absolute value for the partial rank correlation coefficient (PRCC)
contribute the most uncertainty to the concentrations. The parameters identi-
fied are candidates for additional study if it is necessary to reduce the
uncertainty in the computed iodine-131 concentrations. The absolute values of
the PRCCs for both the December 1945 and the July 1946 vegetation samples are
listed in order of decreasing value in Table 2.

From Table 2, we see that the five most influential parameters (E;, m, e,
M,» and I ;) are the same for both vegetation samples, but their order is dif-
ferent. In particular, I . (the fraction of the background-corrected cpm/g
measurement U of the sample that resulted from decay of iodine-131) is the
most important parameter for the July 1946 sample, but only the fifth most
important for the December 1945 sample. This difference in rank order occurs
because the uncertainty in the value of I.; was specified as being much larger
for the July 1946 sample (ranging from 0.30 to 0.95) than for the December
1945 sample (ranging from 0.90 to 1.0; Table A.1).

Table 2 also indicates that uncertainty in the vaiue of the parameter t
(the number of days from the time the sample is collected in the field to the
time it is counted in the laboratory) does not contribute greatly to the
uncertainty of the iodine-131 concentration for either vegetation sample.
Hence, uncertainty about the value of t is of less concern than uncertainty
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TABLE 2. Partial Rank Correlation Coefficients for the Parameters in
Equation (5) [that Computes the Concentration (uCi/kg)
of lodine-131] for the December 20, 1945, and the
July 15, 1946, Vegetation Samples

December 20, 1945, July 15, 1946,
Sample Sample
Rank Parameter pReC () Parameter pPReC(?)
1 E, -0.95 I; 0.94
2 m 0.95 m 0.87
3 e -0.81 E, -0.86
4 M, 0.59 e -0.52
5 I¢ 0.50 M, 0.34
6 Fis -0.48 Fis -0.27
7 e, -0.40 E; -0.16
8 t 0.34 t 0.16
9 F -0.28 Frel -0.15
10 £ -0.27 £ -0.14
11 G 0.19 G 0.12
12 E, -0.16 f -0.05
13 f -0.10 E, -0.02
14 B -0.07 T -0.02
15 W -0.03 W -0.01
16 T 0.04 B 0.00
R2(b) 0.96 0.93
(a) PRCC is the partial rank correlation coefficient (see
Appendix 8).

(b) R® 1s the proportion of the variance of (the 1000 compuEed
values of) V that is explained by the 16 parameters. R
should be close to 1 for the PRCCs to be meaningful for
identifying the most influential parameters. The values 0.96
and 0,93 are considered to be acceptably close to 1.

about the correct value for I_.. Uncertainties in the values of the para-
meters G (gross cpm), B (background cpm) and W (pellet weight) contribute very
Tittle to the uncertainty of computed iodine-131 concentrations as compared to
the amount contributed by uncertainty in the other parameters.

The parameter I . is the only one of the five most influential parameters
(Table 2) that appears explicitly in Equation (5). The other four appear in
Equations (6), (9), (11), (12), (14), and (15), which are used to compute the
factors Gp, Fg» Fea» and F,. Among the factors that appear explicitly in Equa-
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tion (5), I
of computed values of iodine-131 concentrations.

4.2.2 Effect of Reducing the Uncertainty of Parameters

This section considers whether efforts should be made to reduce the

of? Gp, Fqo Fsor and F, have the greatest impact on the uncertainty

uncertainty of model parameters to in turn reduce the uncertainty of histori-
cal vegetation iodine-131 concentrations.

Parameter [ .

In Section 4.2.1, it was shown that the computed icdine-131 concen-
tration for the July 1946 vegetation sample [obtained using Equation (5)] was
most sensitive to the parameter I .. In this section we address the question:

If the value of the parameter I . was known with greater certainty,

would that cause a substantial reduction in the uncertainty of the

computed iodine-131 concentration for the July 1946 sampie?

To address this question, the parameter uncertainty analyses for the July sam-
ple were repeated, keeping all parameter specifications the same except for
the lower 1imit for the distribution of I .. First, this Tower Timit was
changed from 0.3 to 0.5, and then to 0.7. By increasing the value of the
Tower 1imit of [ . while keeping the central value and upper limit unchanged,
the amount of uncertainty of I_. was reduced.

The percentiles and summary statistics for the histograms of iodine-131
concentrations for the three cases (lower limit of I equal to 0.3, 0.5, and
0.7) are shown in Table 3. The uncertainty in the computed iodine-131 concen-
tration, as estimated by the width of the 98% confidence interval, decreased
12% (from 3.08 to 2.69) when the lower limit of I ¢ was increased from 0.3 to
0.5. No further decrease in the width occurred when the lower limit of I .
was increased to 0.7.

The last column of Table 3 gives results for the case when all uncer-
tainty in I . was eliminated; i.e., when the central value of I.; (0.9) was
used in Equation (5) to compute iodine-131 concentration for all 10C0 cases.
For this case, the width of the 98% confidence interval for the computed
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TABLE 3. Percentiles and Other Selected Statistics for the Histogram of 1000
- Possible Values of Iodine-131 Concentrations (uCi/kg) for the
July 15, 1946, Vegetation Sample When the Lower Limit of the
Triangular Distribution of the Parameter I . Was Set Equal to 0.3,
0.5, and 0.7

Lower Limit of Distribution of I,

Statistics 0.3 0.5 0.7 0.9

Minimum 0.726 1.3 1.60 1.8
1st percentile 1.035 1.46 1.74 1.92
5th percentile 1.305 1.69 1.98 2.1
25th percentile 1.89 2.10 2.38 2.54
50th percentile (median) 2.31 2.52 2.70 2.89
Deterministic-predicted

(DP) concentration® 2.88 2.88 2.88 2.88
Arithmetic mean 2.35 2.57 2.79 2.96
75th percentile 2.77 2.96 3.14 3.32
95th percentile 3.50 3.73 3.83 4.00
99th percentile 4.11 4.15 4.45 4.43
Maximum 3.38 4.59 4.86 4.92
Standard deviation 0.6629 0.604 0.573 0.5763
98% Confidence interval(®’ 1.035 to  1.46 to  1.74 to  1.92 to

4.11 4.15 4.45 4,43

Width of 98% confidence interval 3.08 2.69 2.71 2.51
Multig]icative uncertainty factors

F,l 2.78 1.98 1.66 1.50

Foo'® 1.43 1.44 1.54 1.54

F, " 2.10 1.71 1.60 1.52

(a) Both lower 1imit and upper 1imi% of [ . were set equal to 0.90 so that there was no
uncertainty in I _; i.e., the central value of I . (0.9) was used to compute each of the 1000
values of V, cf of

(b) Computed by substituting the central value of each parameter (Table A.l) in the equation for

computing V,

Interval between the lst and 99th percentiles.

F1 = DP concentration divided by the lst percentile.

F9 = 99th percentile divided by the OP concentration.

FA = (F1 + Fgg)/z.
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iodine-131 concentration decreased 18% (from 3.08 to 2.51). This result
illustrates that the estimates of uncertainty of computed iodine-131 concen-
trations can be noticeably affected if uncertainties in influential parameters
are completely ignored.

These results also have implications regarding the usefulness of expend-
ing funds to attempt to reduce the uncertainty in I, in order to reduce the
uncertainty in computed historical ijodine-131 concentrations for vegetation.
As the results in Table 3 show, uncertainty of the iodine-131 concentration
for the July 1946 sample, as measured by the width of the 98% confidence
interval, can be reduced a maximum of approximately 18%. Of course, to
achieve this reduction would require removing all uncertainty in the value of
I.¢, which is impossible. Based on the results in Table 3, it might be rea-
sonable to expect perhaps a 10% reduction in the uncertainty of the computed
iodine-131 concentration of the July 1946 vegetation sample if the uncertainty
of I, could be reduced by 30% or so. It is probably not possible, however, |
to achieve that much reduction in the uncertainty of I ., regardless of the
amount of funds expended. Also, it is debatable whether expending funds in an
attempt to obtain only a 10% reduction in the uncertainty of the computed
iodine-131 concentration is warranted.

Parameters in M [Measurement Conversion Factor; Equation (4)1]

The uncertainty analysis of the July 15, 1946, vegetation sample was
repeated for a case with no uncertainty in any of the parameters (such as Gp,
Fyp Foo and F_) in Equation (4) that are needed to convert counts-per-minute
to disintegrations-per-minute. For this case, a reduction in the multiplica-
tive factor F, from 2.1 to 1.8 occurred. Also, the width of the 98% subjec-
tive confidence interval was reduced from 3.08 (Table 3) to 1.92. However,
this amount of reduction in uncertainty is again beyond what can be achieved
in practice, since it is impossible that uncertainties caused by lack of
knowledge can be reduced to zero.
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4.2.3 Discussion

On the bases of the results in Section 4.2.1, one might conclude that
additional literature searches or empirical studies should be conducted to
obtain additional information about the top five most important parameters to
reduce their uncertainty, thereby reducing the uncertainty in the estimated
iodine-131 concentrations obtained using the modeling equation presented in
this paper as Equation (5). However, this approach is not recommended for two
reasons. First, it is unlikely that additional information exists to reduce
parameter uncertainties sufficiently to make a substantial reduction in the
uncertainty of iodine-131 concentrations for vegetation.

Second, there may be no need to reduce the uncertainty of the historical
iodine-131 concentrations for vegetation. The most likely use that will be
made of the historical iodine-131 concentration for vegetation will be to help
validate the HEDR Project source-term, air-transport, and environmental-
accumulation models that are needed to compute iodine-131 concentrations for
vegetation in the study area as an intermediate step in computing doses to
individuals from exposure to iodine-131 via the air pathway. The uncertain-
ties in the predicted iodine-13]1 concentrations for vegetation obtained on the
basis of these complex models are likely to be very large because of the large
uncertainties in some model parameter values. The uncertainties in the
model-predicted iodine-131 concentrations are likely to be so large that
reducing the uncertainties in converting measured historical cpm/g radiation
measurements to iodine-131 concentrations will not perceptibly affect the
conclusions of the validation effort.

There may be some limited value to conducting additional uncertainty and
sensitivity analyses on other vegetation samples collected in the 1945-1947
period to confirm that the results obtained in this repert are representative
of most samples. Also, because the results of this report apply, strictly
speaking, to sagebrush samples only, efforts could be made to evaluate
uncertainties for other species of vegetation. However, the funds these
studies would require might be better used to increase, if possible, our
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knowledge about uncertainty for parameters in the source-term, air-transport,
environmental-pathways, and dose models that have a major impact on the esti-
mated thyroid doses of individuals.
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5.0 QUALITY ASSURANCE AND DATA QUALITY OBJECTIVES

The uncertainty and sensitivity analyses were conducted and this report
was prepared according to HEDQ Quality Assurance (QA) Plan OHE-3, Revision 4,
issued June 21, 1991. The following PNL QA procedures were used for the
uncertainty analyses: SCP-70-312 (Determination of Software Requirements),
SCP-70-315 (Conversion Testing, Verification, and/or Validation of Software),
SCP-70-316 (Software Application Control), and PAP-70-301 (Hand Calculations,
General).

Project files will be sent to the HEDR Project Record Center upon com-
pietion of this report in accordance with the Project’s QA plan. Drafts of
this document have undergone internal PNL technical review. Review comments
were satisfactorily resolved, and there were no controversial resolutions to
the comments.

The data quality objectives that were adopted for this study are given
in Section 5.1, and the level to which they have been achieved is evaluated in
Section 5.2.

5.1 DATA QUALITY OBJECTIVES
5.1.1 Accuracy

The qualitative accuracy objective is to quantify as accurately as
possible the uncertainties of computed iodine-131 concentrations for vegeta-
tion, V, for the two vegetation samples examined in this report. This
qualitative objective will be achieved by using appropriate models, estimating
the uncertainties of model parameters, and appropriately propagating the
uncertainties of those parameters through the models.
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The quantitative accuracy objective is that the lst through 99th
percentiles of the probability distribution functions (pdfs) of the model
parameters differ by less than 5% from the percentiles of the specified pdfs
in Table A.1 for those parameters.

5.1.2 Precisjon

The objective is that two pdfs generated using uncertainty analysis for
the same model and model parameter distributions should not vary by more than
5% for representative percentiles in the range from the 1st to the 99th
percentile.

5.1.3 Completeness

The objective is to conduct uncertainty and sensitivity analyses for
both hand-formed and press-formed vegetation pellets, the two types of pellets
used in the 1945-1947 time period.

$.1.4 Representativeness

The objective is that the models developed to convert historical
vegetation beta activities to iodine-131 concentrations should be accepted by
peer reviewers as being appropriate. That is, the models should adequately
represent the procedures that were used for preparing vegetation pellets and
measuring radiation during the period from October 1945 through December 1947.

5.1.5 Comparability

The objective is to make the uncertainty and sensitivity analyses in
this report comparable by consistently using the same uncertainty and
sensitivity methods (outlined in Sections 2.2 and 2.3) throughout the report.

5.2 ATTAINMENT OF DATA GQUALITY OBJECTIVES
5.2.1 Accuracy

The attainment of this objective was assessed qualitatively by peer
reviews. The quantitative objective was assessed by determining whether
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selected representative percentiles in the range from the 1st through the
99th, of the probability distribution functicns (pdfs) for three
representative model parameters [generated using the code by Iman and
Shortencarier (1984)], differed by less than 5% from the percentiles of the
specified pdfs in Table A.1 for these three parameters. Table 4 displays the
percentiles and other statistics of the specified pdf (from Table A.1) and of
the generated pdf for the following three model parameters: I_. for the July
1946 sample for the case where the minimum value was set at 0.30, e for the
December 1945 vegetation sample, m for both samples. These parameters were

TABLE 4. Percentiles and Other Se]ected Statistics for the Specified
(Table A.1) and Generated‘®) Probability Density Functions
of Parameters I ., e, and m in the Model [Equation (5)] for
Iodine-131 Concentrations in Vegetation

I (b)
(triangu]ar m(d) (uniform
pdf) e!®) (normal pdf) pdf)
Speci- Gen- Speci- Gen- Speci- Gen-

Statistics fied erated fied erated fied  erated
Minimum 0.30 0.318 -0.8100 -0.81 0.0295 0.0295
Ist percentile 0.362 0.361 -0.6094 -0.609 0.0296 0.0296
5th percentile 0.440 0.440 -0.4310 -0.431 0.0302 0.0302
25th percentile 0.612 0.612 -0.1767 -0.1765 0.0330 0.033
50th percentile 0.742 0.742 0.0000 0.00012 0.0365 0.0365
Mean 0.7166 0.7167 0.79000 -0.00006 ©.036> 0.0365
75th percentile 0.841 0.841 0.1767 0.1765 0.040 0.040
95th percentile 0.910 0.910 0.4310 0.431 0.0428 0.0428
99th percentile 0.932 0.932 0.6094 0.6125 0.04336 0.04335
Maximum 0.95 0.949 0.8100 0.81 0.0435 0.0435
Standard deviation 0.148 0.148 0.262 0.262 0.00404 0.00404
(a) 1000 generated values of the parameter.
{b) I giis ;gi fraction of the background-corrected vegetation- sample beta activity that is due to

i6dine-

(c) e°1s an additive random ervor term that models the uncertainty in approximating the diameter of

vegetation pellets using the linear regression of pellet diameter on pellet thickness
[Equations (11) and (12}].
(d) m is the iodine-131 beta absorption coefficient [Equation (13)].
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selected because 1) they were identified (Section 4.2) as being relatively
large contributors to the uncertainty in computed iodine-131 concentrations
and 2) their specified pdfs (Table A.1) represent the three different
distributions of pdfs used in this report: triangular, normal (Gaussian), and
uniform (rectangular). It is clear from Table 4 that the percentiles and
statistics for the pdfs that were generated are in close agreement with those
for the specified (target) pdfs. Moreover, the percent difference in the
specified and generated percentiles were less than 1% for all percentiles.
Hence, the data quality objective for accuracy has been attained.

5.2.2 Precision

The data quality objective for precision was that two pdfs generated
using uncertainty analysis for the same model and model parameter distribu-
tions should not vary by more than 5% for selected representative percentiles
in the range from the 1st to the 99th percentile. The attainment of this data
quality objective was assessed by repeating the uncertainty analysis for the
December 20, 1945, vegetation sample with a new sequence of random numbers.
The new sequence was obtained by using a different random number seed in the
code by Iman and Shortencarier (1984) to start the random number sequence.

The percentiles and statistics that describe the 1000 values of
iodine-131 concentrations obtained in the new uncertainty analysis are shown
in Table 5, along with the results for the original uncertainty analysis from
Table 1. The percent relative standard deviations for the percentiles are all
less than 5%. Hence, the precision data quality objective was achieved. (The
percent relative standard deviation is 100 times the standard deviation
divided by the mean.) The relative standard deviations for the other statis-
tics were also less than 5% with the exception of the maximum value of V. The
two maximum values (39.3 and 32.4 uCi/Kg) differed by 18% and had a percent
relative standard deviation of 13.6%. However, because the distribution of
the maximum order statistic has a wide variability (large uncertainty)
thisdifference is maximum values is not an unusual result. Given the very
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Percentiles and Other Selected Statistics for Two Histograms of

1000 Possible Values of the lodine-131 Concentrations in

Vegetation (uCi/kg) as Obtained Using Two Sequences of Random
Parameter Values for the December 20, 1945, Vegetation Sample

P
Q «we Q O o
— — i

The results for this case are from Table 1.

Numher of values of V (iodine-131 concentrations) that were computed.

Original Duplicate
Uncertaint ncertainty
Statistics Ana1ys1‘s(a Analysis
Number of values of V(P 1000 1000
Minimum 11.6 11.9
1st percentile 13.1 13.05
5th percentile 14.35 14.2
25th percentile 16.8 16.85
50th percentile (median) 19.3 19.3
Deterministic-predicted concentration value'® 19.6 19.6
Arithmetic mean 19.74 19.74
75th percentile 22.2 22.0
95th percentile 26.65 26.55
99th percentile 30.4 29.95
Maximum 39.3 32.4
Standard deviation 3.867 3.829
98% Confidence interval(? 13.1 to 13.05 to
30.4 29.95
Multiplicative uncertainty factors
F, (e 1.49 1.50
1 (f)
Fag 1.55 1.53
F, @ 1.52 1.52

Computed by substituting the central value of each parameter in Equation (5), the equation for

computing V.

Interval between the ist and 99th percentiles.

F, = DP concentration divided by the lst percentile.
Fgg = 99th percentile divided by the DP concentration.
Fp = (Fy + Fggl/2.
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small relative standard deviations in Table &, there is no reason to believe
that a replication of the uncertainty analyses described in this report would
result in histograms of jodine-131 concentrations that would lead to different
conclusions and recommendations.

5.2.3 Completeness., Representativeness, and Comparability

The completeness objective was attained because uncertainty and sensi-
tivity analyses for both hand-formed and press-formed vegetation pellets were
conducted. The representativeness objective was attained to the extent of the
peer reviews conducted for this report. However, further verification of this
objective will be assessed by peer reviews of the report by Mart et. al.
(1993), which is currently in preparation. The comparability objective was
also verified by peer reviews of this report.
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6.0 SUMMARY AND CONCLUSIONS

The Mart et al. (1993) report describes a model for converting GM detec-
tor measurements (cpm/g) of historical Hanford vegetation samples to concen-
trations of iodine-131 (uCi/kg). This model, Equation (5), which is expected
to be applied to individual vegetation samples, has a number of parameters.
Because of a lack of knowledge about the correct value of these parameters for
a given sample, there is uncertainty in the computed iodine-131 concentration
for each sample. The uncertainties of these parameters are specified as prob-
ability density functions (pdfs), which are listed in Table A.1 in Appendix A.
These pdfs were used as input to a computer code (Iman and Shortencarier 1984)
that was used to estimate the uncertainty of the jodine-131 concertration com-
puted using Equation (5). This uncertainty is characterized by the histograms
of 1000 possible (plausible) iodine-131 concentration values generated by the
uncertainty analysis for each of the vegetation samples. For each sample,
this histogram expresses the uncertainty in the predicted iodine-131 concen-
tration that is due to uncertainties in the model parameters. The model
itself is assumed to be known.

Uncertainty analyses were conducted for two specific vegetation samples:
a sagebrush sample collected and counted on December 20, 1945, and a sample of
unknown species collected and counted on July 15, 1946. The histograms of the
1000 computed values for iodine-131 concentrations for these two samples are
summarized in Table 1 and displayed in Figures 4 and 5. The uncertainty for
each vegetation sample is described by both the 98% confidence interval for
the concentration value and by a unitless multiplicative uncertainty factor.
The multiplicative factor is useful for summarizing and comparing results for
different vegetation samples. From Table 1 it was found, using the upper and
Tower limits of the 98% confidence interval, that the multiplicative uncer-
~ tainty for the December 1945 iodine-131 concentration was approximately 1.5.
That is, the lower and upper Timits were a factor of approximately 1.5 smaller
and larger, respectively, than the deterministic-predicted (DP) concentration.
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For the July 1946 sample, the upper limit of the 98% confidence interval was a

factor of 1.4 larger than the DP concentration, and the lower limit was a
factor of 2.8 less than the DP concentration.

This difference in factors for
the December 1945 and July 1946 vegetation samples reflects the fact that the

uncertainty in the iodine correction factor I ¢ was substantially larger for
the July 1946 sample than for the December 1945 sample.

The factors for the
July sample (1.4 and 2.8) were unequal because the pdf of I, for that sample
was asymmetrical (higher probability of extremely low values than of extremely
high values of I ). |

In addition to the parameter uncertainty analyses, sensitivity analyses
were conducted to determine which parameters“’ in Equation (5) contribute
the most to the uncertainty of the iodine-131 concentration value for each
vegetation sample.

m, e, M,

The sensitivity analyses (Section 4.2) indicated that E»
, and I . were the most influential parametersw) for both the
December and July vegetation samples. However, the parameter I_. contributed
the most uncertainty to the iodine-131 concentration for the July 1946 sample
only. The analyses also showed that the parameter t (time between sample
collection in the field and beta counting in the laboratory) was not highly
influential for either sample.

Also, parameters 6 (gross GM detector cpm), B
(background cpm), and W (vegetation pellet weight) had very minor influences
on the uncertainty.

These results suggest that the parameter I_. is the most
important candidate for further study, followed by E,, m, e, and M, -

The results (Section 4.2.2) suggest that if all of the uncertainty in ¢
was removed for the July 1946 vegetation sample, the multiplicative uncer-

tainty factors 1.4 and 2.8 would reduce to a single factor of about 1.5.

That
is, when all uncertainty in I . was removed, the 98% subjective confidence

interval was from 1.92 to 4.43 uCi/kg, in contrast to 1.035 to 4.11 uCi/kg
calculated when I . was assigned the original (more realistic) uncertainty.

(a)

The reader should recall that some of these parameters depend on other parameters defined in
Equations (6), (9), (14), (16), (17), and (18).
(b)

For definitions of these parameters, see Appendix A and Section 3.0.
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This result suggests that even if the uncertainty in I . were reduced to zero,
which is impossible to achieve, the confidence intervals for iodine-131 con-

Hence, further study to reduce the

Since I ; is the most

centrations would not change drastically.

uncertainty of I . would not have been cost effective.
important parameter for the July 1946 sample, further study to reduce uncer-

tainty in the remaining parameters also would not have been cost effective.
Also, it may not be possible to reduce uncertainty in the other parameters to

any extent.
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7.0 RECOMMENDATIONS FOR FUTURE WORK

A major goal of the HEDR Project is to estimate the iodine-131 dose to
the thyroid of specific individuals and population groups who were exposed to
iodine-131 in the 1944-1990 period. Those doses will be estimated using the
air pathway dose computer model HEDRIC (Hanford Environmental Dose ‘
Reconstruction Integrated Codes). HEDRIC contains an environmental accumula-
tion model (DESCARTES) that computes historical measurements of iodine-131
concentrations for vegetation. Because of the large uncertainty that is
present in modeling the amount of iodine-131 released from Hanford stacks and
the dispersion of that iodine-131 to vegetation around the Hanford Site, the
uncertainties in DESCARTES’ estimated iodine-131 concentrations for vegetation
are also likely to be very large. The uncertainties in iodine-131 concen-
trations of historical vegetation samples that are computed in this report
(Section 4.1) using Equation (5) are expected to be much smaller. In this
situation, there appears to be littie incentive to conduct studies to try to
reduce the uncertainty of parameters in Equation (5). Instead, efforts should
be focused on developing improved pdfs for parameters in the source-term, air-
transport, environmental-accumulation, and dose models that contribute the
most uncertainty to estimated thyroid doses of individuals. This development
process is being evaluated as part of the HEDR Project Milestone 0803A letter
report: Project Sensitivity Uncertainty Analyses Plan.

Because uncertainty and sensitivity analyses are such an important part
of the procedures being developed to estimate doses received by specific
individuals and populations, the HEDR Project is currently examining two
questions:

1. What level of effort should be devoted to quantifying the uncertainty in

the source-term, air-transport, environmental-accumulation, and dose
models?
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2. To what extent are formal, structured, interview methods for eliciting
information from experts concerning model and model-parameter uncer-
tainties needed to ensure the credibility and defensibility of HEDR
Project dose estimates?

The first question addresses the issue of uncertainty about models
(equations) rather than uncertainty about which parameter values to use in the
model. The analyses conducted in this report estimate uncertainty due solely
to lack of knowledge about which parameter values to use. An additional com-
ponent of uncertainty is that due to uncertainty about which model form or
structure to use. The predictive models used in this report (Sections 2.1 and
3.0), which are from the Mart et al. (1993) report, are considered to be known
with certainty. Of course, model uncertainty (as distinct from parameter
uncertainty) does indeed exist. Indeed, the models described in the Mart
et al. (1993) report have not yet been formally reviewed by the HEDR Project
because that report is still in preparation. However, the issue of model
uncertainty was not addressed for the models here because the results of this
report will not directly affect the main objective of the HEDR Project, which
is to estimate doses to individuals and groups. Staff of the HEDR Project are
considering how to resoive the issue of model uncertainty for the source-term,
air-transport, environmental-accumulation, and dose modeis (equations). These
models are vitally important for the success of the HEDR Project.

As concerns the second question, no attempt was made here to use a struc-
tured interview procedure, such as those discussed by Meyer and Booker (1991)
and IAEA (1989, p. 31), for eliciting information about the uncertainty of
model-parameter values. This approach was not used because of the time and
expense that would have been required, and because such an approach was not
considered essential to achieve the goals of this report. However, HEDR Proj-
ect staff are addressing the issue of the extent to which a formal interview
approach is needed to elicit information about models and probability density
functions for model parameters. The methpds for elicitina and analyzing
expert judgment discussed by Meyer and Booker (1991) are currently being eval-
uated. The issue of how to defend model predictions based on models that
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require substantial subjective input is of central importance to the credi-
bility of the HEDR Project. This issue is of greatest importance for the
source-term, air-transport, environmental-accumulation, and dose models. The
defensibility and credibility of the estimated doses for individuals and
groups will depend in large part on the credibility of the procedures used to
elicit uncertainty information from experts.
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APPENDIX A

RATIONALE FOR THE CHOI PARA TRIBUTIONS

This appendix gives the rationale for the choice of the probability den-
sity function (pdf) for each parameter in Equation (5), the equation that was
used to compute iodine-131 concentrations, V. The forms of the pdf (normal,
triangular, or uniform) and the minimum, central, and maximum values for each
pdf are given in Table A.l.

A.1 GROSS COUNTS PER MINUTE. G (cpm)

For both vegetation samples studied in this report, a large number of
beta-particle counts were obtained during the time (tg minutes) that the vege-
tation pellets were counted in the GM detector. Hence, the gross count rate,
G, for each pellet is known (NCRP 1985) to be well approximated by a normal
(Gaussian) distribution with mean G and standard deviation (G/tg)”z. For the
December 20, 1945, peliet, Healy (1945) reports that G = 711 cpm and t, =
5 minutes, which impiies that the mean and standard deviation (SD) of G are
711 and (711/5)“2 = 11.9 cpm, respectively. For the July 15, 1946, pellet,
Dickinson (1946) reports that G = 132 cpm and tg = 16 minutes, which implies
that the mean and $D of G for this pellet are 132 and (132/16)"2 = 2.87 cpm,
respectively. For both samples, the 0.1 and 99.9 percentiles of G, which are
required input to the uncertainty analysis computer code (Iman and
Shortencarier 1984), were computed as follows:

0.1 Percentile = mean - 3.09 SD (A.1)

99.9 Percentile = mean + 3.09 SD (A.2)

A.l
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Using these formulas we obtain (see also Table A.1):

0.1 Percentile 99.9 Percentile

December 20, 1945, sample: 674 cpm 748 cpm
July 15, 1946, sample: 123 cpm 141 cpm

When the computer code by Iman and Shortencarier (1984) selects random
values from a normal distribution, no values are selected outside the range
given by the 0.1 and 99.9 percentiles. That is, the computer code truncates
the Tow probability tails of normal distributions. Since G has a normal dis-
tribution, the code does not select any random values of G outside the range
given by the 0.1 and 99.9 percentiles. The other distributions used in this
report (uniform and triangular) are not truncated by the code since they have
well defined minimums and maximums.

A.2 BACKGROUND COUNTS PER MINUTE, B (cpm)

The numbers of background counts obtained during the background counting
time (t, minutes) for the pellets were large enough to indicate that B is well
approximated by the normal distribution, with mean and SD equal to B and
(B/t,)"/?, respectively (NCRP 1985). For the December 20, 1945 pellet,

B =23.4 cpm and t, = 30 minutes, which implies that the mean and SD of B are
23.4 and (23.4/30)'% = 0.883 cpm, respectively. For the July 15, 1946
pellet, B = 31.5 cpm and t, = 2160 minutes {36 hours), which implies that the
mean and SD of B for this pellet are 31.5 and (31.5/2160)"2 = 0.121 cpm,
respectively. The 0.1 and 99.9 percentiles of B, the values of which are
given in Table A.1, were computed as they were for G above, and the computer
code truncated the normal distributions of B at the 0.1 and 99.9 percentiles.
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TABLE A.1. Probability Density Functions for Parameters in Equation (5)
Used to Compute Vegetation Iodine-131 Activities (uCi/kg) for a
Vegetation Sample Collected and Counted on December 20, 1945,
and a Vegetation Sample Collected and Counted on July 15, 1946
Parameter Peliet pdf Minimum Central Valggifl Maximum
G(b) (gross cpm) 12/20/45(0) Normal 674(d) 711 748(8)
7/15/46¢¢) Normal 123(9) 132.4 141(e)
B (bekg cpm) 12/20/45 Norma 20.7(9) 23.4 26.1(8)
7/15/46 Normal 31.1¢9) 3.5 a1.9le)
Iee 12/20/45 Triangular 0.90 0.98 1.0
7/15/46 Triangular 0.30 0.90 0.95%
7/15/46 Triangular 0.50 0.90 0.95
7/15/46 Triangular 0.70 0.90 0.95
T(b) (thickness, ﬁm) HFP(f) Triangular 0.300 0.578 0.762
prpf) Triangular 0.381 0.551 0.737
e HFP Norma) -0.81(9) 0.0 0.81(e)
PFP Normal -0.56(d) 0.0 0.56(¢)
f HFP Uniform 0.67 0.70 0.73
PEP Triangular 0.70 0.72 0.73
t (days) a1 t9) Uniform 0.0417 0.333 0.625
W(8) (yeight, grams) Al Uni form 0.90 1 1.10
3 AN Uniform -0.0173 0.0 0.0173
£, AN Uniform -0.00173 0.0 0.00173
€, AN Uniform -0.0173 0.0 0.0173
£ Al Uniform -0.00953 0.0 0.00953
m (mg/cm’) Al Uniform 0.0295 0.0365 0.0435
M, (ng/cm?) oM Uni form 2.33 3.68 5.03
Fbs AN Uniform 1.06 1.10 1.14
Frel Al Uniform 1.02 1.04 1.06

(a)
(b)

c
d
e
f

——— e —
— N —

(g)

T

i

Mean of the distribution for each parameter except f (for the July 15, 1946, sample), Icf' and T, for
which the mode was used.

Correlation between W and G was 0.90; correlation between W and T was 0.93; correlation between G and
T was 0.80. These correlations applied to both hand-formed and press-formed pellets.

12/20/45 and 7/15/46 are the dates that the two samples were collected and counted.

0.10th percentile of the distribution.

99.9th percentile of the distribution.

HFP = all hand-formed vegetation pellets in 1945-1946;

PFP = all press-formed vegetation pellets in 1946-1947.

A1l vegetation pel’ets in 1945-1947.
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A.3 THICKNESS (T) AND AVERAGE DIAMETER (DIAM) OF THE VEGETATION PELLET (cm)

The thickness (T) and average diameter (DIAM) of a vegetation pellet are
parameters in the equation for calculating the self-absorption parameter, Fes
[Equation (14)]. Unfortunately, the historical Hanford documents reviewed by
the HEDR Project contained only limited information about the actual dimen-
sions of vegetation pellets constructed from early 1945 through 1947, and the
original pellets no lTonger exist.

To obtain estimates of pellet dimensions for the historical pellets,
HEDR Project staff constructed several prototype i-g pellets of green sage-
brush and dried cheatgrass in 1989-1990. These prototypes were sent for
evaluation to several veteran Hanford employees who worked in the environ-
mental sampling program in the 1940s. There was some disagreement on the
cheatgrass pellet, but the veterans’ consensus was that the sagebrush pellets
generally resembled those made in the 1940s, although they were too perfectly
shaped. One person thought that the constructed pellets should contain more
leaves. Another person thought that stems should be included in the con-
structed pellets. Apparently, the historical pellets were more crudely formed
because they tried to minimize the handling of the samples.

Based on these comments, HEDR Project staff collected green sagebrush
samples monthly for about a year and constructed hand-formed and press-formed
pellets using the procedures outlined in the historical documents. The
majority of these pellets contained both Teaves and small stems. Some pellets
also contained flowers or parts of flowers, Fifty-five hand-formed and 55
press-formed 1-g sagebrush pellets were constructed from Septenber 1989 to
July 1990 (ten pellets of each type in September, and usually five pellets of
each type in other months).

Calipers were used to measure the thickness and diameter of these recon-
structed pellets. A single measurement of the thickness (T) was made for each
pellet. The diameter was measured at four evenly spaced points (45 degrees
apart) around the pellet surface, and DIAM was computed as the arithmetic
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average of these four measurements. For each type of pellet, the 55 values of
T were plotted as a histogram. Using the shape of this histogram as a guide,
the triangular distribution was selected for the pdf for both hand-formed and
press-formed pellets. The particular triangular distributions that were
selected are given in Table A.l.

If we assume that all 1-g peliets have the same density, the dimensions
T and DIAM should be related (in general, larger DIAM implies smaller T).
Accordingly, a linear regression analysis of DIAM on T was performed so that
the parameter DIAM in the equation for F  [Equation (14)] could be replaced
with an equation that contained only the parameter T plus a random error
term e that would model the random deviations from the fitted line. This
approach was preferred to the alternative approach of retaining both DIAM and
T in the expressions for F_,, specifying pdfs for both DIAM and T, and also
specifying the correlation between DIAM and T. The regression approach was
Jjudged to be more direct and easier to understand and interpret.

A.3.1 Hand-Formed Pellets

The following regression approach was used for the hand-formed pellets.
First, the value of DIAM was plotted against the value of T for each of the 55
reconstructed vegetation pellets. Then, a simple linear regression equation
was fit to the data using the software PROC REGRESS in a commercial software
package by the Statistical Analysis System (SAS 1985a,b). The regression
equation gave the following model:

DIAM = 5.32 -1.95T + e (A.3)
where e is a variable that models the random deviations of the plotted points
about the straight line. The coefficient of determination (R?) for the

regression (see Appendix B) was only 0.22; i.e., only 22% of the variability
in DIAM was explained by the variation in T. Nevertheless, the relationship
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was judged to be useful because the estimated slope of the line [Equa-
tion (A.3)] was negative (-1.95) so that the value of DIAM predicted by Equa-
tion (A.3) decreases as T increases.

The parameter e was assumed to be normally distributed with a mean of 0
and a SD of 0.262 cm. The normal distribution was selected because the
Kolomogorov goodness-of-fit test used by the SAS (1985a,b) statistical
software routine PROC UNIVARIATE indicated a very small likelihood that e was
not normally distributed. The 5D of e was estimated from the regression
analysis to be 0.262 cm.

The normal distribution of e was truncated at the 0.1 and 99.9 percen-
tiles of the distribution by the uncertainty analysis computer code (Iman and
Shortencarier 1984). These percentiles were computed using Equation (A.1) and
Equation (A.2), and are shown in Table A.l.

In summary, each value of DIAM used in the uncertainty analyses was
obtained by first randomly selecting a value of T from its triangular distri-
bution and a value of e from its truncated normal distribution (Table A.1).
Then these values T and e were used to compute DIAM using Equation (A.3).
This process was repeated for each of the 1000 iterations of the code.

A.3.2 Press-Formed Pellets

The same procedure that was used for hand-formed pellets was also used
to estimate the linear relationship between DIAM and T for press-formed pel-
Tets. The simple linear regression equation that was fit to the data was

DIAM = 4,49 - 1,135 T + e (A.4)
The value of R? was 0.096, meaning that about 10% of the variability in DIAM
was explained by the variability in T, which indicates that the parameter e

varies over a wide range. That is, Equation (A.4) does not give a very pre-
cise estimate of DIAM. The test for normality (the same test as was used for
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hand-formed pellets) indicated it was reasonable to assume that the parame-
ter e was normally distributed. The SD of e was estimated from the regression
analysis to be 0.181. Hence, e was assumed to be normally distributed with
mean 0 and SD 0.181. The 0.1 and 99.9 percentiles of the normal distribution
of e were estimated using Equations (A.1) and (A.2).. These percentiles are
given in Table A.l.

A.4 WEIGHT OF THE PELLET, W (q)

In this report, it has been assumed that both the December 1945 and the
July 1946 pellets weighed 1 g. The rationale for this selection is discussed
in the Mart et al. (1993) report. The measurements of W are assumed to have a
uniform distribution with lower and upper limits of 0.9 and 1.1 grams, respec-
tively (Table A.1). That is, we have assumed that the actual pellet weight
was equally likely to have been any value from 0.9 to 1.1 g, with no possi-
bility that the pellet weight could have been outside that range. These 1im-
its were used because veteran Hanford employees indicated that the weighing
balances that were used in the mid-1940s were notched in 0.1-g increnents.
The uniform distribution was selected because no historical information has
been found regarding the actual measurement-error distribution.

We assume that the weight, W, and the total beta counts per minute, G,
of a specific pellet have a correlation of 0.90. This correlation was
selected subjectively on the basis of information reported by Healy and
Eisenacher (1946). They counted an unspecified number of samples weighing
less than 1 g to determine the effect of sample size on the counting rate
(cpm). They found that the cpm was nearly proportional to the pellet weight.
The correction factor for a 0.5-g sample was 1.7 instead of the expected value
of 2.0 that would apply for the proportional case. For a 0.25-g sample, the
correction factor was 3.3 instead of the expected value of 4.0. Pellets of
different weight have different values for the parameters Gp, Fgo Fg,o and F,
which may account for the nonproportionality observed by Healy and Eisenacher.
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The raw data that were the basis for Healy and Eisenacher’s conclusions were
not in their report and have not been found. We note that heavier pellets
will tend to absorb more of their own radiation than lighter pellets, which
will tend to reduce somewhat the value of G and the correlation between W
and G.

The weight, W, is also correlated with the thickness, T, of the pellet;
heavier pellets tend to be thicker. The correlations here were estimated
using sagebrush vegetation pellets constructed in January 1990 by HEDR Project
staff to investigate the relationship between pellet weight and dimension
(thickness and diameter). Five pellets of each type (hand- and press-formed)
were formed for 0.5-, 0.75-, 1.0-, 1.25-, 1.5-, 1.75-, and 2.0-g weights, for
a total of 35 pellets of each type. The resulting calculated correlation
between W and T was 0.93 for both hand-formed and press-formed pellets.

Since W and G as well as W and T have positive correlations (of assumed
values 0.90 and 0.93, respectively), it follows that G and T also have a posi-
tive correlation. (Note that a larger T implies more self absorption, which
somewhat reduces the value of G and the positive correlation between T and G.)
Moreover, since T is correlated with G via the correlations of both T and G
with W, it is reasonable to assume that the correlation between T and G is
less than the correlation between W and G or W and T. With that assumption, a
correlation of 0.8 between T and G was selected subjectively. A subjective
selection was necessary because it is not possible to compute the correlation
between T and G merely on the basis of specified correlations between W and G
and between W and T.

The above correlations were specified as input to the uncertainty-
analysis computer code (Iman and Shortencarier 1984). The code did not have
to adjust these correlations because the specified correlation matrix was
positive definite.
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A.5 FRACTION, f [from Equation (8)]

The uniform distribution was selected for the pdf of f for the Decem-
ber 20, 1945, vegetation sample because minimal information was available for
this parameter. [Recall that f is the fraction of T (pellet thickness) that
achieves the appropriate value of MED.] The mean of f was specified to be
0.70 based on the calculations made in the Mart et al. (1993) report. The
lower and upper limits for f were subjectively specified as 0.67 and 0.73 on
the basis of professional judgment.

For the July 15, 1946, vegetation sample, the subjectively specified
values for the minimum, central (best-estimate), and maximum values were 0.70,
0.72, and 0.73, respectively. A triangular pdf was selected because available
information was minimal and because the central value (0.72) was not midway
between the minimum and maximum values.

A.6 UNCERTAINTY PARAMETERS E,_AND E, ASSOCIATED WITH G

The uniform distribution was selected for the pdf of E, and E,, which are
the uncertainty parameters associated with computing Gp [Equation (6)]. The
uniform distribution was selected because minimal information was available
about these parameters.

Each uniform distribution was assumed to have a mean of 0, which implies
that Equation (6) neither underestimates nor overestimates Gp consistently.
The SD that was assumed to apply to E, was 0.01, which was reported by
Schwendiman (1954) for a measured Gp value of 0.22 for shelf 1 of the beta
counter. Schwendiman obtained this value by measuring Gp for different beta
counters. Because of a lack of data, we assume that the SD of 0.01 also
applies to Gp values for the second shelf of the counter. Using a mean of 0
and a SD of 0.01, the minimum anc maximum values of E, are -0.0173 and 0.0173,
respectively, as computed using the formulas
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max = mean + (3)‘1/2 SD

min = mean - (3)Y%SD
These formulas were obtained by solving for max and min the following formulas
that give the mean and SD of the uniform distribution [from Iman and
Shortencarier (1984)]:

mean = (min + max) / 2

SD = (max - min) / (12)Y2

The SD of E, was assumed to be 0.001, which was the value obtained by
computing the SD of the differences between the measured and modeled [Equa-
tion (7)] values of Gp for shelf-distance vaiues of 0.485, 2.073, and 3.66 cm
(see Figure 2). (The measured and modeled values of G, for shelf distances of
5.25 and 6.84 cm were not used to estimate the SD because the lower shelves
were not used in 1945-1947.) Even though the shelf distance 3.66 cm was not
used in 1945-1947, values of Gp for that distance were used to estimate the SD
of E, because the measured G, for distance 3.66 cm was used to estimate the
curve that relates Gp to distance (Figure 2 of this report). Assuming a uni-
form distribution for E, with a mean of 0 and a SD of 0.001, the minimum and
maximum values of E, were computed to be -0.00173 and 0.00173, respectively.
These values were computed using the formulas given above for maximum and
minimum.

A.7 UNCERTAINTY PARAMETERS E. AND E, ASSOCIATED WITH F,

The uniform distribution was selected for the pdfs for E, and E, because
minimal information was available about these parameters. The mean of each
pdf was assumed to be 0, which implies that Equation (10) neither underesti-
mates nor overestimates F, consistently. The SD of E;, which represents the
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measurement error of F,, was assumed to be 0.01, the same value as was used
for E;. The SD of E, could not be estimated from data because no replicate
measurements of F, (i.e., no repeat measurements of F, made by the same labo-
ratory at the same time) have been found in historical reports. Assuming a
uniform distribution for E, with a mean of 0 and a SD of 0.01, the minimum and
maximum values of E, are -0.01732 and 0.01732, respectively.

The SD assumed to apply to E, was 0.0055, which was obtained by computing
the SD of the differences between the measured and modeled [Equation (10)]
values of F, for shelf distances equal to 0.485 and 2.07 cm and for DIAM val-
ues of 2.54, 3.81, and 5.08 cm. Assuming a uniform distribution for E, with a
mean of O and a SD of 0.0055, the minimum and maximum values of E, are
-0.00953 and 0.00953, respectively.

A.8 IODINE-131 BETA-ABSORPTION COEFFICIENT. m (ma/cm’)

The parameter m was reported by Baitakmens (1977) to be 0.0365
+0.007 mg/cm®. Baltakmens did not define the +0.007 uncertainty term, but he
states that m "...can be determined with a typical accuracy of +2% if the
counting geometry is kept constant." Since 0.007 is 2% of 0.0365, we assume
that 0.0365 +0.007 approximates the minimum and maximum values for m, 0.0295
and 0.0435, respectively (Table A.1). The parameter m is assumed to have a
uniform pdf because no information was available to justify using a
distribution shape.

A.9 MASS THICKNESS OF THE MICA WINDOW, M (ma/cm?)

Healy, Schwendiman, and Thorburn (1950) reported mica-window mass thick-
nesses for 13 beta counters in use at Hanford in 1950. The mean and SD of
these 13 values were 3.68 and 0.780, respectively, and these 1950 values are
assumed to apply to the period from 1945 to 1947. We have assumed that M, has
a uniform pdf because oniy minimal information was available. A uniform pdf
with a mean equal to 3.68 and a SD equal to 0.780 implies the minimum and
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maximum values of M, are 2.33 and 5.03 mg/cm’, respectively, as obtained using
the formulas for maximum and minimum given in Section A.6. No information has
been found to indicate whether the skill in manufacturing mica windows
improved between 1945 and 1950.

A.10 BACKSCATTER PARAMETER, F,,

As discussed in the Mart et al. (1993) report, no measurements of F,s for
vegetation pellets have been found in historical Hanford documents. However,
one measurement of F _ was reported for iodine-131 on cardboard (Burtt 1949)
and six values were reported for iodine-131 on filter paper (Schwendiman 1954;
Thomas, Polinsky, and Schwendiman 1956; Mart et al. 1993). Although backscat-
tering within a thick radioactive substance is much more complex than that
measured for a radioactive substance placed on an inert backing, these data
were used in this report because of the lack of more definitive data [see Mart
et al. (1993) for additional discussion]. The mean and SD of these seven
values are 1.101 and 0.0219, respectively. We assume a uniform pdf for Fos
because the data are inadequate to justify a specific distribution shape. A
uniform pdf with mean equal to 1.10 and SD equal to 0.0219 results in minimum
and maximum values for F,_ of 1.06 and 1.14, as computed using the formulas
for maximum and minimum given in Section A.6.

A.11 CELLOPHANE SCATTERING PARAMETER. F_,,

For bismuth-210 beta radiation from a radium (RaDEF) source placed on
the second shelf of the GM detector, the shelf used historici 11y at Hanford,
Schwendiman (1954) estimated F_,, to be 1.07. However, more scattering of
beta radiation is assumed to occur for bismuth-210 than for jodine-131 because
of the higher beta energy of bismuth-210. We can infer from Nervik and
Stevenson (1952) that F_,, is about 1.04 for iodine-131. Here (because of
minimal information) we have assumed that F.e1 has a uniform distribution with

a mean of 1.04. The minimum and maximum of the uniform distribution were
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assumed, on the basis of professional judgment, to be 1.02 and 1.06,
respectively. [See Mart et al. (1993) for additional discussion and
rationale.] The maximum and minimum values were not computed using the
formulas for maximum and minimum in Section A.6 because no information about
the mean and SD of F__, was available.

A.12 NUMBER OF DAYS (t SAMPLE COLLECTION AND COUNTING

The parameter t was not constant during the period from 1945 to 1946.
However, the dates on which sampling and beta-counting occurred were recorded
for most vegetation samples in the original data sheets for both 1945 and 1946
(Bulow 1945; Healy 1945; Dickinson 1946). For this report, uncertainty analy-
ses were conducted for only two samples: one that was both collected and
counted on December 20, 1945 (Healy 1945), and another that was both collected
and counted on July 15, 1946 (Dickinson 1946). The exact number of hours
between sample collection and counting for these samples is unknown. We have
assumed here that neither sample was collected before 8:30 a.m. or after
2:30 p.m. We have also assumed that neither sample was counted before
3:30 p.m. or after 11:30 p.m. Given these assumptions, the minimum number of
hours between sample collection and counting is 1 (from 2:30 p.m. to
3:30 p.m.), or t = 1/24 = 0.0417 days. The maximum number of hours is 15
(from 8:30 a.m. to 11:30 p.m.), or t = 15/24 = 0.625 days. The mean number of
hours is 8 (average of 1 and 15), or t = 8/24 = 0.333 days. The uniform pdf
was assumed to be applicable for t in the absence of detailed information.
Hence, t was assumed to have a uniform pdf with a mean of 0.333 days, a
minimum of 0.0417 days, and a maximum of 0.625 days.

A.13 IODINE-131 CORRECTION FACTOR, 1

Vf

For the December 20, 1945, vegetation sample, the central value of I is
specified as 0.98 based on decay measurements of onsite samples collected in
1945 for the months of February (Parker and Gamertsfelder 1945), July (Bulow
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1945), and November (Healy and Eisenacher 1946). The lower and upper limits
for I . were subjectively selected to be 0.90 and 1.0, respectively, taking
into account the fuel cooling times for November and December 1945. [See Mart
et al. (1993)]. The triangular pdf [with lower 1imit = 0.90, central value
(mode) = 0.98, and upper limit = 1.0] was selected for I_. because minimal
information was available. The uniform pdf was not selected because the mode
(0.98) was not midway between the Tower and upper limits.

For the July 15, 1946, vegetation pellet, the triangular distribution
with a Tower Timit equal of 0.30, a central value (mode) of 0.90, and an upper
Timit of 0.95 was selected for I .. The central value of 0.90 was selected on
the basis of historical values of I, reported by Healy (1948) and Parker
(1948), as well as information obtained by the HEDR Project and discussed in
Mart et al. (1993). The lower and upper limits were selected by E. I. Mart on
the basis of professional judgment. Because there was considerable uncer-
tainty about what value for the lower limit of I, was most appropriate,
uncertainty and sensitivity results for iodine-131 were also obtained when I¢
was assigned lower limits of 0.50 and 0.70. These additional analyses allowed
us to check the sensitivity of the distribution of potential (plausible)
iodine-131 concentrations for the July 15, 1946, vegetation sample to changes
in this important parameter.

It should be noted that the values used in this report for I¢ and its
Tower and upper limits apply only to vegetation samples for which the cpm
measurement obtained by the GM counter is not negligibly small. A vegetation
sample for which the cpm measurement was negligibly small would indicate that
there had been no significant deposition of iodine-131 on that plant for sev-
eral weeks before sampling. For such samples, the parameter I[.¢ could be
essentially zero, which is less than the lower limits for I ¢ used in this
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paper. [See Mart et al. (1993) for further discussion.] The two vegetation
samples analyzed in this report were selected partly because they did not have
neyligibly small cpm.
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APPENDIX B

GLOSS OF STATISTICAL TERMS

B.1 DEFINITIONS

Central (Best Estimate) Value of a Model Parameter
The central (best estimate) value of a model parameter is the single
value considered to be the most representative, which is usually con-
sidered to be the mean, median, or mode of the set of possible values.

Coefficient of Determination (R?)
The quantity R? x 100 is the percentage of the total variation of the
dependent variable (parameter), V, that is explained by a multiple
lTinear regression of V on the other variables in the regression model.
In this report, the dependent variable V represents the computed vegeta-
tion iodine-131 concentration. The "other variables" are the parameters
in the model used to calculate V.

Computer Simulation Study
A computer simulation study is one in which the value of a model output
variable is computed many times, each time using a new vector (set) of
input parameter values, which are generated using a computer. In this
report, the iodine-131 concentration for a specific vegetation sample is
computed 1000 times, each time using a new set of computer-generated
values for the input parameters. The distribution of 1000 concen-
trations for a given vegetation sample reflects the uncertainties about
the values of model parameters.

Correlation Coefficient
A correlation coefficient measures the degree of linear association
between two variables. A positive correlation coefficient (i.e., one
between 0 and 1) indicates that there is a tendency for the value of one
variable to be relatively large when the value of the other variable is
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relatively large. A negative correlation (i.e., one between 0 and -1)
indicates a tenqency for the value of one variable to be relatively
large when the value of the other variable is relatively small.
Uncorrelated variables have a correlation of 0. In this report, the
parameters in the model to compute iodine-131 concentrations are random
variables that have either a zero or positive correlation with other
variables.

Cumulative Distribution Function (cdf) of a Variable

The cumulative distribution function (cdf) gives the probability that
the variable takes on values less than or equal to various specified
values. A graph of the cdf is useful for quickly determining these
probabilities. Figures 6 and 7 in this report are estimated cdfs for
the variable "iodine-131 concentrations."

Deterministic Predicted (DP) Value of a Model

The deterministic predicted (DP) value of a model is the value that is
obtained when the central (best estimate) value of each parameter is
used in the model. In this report, the DP value for the model [Equation
(5)] used to compute jodine-131 concentrations, V, for two vegetation
samples is computed.

Latin Hypercube Sampling

Mean

Latin Hypercube Sampling is a method of selecting multiple sets of model
parameter values for use in a computer simulation study to compute
multiple values of the model output. In this report, the method
involved dividing the specified pdf of each model parameter into 1000
intervals of equal probability, randomly selecting a value from each
interval for each parameter, and appropriately pairing these values to
obtain 1000 sets of random parameter values.

The mean refers to the arithmetic average of a set of values.
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Median
‘ The median of a probability density function is that number X ¢ which has
the property that a randomly obtained observation will be less than X
‘/With probability no greater than 0.5, and will exceed X  with prob-
/ﬂab111ty no greater than 0.5. The median of a data set is the middle
value when the sample is ordered from smallest to largest. If the num-
ber of values is even, the median is the average of ihe two middle val-
ues in the ordered array of values.
Mode
The mode of a probability density function is the highest point on the
graph of the function. Probability density functions can have secondary
modes. A secondary mode is a local maximum (high) point on the graph of
the density function. The mode of a data set is the data value that
occurs most frequently. Secondary modes of a data set can also occur.
Model Validation
Model validation is a process of comparing model predictions with field
observations and experimental measurements that are independent of the
measurements used to develop the model. A model may be considered vali-
dated when sufficient testing has been performed to ensure an acceptable
level of predictive accuracy (agreement between predictions and measure-
ments) for the range of conditions over which the model may be applied.
The acceptable level of accuracy is a judgmental issue and will vary
depending on the specific problem or question to be addressed.
Monotonic Relationship Between Two Viriables
Two variables, say X and Y, have & monotonic relationship if X
increases, decreases, nonincreases, or nondecreases as Y increases in
value.
Normal (Gaussian) Probability Density Function {pdf)
A normal pdf is symmetric and has the general shape of a bell (hence it
is often called the bell curve). The mathematical definition of a nor-
mal pdf is givéen by Iman and Shortencarier (1984, p. 16), IAEA (1989,
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p. 73), and most statistics text books. In this report, several para-
meters (variabies) of the model to compute iodine-131 concentrations are
assumed to have a normal pdf.
Parameter Uncertainty Analysis
Parameter uncertainty analysis is a quantitative analysis whereby the
uncertainty of each parameter in a model is carried through the model to
estimate the uncertainty in the model output that arises from the uncer-
tainties or variabilities of the medel parameters. In this report, the
uncertainty of parameters in the model given by Equation (5) is carried
- through to estimate the uncertainty in the iodine-131 concentration.
Partial Rank Correlation Coefficient (PRCC)
The partial rank correlation coefficient (PRCC) measures the correlation
between the ranks of the measurements of two variables when the effect
of some other ranked variable on which they both depend is removed. The
definition of the expression "ranks of measurements" is given in this
glossary. The PRCC indicates, on the basis of a multiple linear regres-
sion analysis, which variables in the regression model are most corre-
lated with computed output of the model. The multiple linear regression
is performed on the ranks (integers 1, 2, 3,...) of the values of the
variables rather than on their numerical values. In this report, the
variables in the regression model are the parameters in Equation (5)
that are used to compute iodine-131 concentrations.
Percentile of the Distribution of a variable
The pth percentile of the distribution of a variable is X;» such that at
most p percent of the values of the variable are less than or equal to
Xp, and at most (100 - p) percent of the values are greater than X,
Probability Density Function (pdf) of a Variable
The probability density function (pdf) is a real-valued function for
assigning probabilities to ranges of values of a random variable. In
this report, the parameters of the model [Equation (5)] used to compute
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iodine-131 concentrations are variables. This report uses normal
(Gaussian), uniform, and trianguiar pdfs.

Random Variable
A random variable is a function that assigns real numbers to the set of
possible outcomes of an experiment.

Ranks of Measurements
The ranks of measurements are the integers 1, 2, 3, ... assigned to
measurements that have been put in order from smallest to largest, with
the smallest measurement assigned rank of 1, the next smallest
measurement assigned the rank of 2, and so on.

Sensitivity Analysis
A sensitivity analysis, as perfermed in this report, consists of using
the results of the uncertainty analyses in a multiple linear regression
analysis to determine which model parameters contribute the most uncer-
tainty to the model prediction. A sensitivity analysis is conducted to
determine the effect on a model output (i.e., a prediction) of changes
or perturbations in the values of one or more model parameters
(Liebetrau and Scott 1991). As stated by IAEA (1989, p. 18), "A
sensitivity analysis is used to identify the components of a model that
are potentially important contributors to predictive uncertainty." If
the model output is sensitive to a particular parameter, then a change
in the value of that parameter will cause an important change in the
model output. In this report, the "model output" is the computed
vegetation iodine-131 concentration, V, obtained using Equation (5).

Standard Deviation (SD)
The standard deviation (SD) is a measure of the variability or spread of
a set of measurements or values. A data set that has a large standard
deviation has more spread than a data set that has a small standard
deviation. In this report, the SD of the values of some model para-
meters is specified or estimated (see Appendix A). Also, the SD of 1000
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values of jodine-131 vegetation concentrations [computed using Equation
(5)] is presented in Tables 1, 3, and 5.

Triangular pdf
The mathematical definition of a triangular pdf is given by Iman and
Shortencarier (1984, pp. 20-23), IAEA (1989, p. 72), and PNL (1991,
p. B.9). A triangular pdf has the shape of a triangle. In this report,
several parameters (variables) of the model to compute iodine-131 con-
centrations are assumed to have triangular distributions.

Uniform (Rectangular) Probability Density Function (pdf)
If a random variable has a uniform pdf, all values of the random vari-
able between the specified minimum and maximum values are equally likely
to occur. The uniform pdf has the shape of a rectangle. The mathe-
matical definition of a uniform pdf is given by Iman and Shortencarier
(1984, pp. 18), IAEA (1989, p. 71), and PNL (1991, p. B-8). In this
report, several parameters (variables) of the model to compute iodine-
131 concentrations are assumed to have uniform distributions.
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