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EXECUTIVE SUMMARY

Following completion of the preliminary risk assessment of the potential
Yucca Mountain Site by Pacific Northwest lLaboratory (PNL) in 1988, the Office
of Civilian Radioactive Waste Management (OCRWM) of the U.S. Department of
Energy (DOE) requested the Performance Assessment Scientific Support (PASS)
Program at PNL to develop an integrated system model and computer code that
provides performance and risk assessment analysis capabilities for a potential
high-level nuclear waste repository. The system model that has heen developed
addresses the cumulative radionuclide release criteria established by the U.S.
Environmental Protection Agency (EPA) and estimates population risks in terms
of dose to humans. The system model embodied in the SUMO (System Unsaturated
Model) code will also allow benchmarking of other models being developed for
the Yucca Mountain Project.

The system model has three natural divisions: 1) source term, 2) far-
field transport, and 3) dose to humans. This document gives a detailed
description of the mathematics of each of these three divisions. Each of the
governing equations employed is based on modeling assumptions that are widely
accepted within the scientific community.
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1.0 INTRODUCTION

The commercial generation of nuclear power produces spent nuclear fuel
that must be disposed of safely. In addition, the reprocessing of such spent
fuel has resulted in some high-Tevel nuclear waste. The placement of high-
level radioactive wastes in mined repositories deep underground is considered
to be a disposal method that would effectively isolate these wastes from the
environment for long periods of time. In the United States, the U.S. Depart-
ment of Energy (DOE) has been assigned the responsibility and, within certain
Timitations, the authority to implement the provisions of the Nuclear Waste
Policy Act (NWPA) of 1982, as amended in 1987, which provides for the develop-
ment of a mined geologic repository. Yucca Mountain, Nevada, is currently
being evaluated as a potential repository site. However, before a repository
can be used for the disposal of nuclear waste, it must be Ticensed by the U.S.
Nuclear Regulatory Commission (NRC) and meet standards established by the U.S.
Environmental Protection Agency (EPA).

The DOE, through the Office of Civilian Radioactive Waste Management
(OCRWM), is responsible for implementing the repository requirements of the
NWPA, as amended. Because NRC and EPA regulations base the final determina-
tion of a site’s suitability on a calculaticnal projection of its performance
into the distant future, DOE must ensure that its recommendations and deci-
sions are based on technically defensible predictions of the performance of
any repository. The Performance Assessment Scientific Support (PASS) Program
at Pacific Northwest Laboratory (PNL)(” assists OCRWM in its performance-
assessment-related responsibilities. :

1.1 PURPOSE AND SCOPE

The PASS Program has developed an integrated system model and computer
code (SUMO, for System Unsaturated MOdel) to conduct performance and risk
assessment analyses, and to provide a benchmark for other system codes being

(a) The Pacific Northwest Laboratory is operated by Battelle Memorial
Institute for the U.S. Department of Energy, under Contract
DE-AC06-76RLO 1830.
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developed for the Yucca Mountain Site Characterization Project. The SUMO code
is an outgrowth of the preliminary Yucca Mountain risk assessment analysis
that was completed by the PASS Program in 1988. The system model consists of
a number of component models embedded in a stochastic {Monte Cario) framework
that allows probabilistic estimation of releases to the accessible environment
and of dose and health effects in a form consistent with current EPA criteria
expressed in terms of a complementary cumulative distribution function. This
document describes the mathematical models chosen as components of the system
model.

1.2 REPORT ORGANIZATION

This report is organized into six sections. This section contains back-
ground material and an introduction to the rest of the document. Section 2.0
presents the modeling philosophy behind the development of SUMO and identifies
the performance measures that can be evaluated with SUMO. Among the major
performance measures that can be evaluated with SUMO are the EPA criteria for
cumulative releases to the accessible environment (40 CFR 191).

Models governing generation of a source term for radionuclide release
from the repository’s Engineered Barrier System (EBS) are described in Sec-
tion 3.0. Processes considered include degradation and failure of waste
containers and release of radionucliides from breached waste containers. The
approach taken to get a release term for the entire EBS is to model individual
waste containers in detail and then to add the releases from containers that
fail at random times.

A far-field transport model is described in Section 4.0. The far-field
transport model employs the integrated finite-difference solution method to
compute a hydrologic flow field and the transport of radionuclides through the
flow field. A special feature of the transport model is that the model domain
can be defined in one, two, or three dimensions.

Section 5.0 presents a dose model taiiored to handle long-term releases
of radionuclides to the environment. Doses can be computed for either a
maximally exposed individual or a distributed population and are presented in
terms of the cumulative effective dose equivalent in units of person-rem.

1.2
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’ Finally, Section 6.0 describes the statistical algorithms employed in
the SUMO code. The SUMO code implements a Monte Carlo framework to provide
pobabilistic estimates of cumulative radionuclide reieases to the accessible
environment.
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2.0 MODELING PHILOSOPHY

The SUMO code was designed to provide answers to many questions about
repository performance. For instance, it can be used to investigate the per-
formance of a proposed repository relative to the cumulative radionuclide
release limits established by the EPA (40 CFR 191). It also can be used to
predict the risk posed by the repository in terms of population health
effects. The code can also address differences in conceptual models, such as
dimensionality of the model domain and major geologic fracture networks.

2.1 SOLUTIONS PROVID®D BY THE SYSTEM MODEL

The following specific solutions are available from the SUMO code as a
function of time:

o fractional release rate of radionuclides from the EBS
v« vradionuclide flux across a boundary

o cumulative radionuclide flux across a boundary

o radionuclide concentration at a location

o individual or population dose.

Modeling requirements to implement each of these solutions are discussed in
subsequent sections of this document.

The EPA cumulative radionuclide release criteria form the basis of the
requirement for the cumulative radionuclide flux solution. The radionuclide
flux solution is included for two reasons: first, it is an intermediate step
in numerically computing the cumulative flux and, second, the dose model can
then use the radionuclide flux and water flow rate to compute concentrations
for dose considerations. The EPA’s criteria also require estimation of the
probability that releases will not exceed specified levels. Running the SUMO
code in a Monte Carlo mode provides the framework to allow the expression of
cumulative radionuclide flux reaching the accessible environment as a
complementary cumulative distribution function (CCDF).

2.1
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The dose solution allows computation of estimates of health effects
(i.e., risk of the repository} in the surrounding population caused by
releases from the repository subsequent to waste emplacement. The dosimetry
models chosen require concentrations of radioactive contaminants to evaluate
health effects. This requirement couples nicely with the implementation of
the mass transport model, which is based on a governing differential equation
expressed in terms of concentration,

Federal regulations (10 CFR 60) have imposed a performance requirement
in the form of an upper bound on the allowable radicnuclide flux rate, on a
nuclide-by-nuclide basis, from the EBS of a repository. The source-term model
ihcorporated in the SUMO code is the model used in AREST code (Liebetrau
et al. 1987), which was designed for comparison with the NRC release-rate
criteria. Because of modeling complexity and computer code size, output from
the EBS model in the SUMO code is not intended to be used for comparison with
the regulatory criteria; instead, it is used as a source term for further
modeling. Users are directed to the parent AREST code when considering only
releases from the EBS.

2.2 MODEL SOURCES

The SUMO code was formed by integrating three existing computer codes.
The three codes perform distinct functions: 1) estimating releases from the
repository’s EBS, 2) conducting hydrologic modeling and modeling of transport
of radionuclides, and 3) calculating dose to humans.

The parent code of the module for estimating source-terms was AREST
(Liebetrau et al. 1987), which was developed for DOE by PNL. The parent code
of the hydrologic and mass transport moduie was PORFLO-3 (Runchal and Sagar
1989), which was developed for DOE by Westinghouse Hanford Company and further
enhanced by PNL. Finally, the parent code of the dose estimation was DITTY
(Napier et al. 1988), a submodel of the GENII software system, which was aiso
developed for DOE by PHL.

Integrating the three stand-alone codes into the SUMO code required sub-
stantial modification of many routines to resolve conflicting names for
variables, input structures, and so on. Because many of the original modules
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were extensively modified, any verification issues must be addressed by the
SUMO developers rather than the developers of the parent codes. Enhancements
to the parent codes will not necessarily be included in the SUMO code.

2.3 STOCHASTIC FRAMEWORK

The SUMO code implements a Monte Carlc framework to provide probabilis-
tic estimates of cumulative radionuclide releases to the accessible environ-
ment. The distribution of these release estimates can then be presented as a
CCDF if desired. To achieve the ability to generate a CCDF for an output
performance measure, many input variables can be declared to be stochastic,
with values being generated from specified statistical distributions. The
only general restriction is that no time-dependent variables can be declared
stochastic. A functional flow diagram for the SUMO code is shown in
Figure 2.1.

Random numbers are generated in the SUMO code to obtain information
about the distribution of a function of one or more (random) elements.
Consider, for example, the equation for the steady-state rate of release of a
radionuclide from an individual waste package, assuming a diffusion-controlled
transport model. The release rate can be written as

R, =4n D, er, C, (2.1)

where R, is the release rate of the ith radionuclide. Random selection of one
or more of the terms on the right-hand side of this equation will cause the
release rate to be random. Assume that the diffusion coefficient D, is a
random variable that can be described by some statistical distribution.

Assume also that fixed values can be obtained for the other terms in the
equation for R.. Statistical simulation of the release rate thus invoives
repeated random selection of a value for D, from the specified distribution,
each time computing the release rate at the fixed value of D, obtained from
the selection. The distribution of these outcomes can then be expressed as an
"empirical” cumulative distribution function (CDF) and, given a sufficiently

2.3
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IGURE 2.1. Functional Flow of the SUMO Computer Code
large number of replications, probability statements about the occurrence of
the release rate in a given interval can be obtained. In addition, other
terms in the release-rate equation may be randomized concurrently.

Probabilistic assignment of values to variables that are random
increases the realism of a modeling effort. Section 6.0 of this report deals
with implementation algorithms. It does not, however, address choosing appro-
priate statistical distributions based on field data or expert opinion. The
reader is referred to statistical textbooks (e.g., Mood et al. 1974; Ferguson
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1967) for techniques for choosing a statistical distribution given field data.
A survey on the use of expert opinion to generate statistical distributions in
relation to nuclear waste disposal has been done by Bonano et al. (1990).
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3.0 SOURCE-TERM MODEL

The source-~term model provides estimates of releases from the repos-
itory’s EBS that are then used as source terms for the far-field transport
model. Releases from the EBS depend on factors such as thermal loading,
groundwater chemistry and fluxes, waste container material, and waste form; as
a result, the SUMO code is necessarily complex.

The source-term model in the SUMO code starts with the simplifying
assumption that waste packages can be treated independently, so that inter-
actions among adjacent waste packages need not be modeled. Thus there are two
major steps in the modeling of EBS releases: 1) determining when individual
“ waste containers fail and 2) computing radionuclide releases from failed indi-
vidual waste containers. All radionuclides released from the EBS are assumed
to dissolve in groundwater and then move through the liquid phase. Even
though recent studies of gas-phase releases of some nuclides have been pub-
lished (e.g., Amter et al. 1988), the current version of the SUMO code does
not consider gas-phase release and migration. However, in a regulatory set-
ting, contaminants may move in the gas phase in concentrations sufficient to
warrant future consideration.

The release models described in this section are approximate analytical
solutions to the respective governing equations. Although these equations can
be evaluated more quickly than numerical solutions, the equations relate only
to very specific governing equations, and their usefulness is restricted
accordingly. Alternatively, numerical solution procedures are often more
number-intensive but they can easily accommodate modifications of governing
equations, boundary conditions, and other model features. For this reason,
the next version of the SUMO code will contain numerical rather than analyti-
cal solutions for release rates. The current release rate model considers
chain decay only in the source-term inventory. Future versions of the SUMO
code will reflect chain decays more generally.

3.1
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3.1 WASTE FORM INVENTORY 0

On its removal from a nuclear reactor, spent fuel contains more than
100 radionuclides. Radionuclide half-1ife and inventory considerations mean
that this number can be greatly reduced to a small set of key radionuciides
that must be studied in detail. Nevertheless, the source-term model must be
able to track the radionuclide inventories of the waste form as they change
over time as a result of radioactive decay. To model such inventory changes
in the waste form, the Bateman equations (Bateman 1910) are used. In addi-
tion, when all of the inventory of a radionuclide has been released from the
waste package, the source-term contribution terminates. That is, when the sum
of the releases at the host rock boundary exceeds the exhaustion inventory,
the release rate is set to zero. (The exhaustion inventory is defined in the
SUMO code as the inventory at 1000 years.)

3.2 WASTE-FORM RELEASE MODELS FOR SINGLE CONTAINERS

The EBS release model implemented in the SUMO code is a simplified
version of the model implemented in the parent code, AREST (Liebetrau et al.
1987; Reimus et al. 1988). The implementation in the SUMO code allows a O
choice of three possible EBS release models: 1) a steady-state advective
model, 2) a steady-state diffusive model, and 3) a transient diffusive model.
In addition, either congruent or incongruent release of radionuclides from the
waste form can be accommodated. Except for diffusion-limited release at very
early times and at locations close to the surface of the waste form, the
steady-state release rates are greater than the transient release rates and
therefore more conservative. The computational effort to evaluate steady-
state models is much less than that for transient models.

3.2.1 Steady-State Release Modeis for a Single Container

Both steady-state release models in the SUMO code are based on the
assumption that each radionuclide is released from the waste form matrix
congruently, at the rate of forward matrix dissolution multiplied by the
fractional inventory of the nuclide in the matrix. If the release rate for a
given radionuciide exceeds the rate of transport away from the waste package,
then the radionuclide will reach its solubility 1imit at the surface of the

3.2
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waste form, and the overall release rate will be governed by the transport
rate. Inventory-limited release (e.g., spent-fuel gap inventory) is assumed
to be solubility/transport-limited until the gap inventory is depleted.

The steady-state models include both diffusive and advective transport
rates, with the release rate being set equal to the sum of these two rates for
a given waste package, although it is recognized that diffusive and advective
processes may not be independent of each other in a given physical setting. A
coupled diffusive-advective model [e.g., that of Chambré et al. (1988)] could
be implemented; however, the simpler approach of computing diffusive and
advective terms separately has been followed for the SUMO code.

For the steady-state release model, release from the waste form through
the failed container and backfill to the host rock is assumed to be instan-
taneous. Thus, there is no backfill inventory. (In fact, for the steady-
state models, there is no backfill.)

3.2.1.1 Steady-State Advection Model

A general mass-balance equation for a radionuclide being released from
the matrix of a waste form in contact with flowing groundwater (assuming
negligible diffusive pathways) can be written as

V dC/dt =z (t)RA - R, - k;C; + Q(t) (Cy - Cy) (3.1)

where V

i

control volume, m’

C1 = congentration of radionuclide i at the surface of the waste form,

g/m
t = time, yr
z,(t) = mass fraction of radionuclide i in waste form matrix

0
i

4 = Forward rate of matrix dissolution, g/mz-yr
A = surface area of waste form in contact with water, m?

R, = rate of precipitatiocn of radionuclide i into alteration phases,
g/yr
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km. = fijrst-order rate constant for the formation o; colloids or other 0
suspended matter containing radionuclide i, m’/yr

G(t) = volumetric flow ra;e of water through control volume in contact
with waste form, m”/yr
C, = congentration of radionuclide i in water approaching waste form,

g/m.

In Equation (3.1), it is assumed that the release rate of each radionuclide
from the matrix equals the forward rate of mafrix dissolution multiplied by
the mass fraction of the radionuclide in the matrix (i.e., congruent release
is assumed). This issumption is implicit in this development of this release
model .

The functional form of the forward rate of matrix dissolution, Rd, could
vary, depending on the waste form and the mechanism of dissolution in the
environment of interest. To date, spent-fuel dissolution experiments have not
yielded results that support mechanistic model development, so a general form
for the rate of dissolution of spent-fuel matrix of n constituents has been
implemented in the source term model:

n
Ry =K, (1 2 cm/cm*) I [x[" (3.2)
i=l
é&“
where k, = forward reaction rate constant, g/mleyr (nﬁ/g)
[x,] = activity of constituent x in rate law, g/m’

a. = reaction order with respect to the n constituents

C_ = concentration of matrix constituent m that controls matrix
dissolution rate (assumed to be U0, for spent fuel), g/m3

C = arbitrary concentration of constituent m at which the forward

rate of dissolution becomes zero, g/m.

The functional form of Equation (3.2) implies that the dissolution reaction is
reversible and that the backward reaction rate is first order with respect to
constituent m.
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If the waste form is capable of equilibrating with the solution, then Cm*
in Equation (3.2) is set equal to C_, the saturation concentration of con-
stituent m. In this case, the forward reaction will stop when C = C_, and
the rate of precipitation of alteration phases for constituent m, Rm‘[equiva—
lent to Rpi in Equation (3.1)], will be zero because no alteration phases will
form.

If the waste form is not capable of equilibrating with the solution,
then the dissolution reaction will not be completely reversible. In this
case, Cm* in Equation (3.2) will be greater than C_, and the rate of matrix
dissolution will remain nonzero even when the solution becomes saturated with
respect tom (i.e., C = C_). (This situation is expected for both spent
fuel and glass at Yucca Mountain because the primary matrix constituents, U0,
and amorphous silica, are not thermodynamically stable in the unsaturated,
oxidizing environment.) If the concentration of m has no effect on the for-
ward dissolution rate, then q; can be arbitrarily set to a very high value,
forcing Cm/q; to approach zero. In a closed system at steady state with no
colloid formation, the rate of precipitation of m, me must be equal to the
rate of dissolution, z (t)R,A, to satisfy the mass balance. Before satura-
tion, however, Rm;is assumed to be zero.

At steady state (dC,/dt = 0), and assuming that C, is equal to zero,
Equation (3.1) becomes

0 =z, (t)RA - R = k;C; - Q(t)C, (3.3)
Equation (3.3) assumes that Q(t) and z,(t) are constants. Radioactive decay,
however, will cause z,(t) to vary with time. Thus Equation (3.3) is only an

approximation and is likely to give reasonable results only if z,(t) varies
slowly with time. A steady-state mass balance on colloidal species yields

0 = k¢ - Q)G (3.4)

where C_. is the concentration of radionuclide i in colloidal form, g/m3.
Using Equation (3.4), we can rewrite Equation (3.3) as follows:

3.5
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0 =2z (t)RA - Ry - Q(t)(C; +Cpy) (3.5)

The release rate of radionuclide i is given by the last term in Equa-
tion (3.5).

3.2.1.2 Steady-State Diffusion Model

If the flow rate of groundwater, Q(t), is exceedingly Tow but the waste
form remains in contact with a continuous diffusive pathway of water, diffu-
sion could control the rate of radionuclide release from the waste package.

To assess this possibility, an expression for steady-state diffusional release
from a spherical waste form is used, in which it is assumed that at an infi-
nite distance from the waste form the concentration of the diffusing constit-,
uent is zero (Chambré et al. 1985):

Release Rate = 4n D¢ r.C, (3.6)

where D, is the diffusion coefficient of radionuclide i, mz/yr; € is the
porosity; and r_ is the effective radius of waste form, m. A spherical
geometry is assumed because it results in higher, and therefore more con-
servative, release rates than do planar or cylindrical geometries.

Several observations can be made based on Equations (3.1), (3.5), and
(3.6). When C, < C_. (the saturation concentration of i), it is apparent from
Equation (3.5) that the release rate will be equal to z,(t)RA (that is, Rpi =
0). Alternatively, when C, = C_,, the release rate will be equal to
Q(t)(Cg; + C.,*), where C_* is the concentration of nuclide i in colloidal
form when C, = C_, (a hypothetically measurable quantity). This analysis
suggests a simple test to determine whether the release rate for a given
radionuclide is controlled by the forward matrix dissolution rate or the
advective transport rate:

« If z(Y)RA < QL) (C,, + Cﬂ*), then the matrix dissolution rate
controls release, and the dominant release rate term is z,(t)RA.
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o If z,(t)RA > Q(t)(Cy, + Cci*), then the advective transport rate
controls release, and the dominant release rate term is Q(t)(C_, +

C..)-

When colloidal species are present, Equation (3.6) must be modified to
reflect the diffusion of colloidal species as well as dissolved species.
Also, in unsaturated media, only a fraction of the waste form surface may
actually be in contact with a diffusive water pathway. Equation (3.6) is
therefore modified as follows:

Release Rate = 4mer (A/A.)(D,C; +D,,C,) (3.7)
where A, = area of waste form surface in contact with diffusive pathway, m?
A, = total surface area of surface of waste form, m?
D,, = effective diffusign coefficient for colloidal species containing

radionuclide i, m*/yr
C., = concentratiog of radionuclide i in colloidal form at waste form
surface, g/m".
The right side of Equation (3.7) can be substituted for the term
Q(t)(C, + C,,) in Equation (3.5) to evaluate whether radionuclide release
under conditions of low flow rate is controlled by the matrix dissolution rate
or the diffusive transport rate. A test analogous to the test for advective
transport is devised:

e If z(t)RA < dmer (A/A)(D,C,, +D_C.’), then the matrix dissolu-

ci’c
tion rate controls release, and the release rate is z,(t)RA.

o If 2 (t)RA > dmer (A/A)(D,C,, + D_C.,), then the diffusive mass
transport rate controls release, and the release rate is

dmer (A/A)(D.C., + D C..).

If either of these tests indicates that the matrix dissolution rate
controls release, then matrix dissclution is the release-controlling process.
If both tests indicate that the matrix dissolution rate does not control the
release rate, then the release rate must be controlled by either advection or
diffusion. To determine whether advection or diffusion dominates release, the

following test can be applied:
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o If Q(t)(Cy, + Cci*) >> 4mer (A/A,)(DC,, + DC,CCI), then advective
mass transpor} controls release, and the release rate is
Q(t)(C, + C,, ).

o If Q(t)(C,, + C.") << dmer (A/A)(DC,, + D C."), then diffusive
mass transport controls re]ease, and the release rate is
4mer (A/A)(D.C,, +D_C..).

ci’ci

This sequence of tests can be applied for each radionuclide to determine
whether there is a dominant steady-state release rate expression. If neither
model is dominant, the releases from both mode's are added together. The
possible situations are summarized in Table 3.1.

3.2.2 Transient Mass-Transfer Models for a Single Container

Two principal transient mass-transfer models are used in the EBS release
model; these are based on solubility-limited and inventory-limited releases.
Subsection 3.2.2.1 describes the analytical solutions used for calculating
time-dependent, solubility-limited fractional release rates from both the
waste form and waste package. The emphasis of this model is its application
to the release of radionuclides from the U0, matrix and, potentially, from the

TABLE 3.1. Summary of Logic for Release-Rate Expressions

Relative Rates'®

Mechanism ~ Dominant Release
M ¢ D for Control Expression
1 2 3 Matrix Dissolution z,(L)RA
1 3 2 Matrix Dissolution z,(t)RA
2 1 3 Matrix Dissolution z,(t)RA
2 3 1 Matrix Dissolution z,(t)RA
3 1 2 Diffusion amer (A/A)(D,C,, + D_C.")
3 2 1 Advection aqe)(c,, + C.;)
(a) M = matrix dissolution; C = advection; D = diffusion; 1 = slowest;
3 = fastest.
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uniform corrosion of cladding. The justifications for applying a solubility-
controlled mass-transfer model to UO, and cladding have been made by Liebetrau
et al. (1987, Appendix D). Here we will discuss solubility control imposed by
separate radionuclide-bearing solids (i.e., incongruent or apparently incon-
gruent dissolution) and solubility control imposed by the congruent dissolu-
tion of the primary waste form (e.g., UQ,).

Section 3.2.2.2 presents a mass-transfer equation for calculating the
time-dependent, fractional release rates for highly soluble radionuclides from
the waste package. This model assumes rapid release of a fixed inventory of
such nuclides into a void volume within a failed container and subsequent dif-
fusional transport through the waste package and into the surrounding host
rock. The inventory-limited model is applied to gap/grain boundary sources
and cladding sources of radionuclides within the spent fuel.

3.2.2.1 Solubility-Limited Model for Matrix Release

The following equations have been derived by Chambré, Pigford, and their
coworkers (Chambré et al. 1985) to describe the time-dependent, diffusive mass
transport of a radionuclide from a waste package. The waste package geometry
used in the SUMO code is based on a spherical waste form, equal in area to the
planned actual cylindrical waste form container, that is surrounded by a
spherical porous shell, typically a packing material. Both the waste form and
packing (or analogous material) are embedded in a rock that extends infinitely
in all directions. It is assumed that there are no radioactive-decay
precursors (i.e., that the transport time from the waste package to the host
rock is short enough to allow neglect of chain decay considerations during the
transit time) and that each radionuclide is transported separately. Chain
decay is modeled for the inventory remaining in the waste form. The governing
equations used to describe the mass transfer of a radionuclide are

—L =p,v2C, Ry<r<R ,t>0 (3.8)
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aC, )
_.___.-_-Devc2 R1<r‘<oo,t>0
at
¢,{r,0) =0 Ry < r <R
C,(r,0) =0 Rysr<w
¢ (Rgst) =G t20
Ci(Rl,t) = Cz(Rl,t) t>0
aC, aC,
e]__,___zsz.____ r=R1,t?_0
- ar or
cz(w,t):o t20
. ) ac,(r,t)
M(r,t) = 4nr® | -€,D; - R,srsRyp, t20
r

where C, = radionuclide concentration in the backfill region, g/cm3
t = time after permanent closure of the repository, yr
Dy = diffusion coefficient in the water, cnﬁ/sec
R, = radius of the waste form, cm
r = radial distance from the center of the waste form, cm
R, = outer edge of packing radius, cm
C, = radionuclide concentration in the host rock region, g/cm3
C = concentration at the surface of the waste form, g/cm3
€, = porosity of the packing, dimensionless

€, = porosity of the host rock, dimensionless

3.10

W " yw . T Y [ I R I Ut R TR TR R T T N (I

(3.9)

(3.10a)

(3.10b)

(3.11)

(3.12)

(3.13)

(3.14)

(3.15)

TR S 1|



i

Bl

10

Wt b

[ .|.ﬁ‘\ .

1 TR (NRN [TPRT yf“ [

(]

TR I Y T

oo il owi Ly

Wy,

M (r,t) = mass transfer rate, g/sec

C(r,t} = time-dependent concgntration of a radionuciide within the
waste package, g/cm’.

The first equation yields the mass-transfer rate

M(r,t) = 4n(e,DRyrC,) 1/r[1 + y(Ry/R,)1) f[mzdn] (3.16)

where y = (€, - €,)/¢,

D, = DK,

K, = retardation coefficient in the packing, dimensionless

D, = Df/K,

K, = retardation coefficient in the host rock, dimensionless.

n = variable of integration

A = radicactive decay constant, 1/yr = In 2/ half-life

B o= (KK

b = R, - R, = packing thickness, cm

a = (g - €)/R

for R, s r g R,, t >0, where r is the radial distance from the center of the
waste form and t is the time after permanent closure of the repository. The
second equation yields the time-dependent concentration of a radionuclide
within the waste package

C(r,t) = C{F(r) +J':°[Ill(r,n) dn) (3.17)

also for R, < r < R, and t > 0. Other terms in Equations (3.16) and (3.17)
are defined as
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1 exp (-D;tn? - At)
Dlna |+ A (3.18)
ont

} 2€,€,8, n{cos(n[r - Ry 1) - sin(n[r - Ry1)/r}

3.19
2 T H(n) ( )
£(r) ={3“:] RRIUAY (3.20)
r 1 + Y(RO/RI)
L(ron) m{ —ZRGGIEZBN nsin(n[r —-Rg])\ (3.21)
nr H(n)
H(n) = [€,ncos(nb) + asin(nb)]? + Blensin(nb) 12 (3.22)

Equations (3.16) and (3.17) can be solved at various Jocations within the
waste package, such as the surface of the waste form (r = R,) and the waste
package boundary (r = R,). Unfortunately, the integral in Equation (3.16) is
highly oscillatory, resulting in singularities in the calculations. The
present technique for handling the integral is to accumulate the area under
the curve, using a small step size, as n goes from zero to infinity. If the
nuclide of concern is stable (A=0), then I, of the integrals in Equa-

tions (3.16) and (3.17) reduces to

1, = exp(-D;tn?) (3.23)

For the purpcses of discussion, Equation (3.16) can be written in a more
streamlined notation

M(r,t) = 4me,DRyrCob(r,t) (3.24)
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‘ where y{r,t) is the radionuclide-specific mass-transfer function

\II(Y‘,T.) =

_.j:ﬁlllzdn] Ry < r < R,
(3.25)

The mass-transfer rate, M(r,t), is related to the fractional release
rate, f(r,t), as defined by 10 CFR 60, by the relationship

F(r,t) = SUt) (3.26)

1(1000)

where 1(1000) is the inventory of a given radionuclide 1000 years after perma-
nent closure of the repository. A related parameter, the instantaneous frac-
tion release rate, F(r,t), can also be defined

® F(r,t) = ”i‘(’t‘;’ (3.27)

r + tf (3.28)

where I(t) is the time-dependent inventory of a given radionuclide at time t,
t. is the time from containment failure to time t, and t; is the time between
repository closure and containment failure. If ingrowth resulting from chain
decay is ignored, the time-dependent inventory can be related to the 1000-year

inventory by
I(t) = 1(1000) exp[A(1000-t)] (3.29)

where A is the decay constant of the radionuclide. If chain decay is being
modeled in the waste form, the inventories can be obtained as a function of
time by using the Bateman equations. This has been done by Kang (1990).
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Incongruent Dissolution and Individual Solubility Limits. A general

approach to calculating fractional release rates is to assume that the surface
concentration term, C_, of Equation (3.16) is equal to the solubility Timit,
C*, imposed by a discrete radionuclide-bearing solid (Pigford and Chambré
1986; Zavoshy et al. 1985):

(c,), =(C*, (3.30)

One complication is that the solubility, C*, is expressed for an element that
may have several isotopes that have different decay constants. Because of
this "shared solubility," an effective isotopic solubility, C: , must be
defined:

(C)y = (€ =X(CY =-I-1-(-t-)-(c*) (3.31)
344 e /i i IT(t)

where X, is the time-dependent isotopic mass fraction of nuciide i [I,(t)]
with respect to the total inventory of all nuclides [I,(t)] of the same ele-
ment. The time-dependent X, term is particularly important if two (or more)
isotopes have extremely different half-lives, as in the case of 135¢s and
'¥’Cs. In general, the C_ values for different radionuclides will be neither
equal nor correlated. Because of this, the mass-transfer rates and fractional
release rates of nuclides from the waste form surface will also not be equal
to or correlated with each other. This difference in rates of fractional
release from the waste form is augmented when fractional release rates from
the waste form are evaluated. This increase occurs because for different
radionuclides the properties (e.g., retardation coefficient, half-life)
affecting transport through the porous region(s) between waste form and host
rock differ. Because the time dependency of C_ induced by decay effects has
been treated after the fact, there may be some inaccuracy in the congruent
release rates relative to the rates that would have been calculated from the
release equation with radionuclide decay. However, given that the more accu-
rate solution has not yet been implemented, the inaccuracy of the current
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approximation is not known. Also, the relative inventory relation in
Equation (3.31) does not account for mass-transport losses because of the
computational burden and because the accuracy associated with such an imple-
mentation is unknown.

Congruent Dissolution and Matrix Solubility Limit

Assume that a compositionally homogeneous waste form that is thermo-
dynamically stable dissolves congruently under expected waste package condi-
tions. In the presence of reducing conditions, which are assumed to be
imposed by metal barriers or by iron-bearing packing and host vrock materials,
the U0, matrix of spent fuel might be such a waste form (Garisto and Garisto
1985; Johnson et al. 1985). By definition for congruent dissolution, the
instantaneous fractional release rates of the uranium matrix and all nuclides
included in it (i,j, ...,n) at the waste form surface are equal; thus

F(Rgptdy, = F(Rpt)y = F(Ryt)y = .o = F(Ry,t), (3.32)

The NRC-defined (10 CFR 60) fractional release rates do not conform to Equa-
tion (3.24) because their mass-transfer rates, M (r,t), are normalized to a
fixed inventory evaluated at 1000 years after permanent closure rather than to
an inventory corrected for radioactive decay. The fractional release rates
are related for congruent (and incongruent) dissolution as follows:

F(Rgt),[1(t),]

- 3.33
FiRa:t), 1(1000), (3-3%)

Combining Equations (3.32) and (3.33):
F(Rprt)y = F(Rgy 1)y, [1(1)/1(1000)1L1(1000) 5,/ T(t)y5,] (3.34)

For & (half-1ife of 4.47E+9 years), which is the dominant uranium isotope
in the matrix, the change in inventory between 1000 and 10,000 years after
permanent closure is negligible, only 0.002%. Accordingly, over the time
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frame of interest, the 1000-year and time-dependent uranium inventories are
essentially equal. If i is also a Tong-lived nuclide, its time-dependent
inventories and its inventory at 1000 years will also be approximately equal,
so that Equation (3.34) reduces to

'F(Rg»t)i ~ F(R@’t)uoz (3.35)

Combining Equation (3.32) with Equations (3.24) and (3.27), the fol-
lowing additional equations apply at the surface of the waste form:

M(Rgst); = M(Ry,t)yo, [T(1)/1(1)U0,] (3.36)
ﬁ(RG’t)i = 411'61 Df Rgz (Cs)U02 "’(Rmt)uoz [I(t)1/1(t)u02] (3'37)

where ¥, is the specific time-dependent function for mass transfer for the
2

U0, matrix, evaluated at the surface of the waste form [see Equation (3.17)].
Mass-transfer rates, and hence fractional release rates, for nuclides from a
congruently dissolving waste form scale directly with (C ), and the stoichi-
ometric proportion of that radionuclide in the UO, matrix. This relationship
applies to even that proportion of such highly soluble nuclides as c, !%°I,
and '%5Cs that may be uniformly distributed (though not necessarily chemically
bound) within a congruently dissolving U0, matrix. This model assumes that
the congruently dissolving waste form matrix, UO,, is a stable solid phase
with a fixed specific solubility (see Johnson et al. 1985).

Equations (3.32) to (3.37) assume that no nuclide-bearing solid forms
after the congruent dissolution of the U0, matrix. That is, the equations are
valid only if

(C)y < (CH), (3.38)
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where (C ), is the surface concentration of nuclide i contro11edoby congruent
dissoiution of the U0, matrix and (C*)i is the solubility concentration of i
imposed by the potential formation of a new solid phase at the U0, surface
[Equation (3.30) or (3.31)]. If the condition in Equation (3.38) is not met,
then nuclide i will be incongruently released with respect to urahium and the
other nuclides included in the matrix. The remainder of this section will
assume that the condition of Equation (3.38) is met.

The surface concentration of i, (C),, is nc longer equal to a solubility
Timit imposed by its own nuclide-bearing solid as it was in the incongruent
case. Combining Equations (3.24) and (3.35) gives the following expression
for the time-dependent concentration of radionuclide i at the U0, surface:

(Cy) (L) = (cs)uoz[l(t)i/l(t)uoz}[“’(Rg’t)uoz/‘l'(Rg’t)d (3.39)

Note that (C),(t) is directly proportional to the solubility of UO,, the
time-dependent stoichiometric proportion of i in the U0, matrix, and the
time-dependent ratio of mass-transfer functions. As steady-state release is
approached, the ratio of the mass-transfer functions approaches a constant
ratio, Y, leaving '

(C5)1 = Y(Cs)uoz[l(t)s/l(t)uozl (3.40)

for t + 1, where t_ is defined as the time at which quasi-steady state is
approached (Zavoshy et al. 1985). Equations (3.32) to (3.37) are strictly
valid only for time-independent values of (C},. For congruent dissolution,
the same boundary condition [Equation (3.39)] evaluated at the waste form
surface remains true. However, the simple relationships regarding mass-
transfer rates [Equation (3.36)] and instantaneous fractional release rates
[Equation (3.32)] do not apply at the waste package boundary (r = R,).
Instead, the following relationships based on Equations (3.24) and (3.26)
apply:



M(Ry;t), = dme,DR,R, (C,) (R, t), 3.41) @

and
M(R,,t),
F(R,t), MRy, b,y (3.43)
1(1000),

Combining Equations (3.41) and (3.24) and rearranging terms gives

M(Rpt)i = (R]_/Ra) M(Rg’t)1 [\l'(Rpt)i/‘P(Rgat)i] (3.44)

Substituting from Equation (3.36) gives

MRty = (Ry/Rg) M(Rgst)yo, [1(E) /(1) o, 1[WAR,,t)/W(RG,E), 1 (3.45) ‘

At steady state, the ratio of the mass-transfer functions equals a constant
value, Y, so that Equation (3.45) becomes

MRy, t), = Y (Ry/R)M(Ry, )y, [T (1) 1/ 1(E)5,] t-t, (3.46)

Equations (3.43), (3.45), and (3.45) demonstrate that, under congruent dis-
solution, the release rate of a radienuclide from the waste package will be
directly related to the release rate of uranium at the waste form surface and
the stoichiometric proportion of that nuclide within the U0, matrix.

3.2.2.2 Inventory-lLimited Model for Gap and Cladding Release

A series of mass-transfer equations (Kim et al. 1986) describe the
release of highly soluble inventory-limited radionuclides from a waste
package. These equations are based on a planar geometry,‘assuming the
presence of a waste form, a void volume over the waste form, a porous Tayer
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(or equivalent), and the host rock. It is assumed that, over the time scale

of interest, the void volume is filled by groundwater.

A certain mass of

radionuclide from the waste form is assumed to dissolve instantaneously into

this void, providing an initial concentration of the nuclide.

The parameters

and dimensions of the barriers are transformed from tﬁe actual cylindrical

geometry of a given waste package as described below.

for this setting are

oN, N,
ryellie D1 = A‘Nl
ot X,

oN, 3N,
— =0, — - M,
ot X,

N, (x,0) =0
N,(x,0) =0

N, (R t) = Ny(0,t)

v T LS A

MRyt)  M(Ryt)

~Ry<x<R,t>0

x >R, t>0

Rp < X <R,

X >R,

t>0

t>0

+ AVVNI(Rﬂ’t)

Ni(Rg,0) = N°
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The governing equations

(3.47)

(3.48)

(3.49a)

(3.49b)

I X I U

(3.50)

(3.51)

(3.52)

(3.53)

(3.54)
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where N, (x,t)

radionuclide concentration in the backfill region, g/cm® ‘
D, = D/k,
D, = diffusion coefficient in the water, cm’/sec
k, = retardation coefficient in the packing, dimensioniess
Nz(x,t) = radionuclide concentrations in the host rock region, g/cm’
A = radioactive decay constant, 1/yr = 1n 2/half-1ife
D, = Di/k,
k, = retardation coefficient in the host rock, dimensionless
€, = porosity of the packing, dimensionless
€, = porosity of the host rock, dimensionless
V, = volume of the void, cn’.

An approximate equation for the mass-transfer rate into the host rock
using these equations is

1/2
M(R,,t) = 2keNS, exp(~gt)2 [ k] exp
R

(2N + )2 b? 3.55
[—L@t—t):-———]— ¥,D; exp[(2N + 1) by, = Dlybzt] ( )
- 1W
erfc [(2N + 1) b [" 1] N=0,1,.
Z(DIT)I/Z + 'YO(D,t)l/z § +1
and the functional rates are
M(R,,t
F(R,t) = __i_l_._)_ (3.56)
1(1000)
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M(R,,t)
I(t)

FR;,t) = (3.57)

M(Rl,t) mass-transfer rate into the host rock, g/sec
N = initial concentration in void, g/cm®

S = surface area of the void, cm’

<

= time, sec
(K,/K,) e /e,
= packing thickness, cm

Yo = klelsv/vv

o (2] ot
u

erfc = complementary error function
f(R,,t) = NRC fractional release rate, parts/year
F(Rl,t) = jnstantaneous fractional release rate, parts/year.

Equation (3.55) is an approximate solution. However, Kang (1990) has found
that this solution agrees with a numerical implementation of the exact
solution, for time <10° years, and disagrees only slightly for longer times.
These results applied to the waste packing and host rock retardation coeffi-
cients being equal (k, = k,) and at values of 1, 10, 100, and 1000.

The volume of the veid, V , is equal to the difference between the volume
of the cylindrical waste container and the total volume of enclosed spent fuel
rods. The surface area, S, is the surface area of the cylindrical waste form
container. The width of the void in this model is equal to the ratio V /S, .
The initial concentration in the void, N, is calculated by dividing the mass
of a soluble nuclide by the volume of the void. The nuclide mass is derived
from the fraction of the total inventory of that nuclide occurring in the
readily soluble source. The complementary error function is estimated using
the continued fraction algorithm (Stegun and Zucker 1970)
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erfc(y) = [exp(—y)2 Fl/n”2 (3.58) .

where F is a series fractional term given explicitly by Stegun and Zucker
(1970). Thus the term [exp(x) erfc(y)] in Equation (3.55) is simplified to

[exp(x - y)? F1/n'/? ©(3.59)

The proportional mass of the instantaneously issolved (gap) nuclide, m,, can
be expressed as a fraction of the total inventory of that nuclide, X,, such
that

mo X I(t
= — = AL (3.60)
VV vV
From Equation (3.33), it can be shown that
F(Ry»t), = F(R,,t),[1(t),/1(1000),] 3.61) @

A feature of the calculated release rate is that "instantaneous" release
(Johnson et al. 1985) from the engineered barrier does not occur. It does not
occur because materials released from the waste form are delayed by transport
through the packing (or equivalent) barrier before release from the engineered
barrier. This delayed mass transport is explicitly taken into account in the
SUMO code. Such an approach is more realistic than equating instantaneous
release from the waste form with instantaneous release from the EBS. Because
of diffusion through the packing, release rates from the EBS remain finite,
even though instantaneous dissolution into groundwater is assumed.

Another feature of the inventory-limited release model is a considera-
tion of the effects of radioactive decay and mass transport on release rates
from the source volume. Both processes lead to decreases in the concentration
of nuclide i at the source, and hence to & decrease in the concentration
gradient that drives release.
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3.2.3 Radionuclide Sources from Spent Fuel

Studies of spent fuel (Barner 1984) and of the interaction of spent fuel
with groundwater soiutions (Gray and McVay 1984; Johnson et al. 1985; Werme
and Forsyth 1985; Wilson and Oversby 1985) indicate that release of radio-
nuclides from spent fuel can be divided into distinct sources: the matrix of
U0, grains, the gap between the fuel and the cladding, the boundaries between
the UO2 grains, and the cladding. These sources can be distinguished. on the
basis of different physical forms, radionuclide inventories, and processes
controlling release.

3.2.3.1 U0, Matrix

More than 99% of the radionuclides in spent UO, fuel are contained within
the UO, matrix grains; therefore, attention has been directed toward the
matrix dissolution rate and the mechanism under which dissolution occurs under
a variety of repository conditions. Recent spent-fuel tests (Gray and McVay
1984; Johnson et al. 1985; Werme and Forsyth 1985; Wilson and Oversby 1985)
suggest that actinide elements (Np, Pu, Am, and Cm) and some fission products
dissolve at rates that are initially congruent with respect to calculated
inventories and that they are released in fixed proportion to uranium dissolu-
tion rates. This concept is supported by chemical analysis of unreacted UO,
grains of spent light-water reactor (LWR) fuel, which showed essentially no
compositional zonation for a wide variety of elements (Ba, Ce, Cs, I, Pu, Ru,
Tc, Te, and Zr) (Katayama et al. 1980). For this reason, the EBS release
model includes an option to force a congruent dissolution assumption for
releases from the waste form.

3.2.3.2 Gap and Grain Boundaries

The volatile and more mobile fission products, such as "°Se, %Mo, *°Tc,
B5¢cs, ¥cs, and possibly %Sy, tend to migrate out of the U0, matrix and
down thermal gradients in fuel pins. These radionuclides tend to accumulate
both at grain boundaries as secondary phases precipitated in the fuel matrix
and voids, and in the gap between fuel and cladding (including the gas plenum
at the top of the fuel rod). Based on the limited amount of the total fission
gases (typically <1.5%) released from LWR fuel (Bain et al. 1985; Barner

1291
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1984), the total of gap and grain-boundary sources should be less than 2% of
the inventory of volatile fission products. The activation product *C may
also be preferentially segregated from the fuel matrix phase. However, the
14c distribution between the fuel, gap, and cladding is well characterized.
After the initial rap@d release of fission products from the gap, the pre-
ferential release rates of many of these elements are cxpected to gradually
decrease and eventually approach the fuel matrix dissolution rate, as the
Timited inventory of these nuclides, which have been segregated from the fuel
matrix, is exhausted. The inventory that is preferentially released during
this period will also include the fission products located along grain
boundaries. The individual release contributions of the gap and grain
boundaries cannot be easily separated because the same mechanisms, such as
grain growth, bubble formation, and diffusion, lead to the accumulation of
both gap and grain boundary inventories. Furthermore, virtually no data are
available on the chemical natures and proportions of grain boundary phases.
Consequently, the SUMO code treats the gap and boundary inventories as a
single source for modeling purposes. A key factor, therefore, in the calcu-
lated release from the gap and grain boundary spurces is the inventory of
nuclides contained in both. The combined inventory can represent 1 to 2% of
fission product activity, depending on burnup and history. Particularly
important is the irradiation temperature, which more than any other factor
determines the degree of fuel restructuring, gas release, and phase segre-
gation. Improved realism in gap and grain boundary releases requires more
detailed characterization of the amounts and variability of readily soluble
fission products located in these phases.

3.2.3.3 (ladding

The cladding of LWR fuel is typically a zirconium alloy and may include
"crud" deposits that formed on the cladding during reactor operation. The
cladding does contain a limited amount of nuclides produced by neutron activa-
tion. Of these nuclides, all but tritium exceed the cutoff point of 0.1% of
the calculated total regulatory release-rate limit in performance evaluations
(10 CFR 61). Consequently, c¢ladding must be considered a waste form. In
particular, the cladding contains an appreciable fraction of the total ‘“C
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inventary of spent fuel (Van Konynenburg et al. 1985). Because of the vol-
atility of 'C as CO, gas, both steam and saturated hydrologic phases are
relevant to predictive modeling of cladding performance (as a waste form).
There is evidence of rapid release of 14C, probably as C0, gas, from the out-
side surface of intact cladding at 275°C in air (Van Konynenburg et al. 1985).
In this situation, approximately 0.3% of the calculated '*C inventory for the
total spent-fuel assembly was reieased. However, ¥¢ releases from a ruptured
fuel rod at the same high-temperature air conditions indicate that if all of
the rods were to rupture, approximately 9% of the *C inventory would be
released as a gas. This rapid release of 1“C-beazr'ing C0, gas from the clad-
ding under steam conditions can be modeled with the same inventory-limited
mass-transfer medel applied to gap release under aqueous conditions.

Modeling the interaction of cladding with groundwater is limited by the
lack of detailed characterization and test data. At the two extremes, the
release of *‘C could be controlled by slow uniform corrosion of the cTadding,
or the C could be concentrated in the surface crud layer, from which it is
rapidly released on contact with water. The few tests that have been per-
formed on cladding/groundwater interaction show rapid release of an appre-
ciable portion (approximately 0.05%) of the estimated cladding '*C inventory
(Wilson 1985, 1986). After this rapid release, the *C concentration in
solution is observed to plateau, showing only slight increase or decrease.
Thus, '*C release from cladding probably includes contributions from both
rapid dissolution of a surface crud layer and slower corrosion of the bulk
cladding. The EBS model in the SUMO code models these two separate sources of
nuclides from the cladding. An inventory-limited model is used to predict
release rates from the outer crud or surface layer. A solubility-limited
model is used to calculate release rates from the bulk cladding.

For spent fuel, a smali percentage of certain radionuclides is not con-
tained in the fuel matrix. These radionuclides accumulate in the gap or grain
boundaries of the fuel during fuel irradiation {(e.g., Cs and I) or as crud on
the outer surface of fuel cladding (e.g., 'C). In the SUMO code, the
volatile radionuctides (e.g., *C) are assumed to be released instantly on
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breaching of the containment. The nonvolatile radionuclides that are not
contained in the matrix generally have high solubilities and are not
expected to form colloids in oxidizing groundwaters. In the code, the
nonmatrix release rate of these radionuclides is set equal to Q(t)C, or
4mer (A,/A)D,C,,, whichever is greater. The release rate remains at one of
these two values until all of the nonmatrix inventory is depleted (hence the
term "inventory-limited"), at which time the nonmatrix release rate is set
equal to'zero. Any further release must then come from the matrix.

3.3 WASTE-PACKAGE ENVIRONMENT

Site-specific information describing the physical and chemical environ-
ments of the waste package and the repository is required for realistic EBS
calculations. In particular, the hydrological, geochemical, and thermal envi-
ronments of the simulated waste packages must be considered.

3.3.1 Hydrologic Model

The source-term models require a water saturation value for the
diffusion-based model and a water flux rate for the advection-based model.
This information must be representative of the repository horizon because it
is applied to every waste package. There are two alternatives for integrating
this information into the source-term calculations.

The first alternative is to have the user explicitly enter a water flux
rate and a saturation value to be used in the calculations. These values are
assumed to apply for all times, spatial configurations, and thermal
conditions.

The second alternative for obtaining the water flux rate and saturation
values is to calculate them within the SUMO code. First the pressure equation
{see Section 4.3) is solved for a steady-state flow field, given a recharge
rate through the model geometry and specified boundary and imitial conditions.
This steady-state flow field solution neglects the effect of repository
thermal loading on the regional flow regime. Once the steady-state flow field
has been obtained, the water flux rate and saturation at a specified location
are passed to the source-term model.
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3.3.2 Geochemical Model

The composition of groundwater in a repository is determined by mass-
transfer reactions between the groundwater and solids in the host rock, pack-
ing material, container, and waste form. These reactions are controlled by
temperature, groundwater composition, the solubility of solid phases in con-
tact with the groundwater, and the distribution of the aqueous mass among the
various chemical species in solution. There is no provision in the SUMO code
to explicitly model these complex phenomena. Instead,'a detailed external
geochemical model is used to build tables of groundwater composition that are
then input into the SUMO code.

The current EBS release models do not quantify geochemical influences on
releases. Even though Equation (3.7) includes a term for colloid formation
and transport, no site-based information is available and the term is cur-
rently omitted. However, some of the current corrosion models do make
explicit use of the groundwater composition, and the SUMO code can receive and
store geochemical information as it relates to these corrosion models.

3.3.3 Thermal Model

There is currently no provision in the SUMO code to perform thermal
loading calculations on the repository or waste-package scale. However, there
are two methods for using waste package temperature profiles as a function of
time in the SUMO code. The first method is to read a temperature-time profile
generated by an external thermal analysis code and interpolate temperatures
for desired times. The second method also reads information provided by an
external thermal code but derives the temperature profiles differently, using
reference cases.

3.3.3.1 Direct Input Approach for Thermal Modeling

To obtain waste package temperature profiles, the SUMO code can read a
temperature-time profile generated by an external thermal analysis code. A
recent study was performed to generate representative curves for Yucca Moun-
tain (Altenhofen and Eslinger 1990). The analysis consisted of three steps:
1) the WASTES code (Ouderkirk 1988) was used to evaluate thermal characteris-
tics of materials received by the repository, 2) the TEMPEST finite-difference
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thermal code (Trent et al. 1983) was used to evaluate near-field temperatures
of the host rock based on a three-dimensional repository geometry, and 3} the
CANTEMP post-processor was used to estimate container surface temperatures
from host rock temperatures and output temperature-time profiles for use in
the SUMO code.

3.3.3.2 Reference Case Thermal Profiles

Temperatures of simulated waste packages can also be calculated by using
a temperature-time profile of a reference case or design-basis waste package
and adjusting the profile to reflect the differences between the waste package
of interest and the reference package. The temperature of a simulated waste
package is computed from a simulated initial temperature based on the assump-
tion that the difference between the temperature of the simulated container
and the ambient repository temperature is proportional to the difference
between the temperature of the reference case waste package and the ambient
repository temperature for all times.

The temperature history of the reference case waste package and the
repository were obtained from waste package and repository-scale models using
the ANSYS finite-element code (Swanson Analysis Systems 1986). This code is a
widely used, general-purpose, finite-element code with both structural and
thermal capabilities. Three-dimensional models were used to estimate short-
term (Tess than 1000 years) waste-package-scale temperatures. One-dimensional
models were then used to estimate the repository’s average temperature. The
average repository temperatures and the container temperatures were nearly
equal after 1000 years, so repository average temperatures were used to esti-
mate waste package temperatures at times greater than 1000 years (Altenhofen
1981). Temperature histories were then tabulated for input to the thermal
module.

The initial waste package temperatures are obtained by sampling from a
distribution of initial waste package temperatures that is derived, in turn,
from a distribution of initial waste package heat-generation rates. The con-
version of healt-generation rates to initial waste package temperatures depends
on the thermal properties of the host medium. The distribution of heat-
generation rates depends on assumed spent-fuel characteristics and repository
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receipt scenarios. The derivation of values currently available in the SUMO
code is described by detail in Liebetrau et al. (1987, Appendix B).

3.4 CONTAINER FAILURE TIME MODELS

The EBS model in the SUMO code considers distributed container failures;
therefore the time of container failure must be modeled. Two options are
available in the SUMO code: 1) the user may specify a time distribution for
container failure, or 2) a corrosion model can be employed to estimate the
time of container failure.

3.4.1 User-Specified Time Distribution for Container Failure

An analytic form for the container failure time distribution can be
specified when running the SUMO code. The user chooses a single time or one
of 12 standard statistical distributions, or chooses to specify a distribution
through a table of values (Table 3.2).

3.4.2 Container Failure Times Based on a Corrosion Model

The SUMO code currently implements the corrosion model capabilities of
the AREST code (Engel et al. 1989). Five types of corrosion or degradation
can be modeled: uniform, stress corrosion cracking, pitting, fracture, and

TABLE 3.2. Statistical Distributions Implemented in the SUMO Code

Index Distribution
0 Constant
1 Uniform
2 Loguniform (base 10)
3 Loguniform (base e)
4 Normal
5 Lognormal (base 10)
6 Lognormal (base e)
7 Exponential
8 Triangular
9 Gamma
10 Beta
11 Weibull
12 Logistic
13 Cauchy
14 User-supplied table of values
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cladding failure. The first three types of corrosion are the most general.
The other corrosion models, which were included in the AREST code, were not
deleied when that code was incorporated into the SUMO code because no final
determination of the appropriate corrosion model for Yucca Mountain has been
made. However, detailed descriptions of the other models are not incorporated
into this document.

A11 corrosion routines in the SUMO code are time dependent, and all
return both corrosion rates and depth. These corrosion routines are 1) uni-
form corrosion for low-carbon steel in salt water, 2) uniform corrosion for
low-carbon steel in basalt for both aqueous and steam environments, 3) uniform
and pitting corrosion for low-carbon steel in basalt-bentonite for both
aqueous and steam environments, 4) pitting of steel in an aqueous environment,
5) uniform corrosion of zircaloy in both aqueous and steam environments,

6) uniform. corrosion of steel in an aqueous environment, and 7) uniform cor-
rosion of iron-based materials in an aqueous salt environment. The corrosion
rates output from these models are used to estimate container failure times,
which are needed because mobilization of waste occurs at that time.

3.4.2.1 Container Corrosion Models

The integrity of engineered barriers will play an important role in
determining the extent to which radionuclides are contained in or released
from a waste repository. Currently, it is primarily engineered barriers made
of metallic container materials that meet the NRC containment performance
objectives at all U.S. repository projects. Because corrosion is the prin-
cipal mechanism by which the metallic containers degrade, corrosion rate
estimates are required for performance and safety assessments. This section
describes models that estimate corrosion rates for metallic barriers in
important repository environments.

The term "corrosion" describes a wide variety of complex phenomena
involving both chemical and electrochemical interactions between a metal and
its environment. These phenomena depend heavily on the material and its
environment. As a result, both the mechanisms of corrosion and the morphology
of the corrosion products are very diverse. Corrosion can be uniform or
localized, can result from applied or residual stresses, or can occur because
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of galvanic coupling with dissimilar materials. Even systems whose corrosion
products have similar morphologies may corrode according to very different
rate laws because the chemical species involved in corrosion and their
reactivities differ. Because of this diversity, it is unlikely that any
comprehenéive corrosion rate equation can be developed. Development of a
corrosion model for even a single-material repository system is not a trivial
task, because the environments into which the metallic barriers will be placed
have not yet been completely characterized, and it is not well established
what they will be 1ike after the hundreds and thousands of years of the
repository’s lifetime.

The current approach to corrosion modeling is based on empirical models
fit to relatively short-term (less than 5 years) corrosion tests. Empirical
models are, of course, appropriate only to the conditions and environments for
which they were developed. Mechanistic models are also most accurate when
applied to the conditions for which they were derived. However, because mech-
anistic models are based on a deeper understanding of the chemical origins of
the corrosion process (deeper than that obtained on empirical grounds alone),
they can, in principle, be extended to other conditions and environments where
similar reaction mechanisms are known to occur. Unfortunately, there is an
almost complete lack of data for requisite mechanistic model parameters in
repository situations.

The modeling philosophy used in developing the SUMO code allows the
inclusion of some of the uncertainty inherent in the models themselves, by
providing stochastic information about the fitted parameters. The sensitivity
of the models to the data deficiencies and the importance of these deficien-
cies can be determined from how the input uncertainties affect the results.
Models for three specific types of corrosion are currently implemented in the
SUMO code. They are uniform corrosion, pitting corrosion, and stress-
corrosion cracking. These types of corrosion were chosen because they repre-
sent the most likely modes of degradation in a repository. Other modes may be
added to the SUMO code if necessary. The materials considered are 1imited to
low-carbon steels, stainless steels, and zircaloy. The inclusion of corrosion

3.31

i I P T T ST N R TR R T e g g O RNl S TR KT



models in the SUMO code serves two purposes. First, they are general empir- o
jcal models, and a change in the empirical constants might possibly make them
applicable. Second, they provide an important coding stub that incorporates

thermal and geochemical information that can be used for later models.

3.4.2.2 \Uniform Corrosion Model

Uniform corrosion occurs to some extent for most metals in most environ-
ments. Factors influencing the rate of corrosion include, but are not limited
to, the composition of the material under consideration, the environment into
which it is placed, the by-products of the corrosion process, and the temper-
ature. The interrelationships between these factors and their effect on the
actual chemical process responsible for corrosion are extremely complex. For
this reason, it is unlikely that a purely mechanistic model of uniform corro-
sion could be developed that would be comprehensive enough to include all
metals in all environments. In the absence of such a model, a family of
empirical uniform corrosion models was developed that may be appropriate for
any specific set of conditions and environments.

The most reliable uniform corrosion rate models currently available are 0
empirical. A number of models have been developed for carbon steel in
chloride-containing environments. Two such models have been included in the

SUMO code. The two models will be used to develop a uniform corrosion model
appropriate for a given set of repository conditions.

Posey and Palko (1979) at Oak Ridge National Laboratory have published a
report on the corrosion of ferrous materials in synthetic geothermal brines.
Using:a specially designed flow-through autoclave system, they investigated
the influence of pH (from neutral to moderately acidic) and temperature (up to
200°C) on the corrosion behavior of carbon steel in concentrated chloride
solution (4 M NaCl). They derived the following empirical two-term expression
for the corrosion rate:

®
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J =1.90 x 10° exp(-3.98 x 103/T) +
corr
(3.62)

4.19 x 10° (107P") exp (-2.10 x 10%/T)

where j ... is the corrosion rate in mils per year (mpy), and T is the absolute
temperature (Kelvins). In the region of near-neutral pH, from about pH 5 to 9
(at 25°C), the corrosion‘rate is relatively independent of pH, and Equa-

tion (3.63) reduces to the following:

Joo, = 1.90 x 10° exp(-3.98 x 10%/T) (3.63)
corr

However, Equation (3.63) gives corrosion rates higher than those found by
other workers. For example, at 150°C (423 K), Equation (3.63) predicts a
corrosion rate equal to 15.6 mpy. This value is significantly larger than the
0.575-mpy corrosion rate determined for carbon steel in similar brine envi-
ronments by Westerman et al. (1986). [At 150°C (423 K), Westerman et al.
(1986) found the corrosion rate of A216 steel in an anoxic simulated Permian
Basin brine (PBB-2) equaled 0.575 mpy]. The reason for this disparity is
probably that the corrosion rates were determined after different lengths of
time after initiation of the experiments. In general, corrosicn rate is 3
function of time, large shortly after the experiment is initiated and decreas-
ing over a longer time. The data collected by Westerman et al. (1986) were
taken after 4480 hours (0.511 year), but the time interval used by Posey and
Palko (1979), although unspecified, seems to have been much shorter (less than
8 hours). Clearly, a more complete corrosion rate equation must include a
functional dependence on time.

An empirical equation for calculating corrosion depth that contains an
explicit time dependency was developed by Sastre et al. (1986) at Brookhaven
National Laboratory (BNL), and variations of this equation are implemented in
the SUMO code. This equation was developed from data for carbon steels over a
range of temperatures, brine compositions, and times. Although it was far
from complete, the data base was adequate for generating an approximate cor-
rosion equation that was a function of temperature (between 25°C and 250°C),
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chloride concentration (between 70 and 169,416 ppm), oxygen concentration °
(between 0.03 and 3.0 ppm), and time (between 0.083 and 16 years). This equa-

tion, which has been differentiated with respect to time to give an expression

for corrosion rate, is

Jogrr = 0.689 t 33 exp (-1402/T) (C1)9:54 (0)8- (3.64)

where t (time) is in years, (Cl) is the chloride concentration in ppm, (0) is
the oxygen concentration in ppm, and d is an experimental parameter that can
vary between 0.00147 and 676.

The wide range for d suggests thai corrosion mechanisms vary widely over
the experimental conditions studied. The equation should therefore be used
with caution. It is useful, however, to consider what value of d is required
to fit the equation to data collected recently by Westerman et al. (1986).
Using the corrosion rate found by Westerman et al. for A216 steel in PBB-2,
and taking T = 432 K, (C1) = 191,000 ppm, (0) = 0.1 ppm for "anoxic" brine,
and t = 0.511 year, d is calculated to be 0.0368. This value is within the
range specified by the BNL model. Using this value for d, Equation (3.64) O
reduces to the following:

Jeopr = 0.0254 £ -331 exp(-1402/T) (C1)%%4 (0)?2 (3.65)

Under the conditions used by Westerman et al. (1986), at 423 K, Equa-
tion (3.65) reduces further to the following:

Jogrr = 0.429 t0-5% (3.66)
Appendix A of Liebetrau et al. (1987) contains an extended discussion of the
appropriateness of these models to match other empirical data. Because this
model is not strictly applicable to the Yucca Mountain Project, it will not be
discussed further even though it is included in the SUMO code.
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3.4.2.3 Pitting Corrosion Models

Pitting corrosion is a local phenomenon that can cause rapid penetration
of a metallic specimen. Pitting corrosion is initiated by local variations in
either the material or the solution in contact with the material. Differences
in the microstructure of the material, such as grain boundaries or inclusions
of second-phase particles, are likely spots for the initiation of pitting
corrosion. Welds or discontinuous joints in the material may cause the solu-
tion to stagnate and may promote crevice corrosion, which is similar to
pitting corrosion. Once a pit is initiated, the conditions necessary for pit
propagation are sustained, and the process becomes autocatalytic. The time
and location of pit initiation as well as pit growth are essentially random.
During formation of a pit, a local environment is produced and sustained that
may be very different from that of the bulk solution. The concentrations of
reactants and products that contribute to pitting produce a situation dif-
ferent from that of uniform corrosion. The pit is primarily a site for anodic
dissolution of the metal, while large portions of the canister may act as a
cathode. The very large ratio of cathodic to anodic areas results in rapid
metal dissolution. The model chosen to describe this process is one by Stahl
and Miller (1985). This model is a simple treatment of the very complex envi-
ronment within the pit itself. Pitting is treated as a one-dimensional trans-
port process. The corrosion rate is assumed to be lTimited by diffusion of the
metal cation through a dilute binary electrolyte. The diffusion is driven by
gradients of both concentration and potential. Reactions and reaction rates
within the pit are neglected, as is transport of material between the pit and
the environment. The resulting equation is

1-1
.(lh_ =.!‘. ‘Z+l +13D C+(g). exp [f_'_F_ (3.67)
dt pl z_ h RT
where dh = the rate of pit depth increase, cm/sec
dt
W = the molecular weight of the metal, g/mole
p = the density of the metal, g/cm3
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z,, z_ = the proton charge on the constituents of the binary electrolyte,
equivalents
D = the diffusivity of the metal cation in the pit, cm?/sec
C,(0) = the concentration of the cation at the pit opening, mo]e/cm3
= the pit depth, cm
F = the Faraday constant, 96,500 coulombs/equivalenrt
R = the ideal gas constant, 8.314 jou]es/mo]e-K
T = the temperature, K
¢ = the drop in potential along the pit depth, volts.

In Equation (3.67), all of the parameters are defined physical quantities
except Ap and C,(0). Because the pit solution is markedly different from the
bulk solution, a direct connection between A¢p and the environment is difficult
to make. In this model, it is assumed to be a constant that may take on a
range of values. A suitable value for this quantity is suggested by voltage
drop measurements done by Postlethwaite and Onofrei (1979), in which a
potential drop of about 20 mV was measured during the pitting of both zircaloy
and stainless steel. This drop is on the same order of magnitude as the 3-mV
drop calculated by a semitheoretical approach by Vetter and Strehblow (1974).
The quantity C _(0) is 1ikely to depend on the bulk solution. Specifically, it
will depend in part on the rate at which it is transported away from the pit
mouth or is consumed by secondary reactions. Specifically, the assumed form
for the quantity C,(0) will be

C,(0) =a(l +Eh) +b[CT] (3.68)

where Eh is the redox potential and [C17] is the concentration of chloride

ions in moles/cm®. The form for the term that is dependent on Eh is chosen to
ensure that C,(0) remains positive. Other specific ions could be added to
Equation (3.67) and their inclusion may be necessary as more data become avail-
able. The form of Equation (3.67) indicates that the pit depth increases as
the square root of time for a given set of conditions. Such a dependence is
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indicative of a diffusion-controlled process and is similar to the te49 depen-
dence reported by Marsh (1983). Table 3.3 lists the numerical values used by
the model. Ranges for the parameters are estimates based on the fact that
pitting rates may vary by an order of magnitude or more. The numbers
presented apply te a generic steel and do not make a distinction between a
low-carbon steel and a stainless steel, even though stainless steel is less
susceptible to pitting. The values calculated for the required parameters are
based on a very limited data base. Ranges were estimated for some parameters
to partially account for the wide variations in pitting corrosion data.
Pitting data were not available for zircaloy, and so no values can be given
for this case.

3.4,2.4 Stress Corrosion Cracking

The stress corrosion cracking (SCC) process occurs under the combined
influence of a corrosive environment with a tensile stress. Tensile stresses
are 1ikely to occur in a repository because of lithostatic or hydrostatic

TABLE 3.3. Values Used in Pitting Corrosion Model
for Ferrous Materials

Variable Value Unit
W 55.8 g/mole(®)
p 7.86 g/cm3
D 5.0 x 107 cm?/sect®)
z, 2(¢)
z -1
¢ 0.02 volts'e
a 2.47 x 107
b 0.630

(a) Fe,

(b) FeZ" in IN H,S0,.

(c) Fe®.

(d)y ¢1°.

(e) Estimated range: -0.01 to 0.04 volts.
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loads, residual stress developed during fabrication, or stresses imposed on
the material by accident. The process of SCC is modeled as a series of steps
whereby a tensile stress causes the fracture of a relatively brittle, passive
film on the material, which is followed by rapid dissolution of the metal. As
the dissolution of the metal proceeds, a new passive layer builds up at the
crack tip. Stress again fractures the layer, and the process repeats itself.
Thus, SCC can be considered to be a repetitive series of passive layer frac-
turing and healing. The rate at which SCC occurs depends on the stress level
to which the material is subjected and also the passivation rate of the mate-
rial in the given environment. A general form for the SCC rate equation is

v =L/t = pQ/t (3.69)
where v = the crack tip velocity, m/sec
L, = the depth of metal Tost between oxide rupture events, m
t. = the time between oxide rupture events, sec
p = a Faradaic constant, m’/coulomb o
Q; = the amount of electric charge associated with L., coulombs/m?.

Different interpretations of these parameters result in various theories for
predicting the rate of SCC. In the SUMO code, a development in terms of
stress intensities is used (Newman 1981). An alternate approach in terms of
strain rates was used by Ford (1982), although strain rates are more difficult
to calculate than stress levels. Newman’s (1981) work indicates that Q; is
relatively insensitive to the environment but depends on the level of stress.
An indirect dependency on stress intensity (Si!) can be predicted on the
basis of a simple Tinear elastic analysis of the crack tip. The quantity t,
is environmentally dependent, because it is a function of the passivation rate
of the material. Crack tip velocity is predicted by the following process.
The amount of charge accumulation between oxide rupture events at a given
stress intensity is determined experimentally. For a specific set of envi-
ronmental conditions, the time required for that amount of charge to accu-
mulate is also determined. Then, by insertion into Equation (3.69), these two
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quantities give the crack tip velocity. The functional dependence of the
crack tip velocity on the stress intensity predicted by this model has some
general characteristics. First, a rapid increase in crack tip velocity is
seen for small increases in stress intensity until a plateau is reached.

Then, at higher stress intensities, the crack tip velocity again increases
rapidly as the strength 1imits of the material are reached. The model
indirectly predicts a threshold stress intensity below which crack propagation
does not occur. This threshoid is defined as the stress at which the crack
tip velocity is equal to the rate of uniform corrosion for the given condi-
tions. If the crack tip velocity is below the rate of uniform corrosion, the
passive film will be physically healed faster than it can be fractured and the
crack tip will not advance. Specific values for the parameters in this model
for a variety of materials are given by Liebetrau et al. (1987).

3.5 DISTRIBUTED RELEASES FROM THE ENGINEERED BARRIER SYSTEM

Release from the EBS is dependent on the failure time of individual con-
tainers. The source-term model calculates the times at which individual con-
tainers fail and the amount of release from each container. The release from
the EBS is then the sum of releases from individual containers that fail at
random times. The source-term model provides a radionuclide flux (Ci/yr) to
the transport model for each nuclide as a function of time. A capability is
included to subdivide the repository into four separate regions or panels.
Each panel can have a different waste form and different thermal character-
istics. This capability will allow future analysis of both glass-based and
spent-fuel waste forms in the same set of computer runs. Also, a combined
analysis with different rate form characteristics results in more accurate
concentration gradients.

Release from the EBS is computed until the inventory of all nuclides
being modeled has been depleted or until a user-specified time 1imit has been
reached. The current implementation in the SUMO cuode allows the radionuclides
contained in the gap/grain boundary to start releasing when the container
fajls. However, releases from the waste form matrix are not allowed until the
container’s surface temperature has dropped to a user-specified value, even if
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the waste container has failed. This limitation reflects the argument that
liquid water cannot contact the waste form until it has cooled below the boil-
ing point. Because air-based transport is not yet included in the SUMO code
(even though plans for it are in progréss), the radionuclide releases that are

in fact in the air phase (e.g., '*C as C0,) are included in the water-phase
release values.
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4.0 FAR-FIELD TRANSPORT MODEL

The underlying theory and the implementation of the transport model in
the SUMO code are described in this section. The transport model and the
supporting documentation are an adaption of the model implemented in the
PORFLO-3D code and its documentation (Runchal and Sagar 1989). This section
gives an overview of the transport medel, introduces the conceptual model for
transport, describes the mathematical equations, and concludes with a deri-
vation of the numerical discretization scheme.

4,1 QVERVIEW

Several features are available in the transport model. By choosing
appropriate combinations of features, it is possible to solve a wide range of
probiems.

4.1.1 Spatial Dimensionality

The code is designed to solve three-dimensional probiems. However, it

can be adapted to solve one- and two-dimensional problems by specifying a grid

size of three in the directions that are to be omitted. In effect, this
specification results in the solution of a pseudo-three-dimensional problem.

4.1.2 Problem Geometry

A problem can be defined in terms of either Cartesian or cylindrical
coordinates. In both coordinate systems, z is the direction of the vertical
coordinate. The horizontal plane is represented by x-y in the Cartesian
system, and by r-6 in the cylindrical system. For a one-dimensional problem,
any of the three axes (x, y, or z) can be selected as the direction of
interest. Two-dimensional problems can be solved in the x-y, x-z, or y-z
plane. The computational elements can vary in size across the coordinate
system, but their geometry is restricted to that of a rectangular
parallelepiped.

4.1.3 Time Dependence

The transport model can handle either transient or steady-state problems.
A1l problem parameters except the spatial grid can change with time. The
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values of some parameter‘s, such as the source terms for fluid, heat, and mass, 0
can be assumed to change continuously with time. Such quantities can be
specified in the form of tables.

4.1.4 Space Dependence

Most of the problem parameters are allowed to vary over the spatial grid.
The model domain can be divided into zones, each zone having some distinct
feature, such as a material property or source strength. The material proper-
ties can also be anisotropic.

4.1.5 Coupling of Equations

The SUMO code assumes that fluid flow is isothermal. There are thus two
main equations, one for fluid flow and one for mass transport. The state
variables in these equations are the hydraulic head (P) and the radionuclide
concentration (C). These equations can be solved either independently or in
coupled mode. |

4.1.6 Boundary Conditions

Various types of boundary conditions can be specified in the SUMO code. 0

Dirichlet (specified values of the dependent variables hydraulic head, tem-

perature, or concentration), Neumann (specified fluxes of fiuid or mass), or

mixed (combination of specified values and fluxes) boundary conditions can be
stipulated. Different types of boundary conditions can be designated over

different portions of the boundary. This feature can be combined with the
time-dependence features to solve a large variety of problems with space- and
time-dependent boundary conditions.

Occasionally, the domain in which the mass-transport equations are
required to be solved is large. If, in such cases, the rates of mass trans-
port are slow, the option of solving these equations in grids that are smaller
than the total domain may be used. With this option, a user can specify a
location between the source and external boundary of the domain to be a tem-
porary subdomain. This temporary subdomain can be expanded or eliminated when
a specified condition is satisfied. This option can save computational time
for problems that are characterized by large domain sizes with mass sources
concentrated in a small portion of the overall domain.

4.2
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4.1.7 Methods for Solving Governing Equations

The governing equations are solved by first discretizing them over the
spatial grid and time steps, and then solving the resulting system of linear
algebraic equations. The fluid flow equation is discretized based on quad-
ratic approximating functions; these functions are equivalent to a central
difference scheme. The second-order partial derivative terms in the mass-
transport equations are also discretized through quadratic approximating
functions. However, the first-order partial derivative terms in these equa-
tions can be discretized by either a hybrid or an exponential scheme. The
nature of these schemes is described in Section 4.4. The discretization
method used is based on integrating the approximating functions for each grid
element. This method results in solutions that automatically conserve fluid,
heat, and mass locally within every grid element, as well as for the entire
model domain.

Alternate solution methods for the linear systems of algebraic equations
are provided. These include the explicit method of point successive over-
relaxation and the implicit methods of alternating direction implicit,
Cholesky decomposition, and Gauss elimination.

4.1.8 Variable Saturation

Problems in which the geologic media are either fully or partially satu-
rated, or in which some parts are fully saturated while others are partially
saturated, can be solved with the SUMO code. In the partially saturated
environment, liquid (water) and gas (air) phases are assumed to exist. How-
ever, the movement of only the liquid phase is addressed. Consideration of
mass transfer is also restricted to the liquid phase (i.e., vapor transport is
not considered). Consequently, the SUMO code is a "single-phase" computer
code.

As part of the solution, the degree of liquid or water saturation is
determined at each grid node of the domain. The boundary between the areas of
positive and negative pressures is the water table. The water table can be
moved up and down only from grid node to grid node; no adjustment for water
table position can be made that does not coincide exactly with node locations.
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4.1.9 Pore Structure

The user can define up to three types of porosities in the SUMO code.
The smallest of these is the effective or flow porosity, which consists of the
connected pores through which fluid flow occurs. The second is the diffusive
porosity. Diffusive porosity is greater than, or equal to, the effective
porosity. It includes the dead-end pores that are assumed not to contribute
to fluid flow but are assumed to facilitate the diffusion of mass. The third
porosity is the total porosity. Total porosity is greater than, or equal to,
the diffusive porosity. In addition to the pores that compose the effective
and diffusive porosities, total porosity includes the isolated pores that are
assumed to be inert to fluid flow and diffusion.

4.1.10 Sources/Sinks

Several options are provided for describing sources and/or sinks of fluid
and mass. Spatially variable sources and/or sinks can be specified by identi-
fying their zones of occurrence. The strength of the source and/or sink can
either be constant or vary with time. For mass, the sources can be limited by
their inventory, their solubility, or both.

4.2 CONCEPTUAL FRAMEWORK

A mathematical model can provide only a simplified representation of the
complex hydrogeologic system. A variably saturated groundwater system can be
viewed at different scales--from the very small (molecular) to the very large
(regional)--and its description will vary according. to the scale of choice.
Even when a scale has been selected, a number of conceptual assumptions have
to be made regarding 1) the processes to be treated in the model, 2) the
constitutive equations for these processes, 3) the level of coupling between
the processes, 4) geometric representation of the physical system, and 5) the
spatial and temporal variations of the parameters and boundary conditions.
Decisions on all these factors produce what may be called a "conceptual
model." A conceptual model for a given physical system is not unique but
depends on the objective of the model and our level of understanding of the
site at the moment in time when the model is formulated. For a numerical
model to represent a given problem reasonably well, the mathematical model
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embodied in it should be compatible with the user’s conceptual model of the
particular problem. For this reason, this section addresses the conceptual
framework of the SUMO code and hence the conceptual models that this code can
simulate.

4.2.1 Scale of Representation

Geologic media as well as the fluid and the constituents it transports
(e.g., heat energy and chemical or radionucliide mass) can be visualized at
many scales. The scale may be as small as a molecule or as large as a whole
geologic region. Obviously, as the scale increases, some of the finer details
important to the smaller scale are lost. Thus the mathematical representation
depends on the scale of visualization. In the SUMO code, the characteristic
scale may be called "macroscopic," which is much bigger than a molecule but
much smaller then the regional scale. At this scale, both the medium and the
fluid are considered to be continuous. In the context of transport through
geoiogic media, this means that each pore is not distinguished individually
and that the fluid and the medium effectively occupy the same space simul-
taneously (Bear 1972). Thus, pressure and concentration can be defined at any
point in space, whether that point is occupied by the solid or the fluid.
Obviously, such an assumption does not hold at the molecular and microscopic
scales.

Another scale of interest is the scale at which the properties of the
medium and the fluid vary. In the most general case, these properties can
vary continuously in space. In practice, especially when recourse is taken to
numerical solutions, as is the case in the SUMO code, it is more common to
assume that the properties are piecewise-continuous (e.g., varying from com-
putational cell to cell but constant across a cell). The model has a large
amount of flexibility in this regard, and the user may choose any scale of
variation, limited only by the system’s available memory. Thus, the porous
medium can be assumed to consist of layers, each layer having distinct proper
ties, or the medium can be assumed to have arbitrary piecewise variation of
properties. Similarly, fluid properties, such as density, can vary in a
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piecewise fashion. However, once the computational domain is discretized, '
variation of all parameters is limited to the scale defined by that
discretization.

In addition to being heterogeneous, the material properties can also be
directionally dependent, i.e., anisotropic. However, consideration of aniso-
tropy in the SUMO code is limited to the special case where the coordinate
axes coincide with the principal directions of anisotropy. The case of
arbitrarily oriented anisotropy has been omitted from the model.

4.2.2 Porosity

Three types of porosity are used for the rock and soil matrix in the SUMO
code. The total porosity includes all of the pore space in the rock or soil
matrix. This porosity is important for heat transfer by conduction. The
effective or flow porosity reflects only interconnected nonstagnant pores.
The effective porosity is used in caiculating fluid velocity and convective
transport of heat and mass. The diffusional porosity is equal to the effec-
tive porosity plus stagnant but interconnected pores. Diffusional porosity is
of primary importance in heat and mass transfer by molecular diffusion. The '
total porosity is greater than or equal to the diffusional porosity, which is ‘l'
greater than or equal to the effective porosity.

The pores represented by the difference between the total porosity and
the diffusional porosity are assumed to be filled with immobile liquid, even
in partially saturated media. Although an alternative would be to assume that
these pores are filled with air, this alternative is not included in the SUMO
code. Thus, in the unsaturated flow problems, these pores contain residual
moisture that is not drained even under extreme soil-moisture tensions. Dur-
ing mass transport, this residual porosity would further retard a contaminant
pulse.

4,.2.3 Sources and Sinks

In the majority of waste management problems, sources and sinks of fluid,
heat energy, and chemical species are present within the domain of interest.
Usually considerable effort is required to frame these sources and sinks into
a form suited to the mathematical model. In the SUMO code, the sources and
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sinks may be both spatially and temporally distributed. Special discretiza-
tion in space and time may be required to accurately accommodate sources and
sinks in such cases.

The simplest types of sources (and sinks) are constant in time and are
specified at just a few discrete locations. Somewhat more complex are those
that vary in time according to a regular function. For example, radioactively
decaying sources vary exponentially in time. To account for time-varying or
dynamic sources and sinks, the SUMO code allows a time-varying function to be
approximated and entered in the form of a table.

The most complex type of source for chemical species available in the
SUMC code is one that is specified in terms of its inventory (or initial mass)
and solubility. The inclusion of this type of source requires that the con-
centration in the source region be maintained at a level that is consistent
with the solubility of the inventory item(s) while the mass depletes continu-
ously with time. Thus, with a sufficiently high initial mass, the concentra-
tion in the source region will be equal to its solubility, remaining constant
at this level until the mass is depleted to a point Tow enough that this con-
centration cannot be maintained. At that point, the concentration in the
source zone becomes a decreasing function of time.

4.2.4 Medium and Fluid Compressibility

In geolegic media, the transfer of mechanical stresses between the fluid
and the rock matrix occurs slowly. Mechanical equilibrium under applied
stresses is maintained by a sharing of the load between the fluid and the
rock. If the rock is significantly compressible, causing significant strains,
then deformation of rock elements may have to be explicitly considered in
modeling fluid flow and mass transport. In the SUMO code, the medium is
considered to be only slightly compressible, so the deformation is assumed to
be small enough that the position of rock elements can be considered to remain
static. However, the compressibility of rock is not neglected entirely. Its
effect is included in the "specific storage” term, which represents the amount
of fluid expelled by a unit volume of the saturated medium when the stress on
it is increased by a unit amount.
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4.2.5 Darcy Flow S

The flow of fluids in all elements of the geologic medium is described by
Darcy’s equation. In the detailed mathematical treatment given later, Darcy’s
equation is substituted for more complex momentum transfer equations. This
simplifies the mathematical description of flow considerably.

Only the flow of liquids is considered explicitly in the current version
of the SUMO code. In unsaturated media, the'gas phase is considered to be at
ambient pressure at all times and locations. This assumption is reasonable in
most cases, but it may not hold in situations where the escape route of the
gas is blocked, or where the gas is moving rapidly.

In the case of partially saturated flow, the volumetric moisture content
and the hydraulic conductivity are assumed to be functions of the soil moist-
ure tension. In many soils and rocks, these relations vary depending on
whether 1iquid is imbibing into or draining from the soil/rock; in fact, they
depend on its wetting/drying history. This hysteresis effect is not included
in the formulation of the SUMO code.

4.2.6 Thermo-Mechanical Stresses O

Mechanical stresses created by thermal loading are small and are neg-
lected. Rock deformation resulting from thermal loading is assumed to have no
effect on fluid flow.

4.2.7 Rock Sorption

A linear relationship for partitioning the species mass between the fluid
and the rock matrix is included in the SUMO code. The partitioning is assumed
to occur instantaneously (i.e., all kinetics are neglected). In addition, a
perfect balance between adsorption and desorption is assumed (i.e., hysteresis
is not considered). This is a highly simplified representation of the actual
chemical phenomena.

4.2.8 Chain Decay

Radionuclides can be treated as single isotopes or can be embedded in
decay chains. The current version of the SUMO code handles chains of any
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length. If a decay chain is longer than four members, a temporary "scratch"
file is used for intermediate storage; otherwise the length of the decay chain
would be severely limited by computer memory.

4.2.9 'Radionuclide Source Term

The radionuclide source term in the SUMO code is specified as a
piecewise-varying function in time. The parent code PORFLO-3 offers two other
options: a solubility-limited source term and an inventory-limited source
term. These options have not been removed; however, they are not currently
accessible to the SUMO user.

The chemical phenomenon of waste dissolution from the source term in
fluid is considered to be instantaneous (i.e., as soon as the waste comes into
contact with the fluid, it dissolves to the solubility 1imit).

4.3 THE GOVERNING EQUATIONS

Two governing equations form the mathematical basis of the SUMO code.
The two dependent variables are fluid pressure (or hydraulic head) and solute
concentration. The classic principles of mass, momentum, and energy conserva-
tion form the basis for the governing equations. A number of auxiliary equa-
tions, including the equation of state and the constitutive equations, supple-
ment the governing equations. These auxiliary equations can be solved in
three-dimensional Cartesian or radial coordinate systems. The theoretical
basis for these equations is discussed in a number of textbooks (e.g., Bear
1972).

4.3.1 Equation for Fluid Flow

4.3.1.1 The Equation of Continuity

Consider an arbitrary control volume, V, that is bounded by a control
surface S, as shown in Figure 4.1. The control volume is filled with geologic
material of uniform properties. The solid geologic material has three types
of pores:

1. those that are interconnected and through which fluid flow
occurs--these pores constitute the effective (or flow) porosity, n.
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FIGURE 4.1. Illustration of the Control Volume Concept

those that do not participate in fluid flow but are filled with
liquid and participate in heat and mass diffusion--the sum of the
effective porosity and the porosity provided by these pores will be
called the diffusive porosity, n;

those that are isolated from other pores and participate in neither
fluid flow nor heat and mass diffusion, but which conduct heat--the
sum of the diffusive porosity and these isolated pores will be
called the total porosity, n,.
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The effective porosity, n., in the control volume is assumed to be partitioned
between 1iquid water and air. In the Timiting condition, when n. is deter-
mined entirely by liquid water, the medium becomes fully saturated. It is
assumed that the solid, liquid, and 2ir (when present) exist in continuous
phasses in the control volume.

The mass of the Tiquid, M, at time t in volume V is given by the integral
M=L ne o pdv (4.1)

where o is the liquid saturation (volume of liquid water/diffusive porosity),
and p is the liquid density. The mass may vary with time either because
1iquid crosses the surface, or because some fluid is directly injected into,
or withdrawn from, the interior of V.

The incoming fluid flux, q., at the bounding surface, S, can be written
as

qf=—J"spv-§ds (4.2)

where V is the apparent velocity vector of fluid and S is an outward unit
normal to the surface S. Note that the velocity in Equation (4.2) is not the
pore-level fluid velocity, because it is assumed that flow occurs over the
entire surface S, regardless of whether a particular point on it is occupied
by a solid particle or a pore. This velocity is identified as the Darcy
velocity and discussed further in the next section. By an application of the
Gauss divergence theorem, Equation (4.2) becomes

qs =-J.v'€r'(p;) dv (4.3)

Assuming an internal mass-injection rate of m per unit volume, the principle
of mass conversion requires that
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aﬂﬁﬂpdV+£;3"WV)dV=Lde

where 8 = nyeo is the volumetric moisture content and 9, is an abbreviation
for d/0x. With the assumptions that the product (8p) is at least once
differentiable in time and deformation of V is small [see Abriola (1984) for a
derivation with large deformations],

[,]o.0 o)+ (pV) -l av =0 (4.5)

Because the volume V is assumed to be arbitrary, for Equation (4.5) to hold

-
0,(8p) +¥-(pV) -m=0 (4.6)
Equation (4.6) is the continuity equation for liquid water. A similar con- ' 0
tinuity equation can be written for the gas phase. However, in the present

version of the SUMO code, the gas phase is assumed to be at atmospheric
pressure and passive. Therefore, its motion is not considered.

4.3.1.2 Darcy’s Law for Flow Dynamics

The velocity vector, v, m/sec, in Equation (4.6) must be obtained based
on dynamic considerations. The principle of conservation of momentum would
dictate use of the Navier Stokes equations (Bear 1972). However, for laminar,
porous media flow with low velocities, the much simpler Darcy’s equation is
employed. Darcy’s equation, which was originally derived from experimental
observations, has since been derived from basic principles and the assumption

that the inertial forces are negligible (Hassanizadeh 1986a,b). The equation
is

V=~ﬁshm]bp+pgﬁz] (4.7)
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where ke = saturated intrinsic permeability tensor, m?

k = (scalar) relative permeability, dimensioniess
¢ = fluid dynamic viscosity, kg/mesec
p = thermodynamic pressure, kgem/sec’em’
p = fluid density, kg/m’
g = acceleration due to gravity, m/sec?
z = coordinate in the vertical direction, m.
The x and y coordinates are assumed to lie in the horizontal plane.

In Equation (4.7), k is a property of the porous medium. For aniso-
tropic media, kK is a tensor of the second order. For the equations in the
SUMO code, it is assumed that the coordinate directions and the principal
directions of k  coincide, so that all of the off-diagonal components of the
gg tensor are zero. On the other hand, k is a scalar and equals unity for
fully saturated media. For partially saturated media, k. < 1. It has been
assumed that gravitational acceleration acts in a direction opposite the
positive direction of the z coordinate.

The limits of applicability of the Darcy flow equation for saturated

flows have been explored by a number of investigators (Bear 1872; Cheng 1978).

It is generally believed that the Darcy equation [Equation (4.7)] is appli-
cable without appreciable error for flows with a Reynolds number of less than
10, where the Reynolds number is based on a representative "grain" size for
the equivalent porous medium.

4.3.1.3 Governing Egquation for Hydraulic Head

To maintain clarity, for initial development of the governing equation
for hydraulic head we assume anisothermal conditions. The isothermal
condition in the SUMO code is then represented by removing the appropriate
terms from the final governing equation. Substitution of Equation (4.7) into
Equation {4.6) gives the following equation for fluid pressure:
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3,(8p) -%- [{ks k. p/#] (% +pg ?72)} -m=0 (4.8)
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To simplify Equation (4.8), a new variable, P, is defined as

P=p/(p*g) +2-2" (4.9a)

or

P:—.‘--g']-é-z--zl.l (4.9b)

where p is the reference fluid density and pressure (kg/m3), 2" is an arbi-
trarily defined datum from which z is measured {m), and ¥ is the soil-moisture
tension (m). The datum may be arbitrarily selected, but it is commonly the
water table, ground surface, or mean sea level. Although " may be assigned
any numerical value, it is often convenient to give it a zero value by
locating the origin of the coordinate axes at the datum.

The new variable, P (in units of length), is a normalized pressure that
is equivalent to a hydraulic head defined with riespect to the reference
density p'. However, P is not a true potential function because it is not
defined with respect to the local fluid density. The thermodynamic pressure,
p, is negative (i.e., it is less than atmospheric pressure, which is taken to
be zero) in partially saturated media and is positive in fully saturated
media. For partially saturated systems, soil-moisture tension, ¢, is defined
as in Equation (4.9b). The soil-moisture tension y is defined only when
0<oc<l.

To obtain a more convenient form of Equation (4.8), the time derivative
is expanded to

9,(0 p) =6 9,(p) +p 3,(6) (4.10)
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The fluid density, p, is in general a function of pressure (p) and temperature

(T), i.e.,

p = p(p,T)

and therefore

3,(p) = 3,(p)|13,(p) + 3(p)|,3u(T)

Defining fluid compressibility as
8, = (1/p) 8,(0) |

and the fluid thermal expansion coefficient as

By = ~(1/p) 31 (),

Equation (4.11b) becomes

3.(p) = [B, 3:(p) ~ B &,(T)] p

or in terms of P

3.(p) =[8, p* 9 8,(P) - 8; 3,(T)] o

(4.11a)

(4.11b)

(4.12a)

(4.12b)

(4.13a)

(4.13b)

The volumetric moisture content, ©, in Equation (4.10) is a product of

diffusive porosity (n,) and saturation (o). For saturated media, o = 1
(constant), and n; is a much stronger function of p than of T.

unsaturated media, n, remains constant and o varijes. Thus, for saturated
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media (o = 1), and neglecting temperature effects on nj, the variation of 8
may be written as

9,(8) =a,(ny) = 3,(ny) o, (p) (4.14a)
For unsaturated media it can be written as
9,(8) =ny 6,(a) 8,(p) (4.14b)
Defining porous medium compressibility as
a, =3,(n) (4.15)
Equation (4.14a) becomes, in terms of P,
3,(8) =c, p" g 3,(P) (4.16a)
while Equation (4.14b), in terms of P, takes the form
9,(8) =ny d (o) S,(P) (4.16b)
Substituting Equations (4.13b) and (4.16a) in Equation (4.10), for o = 1
3, (8p) = (a, + 1 B,) p g p"3,(P) - my p By 3,(T) (4.172)
Similarly, for ¢ < 1 and using Equation (4.16b),

3,(8,p) =1y 3,(0) p 3,(P) - pg; 3,(T) (4.17b)
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On the right-hand side of Equation (4.17), the first term is a "storage" term;
the second term depends on the time-variation of temperature. For fully satu-
rated media (o = 1), the coefficient of specific storage is defined as

Ss = (a2 + My B) pp’ 0 (4.18a)

The units of S are (1/L) where L denotes unit of length (e.g., feet or
meters). For partially saturated media (o0 < 1), the coefficient of specific
storage is

S =1y Gp(o) (4.18b)
Commonly, S, for unsaturated media (o < 1) is written in terms of ¢, i.e.,
Ss = = 0(8) (4.18¢)

For unsaturated media, the 8-y relationship is known as the soil (or
rock) characteristic curve and is determined experimentally. In saturated
media, the specific storage can be either directly specified or estimated from
the liquid and media compressibilities. In the SUMO code, S_ is specified.
The reason for specifying S, (rather than compressibilities) for saturated
media is that S  is usually estimated directly from the analysis of pumping
test data. Thus, in terms of S_, the time derivative of Equation (4.8) |
becomes

3,(8 p) = p S, 3,(P) - 8 p By 3,(T) (4.19)

Now substituting Equation (4.9a) into the remaining term of Equation
(4.8),

PS8, (P) = ¥ {& k- p P g/u) (FP + (R-1)92)| + 08, 3,(T) +m (4.20)



. M

where

R = p/p* (4.21a)

is the ratio of fluid densities. Setting hydraulic conductivity at reference
fluid density as

K =X p"o/n’ | (4.21b)

the buoyancy gradient as
B=R-1 (4.21c)
the viscosity ratio with reference viscosity p* as

£ =p"/n (4.21d)

and the volumetric source term as
m = m/p" (4.21e)
Equation (4.20) becomes
RS, 8,(P) =% - {(R EK k,) (5P + B‘éz)} +BRB; 3,(T) +m, (4.22)

Because conditions are isothermal, and J,(T) are both zero,
Equation (4.22) becomes

Ssat(P)=3'{ékr3P}+m/ (4.23)

4.18




Equation (4.23) governs pressure for single-phase fluid flow under
isothermal conditions. The coefficient of specific storage, S, and the
hydraulic conductivity tensor, K, in Equation (4.22) are at the reference
values of fluid density (p') and viscosity (u.) and are therefore constant.
In its general form, considering both Cartesian and cylindrical coordinate
systems, this equation is

S, 8P = (1/r) 3frke,P) + 3,(Ka,P) + 3,(k,3,P) + m, (4.24)
In-Cartesian coordinates, r =+ o; in cylindrical coordinates, r is the radial
distance and its direction coincides with the x coordinate.

4.3.;.4 Equations for Velocity Components

The equations for the Darcy velocity are now written as

Us=-K ap (4.25a)
V==K 3P (4.25b)
W=-K P (4.25¢)

where K , Ky, and K, are the principal components of the hydraulic conduc-
tivity tensor, K, along the ¥, y and z directions, respectively.

The average fluid velocity in the pores, known as the pore velocity, is

obtained by dividing the Darcy velucity by the effective porosity, ne. These
pore velocity components are given by
u =U/n, (4.26a)
v =V/n, (4.26b)
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w = W/n, (4.26c)

4.3.2 Equation for Mass Transfer

4.3.2.1 Conservation of Chemical Species

The derivation of an equation for conservation of chemical species
parallels that for the conservation of heat. From the principle of mass
conservation, it follows that the rate of change of the mass of a chemical
species in a control volume V must be equal to the sum of the rate at which
the species is added through the boundary S of the control volume plus the
rate of species generation inside the control volume (Figure 4.1) minus the
rate at which the species are cansumed through chemical reaction or radio-
active decay.

The rate of change of mass (M) of a species in control volume V is
M, =0, Uv C, dv] (4.27)

where C  is the mass density (or concentration) of the chemical species in the
fluid-solid matrix per unit volume.
The rate at which the species enters the control volume, UC, is given by

Jef (el +7) - 4.28
J L(vc 3, +3) - 8ds (4.28)

where C is the mass of the species in the fluid per unit volume of fluid,

3c is the species flux resulting from diffusion, and j} is the flux resulting

from dispersion (Bear 1972, p. 643). Other forms of species exchange, such as
those caused by the Soret effect (thermal-related) are assumed to be
negligible.

With S. as the rate of mass-species generation resulting from direct
injection and chemical reaction per unit volume of the system, the rate of
increase of the species (E.) in the control volume is

4.20
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E, =JV 5, dV (4.29)

With R, as the rate of reaction or decay, the rate of disappearance of
the chemical species (e;) caused'by either radioactive decay or an Arrhenijus-
type chemical reaction in the fluid-solid matrix is given by

e = —fv R, C, dV (4.30)

Combining Equations (4.27) through (4.30) with the Gauss divergence
theorem and the fact that the V is arbitrary leads to the governing equation
for the conservation of chemical species

-

3,C, + - [v c]=—'e- (. +3) +s -RC, (4.31)

4.3.2.2 Governing Equation for Species Concentration

The quantity C_ in Equation (4.31) depends on how the chemical species is
partitioned between the solid matrix and the fluid. Denoting the fluid and
solid concentrations by C and C,, respectively, C, becomes

C,=6C+ (1 -n) C (4.32)

where it is assumed that no chemical species are contained in the isolated
pores (n; - ny) (i.e., the processes of advection, diffusion, and dispersion
do not exchange mass in these pores).

In the SUMO code, adsorption-desorption processes are responsible for the
partitioning of the radionuclide mass between the fluid and the solid phases.
In general, descriptions of the sorption process may be classified as 1) local
equilibrium models and 2) disequilibrium models. In either kind of model,
sorption occurs at the interface between the liquid film and solid surface.

4.21
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The disequilibrium models assume a time-dependent mass exchange between the
immobile and mobile 1iquids, and between the liquids and the solid (Goltz and
Roberts 1988). The disequilibrium models are more complex and assume a cer-
tain geometry for the immobile region and diffuse mass from the immobile to
the mobile region (Sudicky and Frind 1982). The disequilibrium models result
in two concentration equations, one each for the mobile and the immobile
regions, and require extra parameters to characterize the processes.

The Tocal equilibrium models assume that the solid and 1iquid phases are
in continuous reversible equilibrium (i.e., any change in the concentration in
the liquid is accompanied by an instantaneous corresponding change in the
concentration in the solid phase). Also, the concentration in the mobile and
immobile fluid regions is assumed to be the same. In the simplest of these
models, which is included in the SUMO code, the solid surface available for
sorption is assumed to be inversely proportional to the density of the solids.
This same model assumes that the sorption process is described by a linear
Freundlich isotherm (Freeze and Cherry 1979, p. 403), such as that for satu-
rated media

C, =p, kC (4.33a)

where kd is variously called the distribution, sorption, or partition coeffi-
cient. Equavion (4.33a) implies that the adsorption reaction is fully
reversible, that is, that as the concentration C in the solution increases,
the mass adsorbed by the solids is released back into the solution.

One additional assumption regarding the extent of wetted surface under
variable saturation is required before Equation (4.33a) can be used for
unsaturated media. One possible assumption is that the wetting fluid will wet
all of the available solid surface, regardless of liquid saturation. With
this assumption, which appears to be appropriate for higher saturations, no
modification to Equation (4.33a) is required. On the other hand, especially
at lower saturations, one could assume that some of the pores are dry and that
therefore the solid surface available for sorption is proportional to satura-
tion. With the latter assumption, Equation (4.33a) is modified to
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C,=op kC (4.33b)

Substitution of Equation (4.33a) into (4.32) gives

Ce=0C + (1 -n)p kyC (4.34)
which can be written
g=ec[1+ﬁiﬁ§iﬁl (4.35a)

Substitution of Equation (4.33b) in (4.32) gives

C. =6C

] +.ffifilf§.f§] (4.35b)

My

The quantity within the brackets in Equation (4.35) is called the retardation
coefficient, R). In terms of R), Equation (4.35) takes the form

C,=0RC (4.36)

In moving fluid, R, represents the ratio between the migration velocities of
the fluid and the radionuclide. In general, it is analogous to specific
storage in the flow equation. It represents the capacity of the medium to
store the chemical species. In the present version of the SUMO code, the more
general definition of R, provided by Equation (4.35b) is used. This is
because at higher saturations, 8 - n, and the equation is identical to
Equation (4.35a); otherwise, at lower saturations, Equation (4.35b) is more
appropriate.
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From Fick’s Law, the diffusion flux term is written as

Jo=-00 % (4.37)

where D, is the molecular diffusivity of species in the fluid, m?/sec. In
saturated media, 6 = n;, and the entire diffusive porosity participates in
mass exchange through molecular diffusion.

The mechanical dispersion term is written as (Bear 1972, p. 646)

3, = -np B %C (4.38)

~
"~

where R is a second-order tensor of principal diagonals of fluid dispersion,
mé/sec.

Substitution of Equations (4.32) through (4.36) into Equation (4.31)
gives the species concentration equation

at(GRdC)+'6-[-\;c]='{,.[(BDM+n02)3. c] +S,-BR,R C (4.39)

In terms of the generalized Cartesian or cylindrical three-dimensional
coordinates of the SUMO code, this equation is ‘

3,(8 Ry €) + (1/r) (ruUcC) +3,(VC) +3,(WC) =

(1/r)3,[r(80, + ngd,) 3,c] + 316D, + mD,)3,C] + (4.40)

az[(eDM + nDDz)azC] +5 “OR R C
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4.3.3 Coupling Terms

There is a one-way coupling between the concentration equation and the
pressure equation; that is, while the pressure field has an impact on the
concentrations through the velocity field, the reverse is not true.

The concentration equation is coupled to the pressure equation through
the convective velocities. The strength of this coupling depends on the
magnitudes of the velocities. The ratio of the convective to the dispersive
transport of species is known as the Peclet number. How the concentration
equation is solved depends largely on the value of the Peclet number. In the
absence of convective transport, the equation is fully parabolic. When the
transport by dispersion and diffusion is negligible compared to that from
convection, the equation becomes hyperbolic. The Peclet number plays a cru-
cial role in proper discretization of these equations.

4.3.4 General Form of the Governing Equations

Both governing equations [Equations (4.23) and (4.40)] have similar
mathematical structures. They are second-order, coupled, parabolic equations
and may be represented by the general transport equation

adf +(1/r)3(rbUF ~rc 3F) +d(bVF -c dF) «
(4.41)
3,(bWF -c, 3F) =S -5 F

where F is the dependent variable (P or C) and the various other coefficients
and source terms are as summarized in Table 4.1. In later discussions of the
solution of the governing equations, reference will be made to Equation (4.41)
and its generic dependent variable, F.

4.3.5 Auxiliary Equations

In addition to the governing equations just described, several auxiliary
equations are needed for complete descriptions of the flow and transport
processes. These auxiliary equations include descriptions of the initial and
boundary conditions and equations of state that describe the dependence of the
fluid and solid properties on pressure, saturation, and mass concentration.
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TABLE 4.1. Coefficients and Source Terms of the General Transport
Equation for the Two Dependent Variables of the SUMO Code

P s 2 %k
P s, 0 K, K, K, m 0
C B8R, 1 @D, +nD, 80, + ngD, e, + n,D, S, BpRR.

4.3.5.1 Fluid Properties

For most applications of the SUMO code, the primary fluid is liquid
water. For water at 100°C, compressibility (m-secZ/kg) is on the order of
10°%; therefore changes in water density resulting from pressure variations
are neglected in the SUMO code. However, if the fluid of interest is a gas,
the pressure dependence of density may have to be accounted for.

4.3.5.2 Hydraulic Properties of Saturated Media

The two main parameters in the saturated flow equation [Equation (4.23)]
are the coefficient of specific storage and the hydraulic conductivity tensor.
Therefore the reference values of S and K must be specified for application
of this equation to saturated flow.

4.3.5.3 Hydraulic Properties of Partially Saturated Media

o ey e e Ftn s bt o

Though a single governing equation [Equation (4.23)] was written for both
saturated and unsaturated fiow, there are two major differences between these
two types of flow. In saturated flows, k =1 and is therefore eliminated
from Equation (4.23). It cannot be eliminated for unsaturated flows, where k_
depends on saturation, o, and is less than 1. Also, while S, is directly
specified for satura ad flow, this is not possible for unsaturated flow. The
value of S is the (negative) slope of the soil-moisture tension curve and
therefore also depends on saturation. As will be discussed below, saturation
depends on pressure head, so in the unsaturated flow case the flow equaiion is

nonlinear.

Because of the simultaneous presence of both liguid (i.e., water) and gas
(i.e., air) in unsaturated media, liquid-gas interfaces are formed throughout.
These concave interfaces extend from grain to grain across each pore channel.

4.26
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The radius of curvature on each interface reflects the surface tension on that
interface. Liquid in the unsaturated zone is held under these .surface tension
forces. The greater this force, the smaller the amount of moisture held. The
relation between the tension forces and moisture conient is dependent on soil
(or rock) particle sizes and their arrangements in ths aggregate. This rela-
tion is often measured in the laboratory and can be measured directly in the
field. It is then specified as a basic hydraulic property of the medium. The
relation -y is hysteretic, i.e., it has different shapes for wetting and
drying episodes. However, hysteretic effects are neglected in the SUMO code.

Soil-moisture retention (0-y) curves can be specified either as an analy-
tic function or as a table. Two options for analytic functions are provided

in SUMO. These are

1. The van Genuchten (1978) relation

8" = [1 + (Wa)"]1™, h <0 (4.42a)

8* =1, h>0 (4.42b)

. ’ * 13 3
where a, m, and n are empirical constants and 8 is the normalized water
content (or saturation), which is defined as

0 -6
0" = — . " (4.43)
L) _Br

in which 8  is the residual (or immobile) moisture content. In the SUMO code,
because of the way the diffusive and effective porosities have been defined,

e‘. = no - nE (4-443)

The coefficients m and n are related through the equation
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m=(1-1/n) (4.44b) e

2. The Brooks and Corey (1966) relation
0" = (W) P, h< ¢ | (4.45a)

0*=1, hz ¢ (4.45b)

where ¢* is the air entry head and g8 is an empirical constant.

From Equation (4.45a), it is apparent that when ¢ = ¢*, 9" =1 (i.e.,
full saturation is approached as ¢ - w*). Thus, for ¢ < ¢*, the soil is satu-
rated. No such cutoff point is stipulated in the van Genuchten relation.

In addition to the analytical functions embedded in the SUMO code, any
arbitrary soil-moisture curve can be specified as a table of -y values. For
any ¥ that is not included in the table, the corresponding value of 8 is
obtained through 1inear interpolation.

Measurement of unsaturated hydraulic conductivity in situ is difficult.
Therefore, unsaturated hydraulic conductivities [or relative hydraulic con- QID
ductivities, k_in Equation (4.7)] are usually estimated based on certain
physical attributes of the porous medium (e.g., pore radii, porosity, and

tortuosity factor). The simplest formula for k_is based on generalization of
Kozney’s approach (Brutsaert 1967)

k. = (8%)Y : (4.46)
where y is an empirical coefficient. A value of y = 3.5 has been found to

agree well with experimental observations (Averjanov 1950).

Other more compiex formulae for k. have been derived using basic theory
of flow in capillaries. Burdine (1953) derived the relation
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= (87° [f — 4o/ Ldoe (4.47)
Substituting the van Genuchten relation, Equation (4.42), into (4.47),

(8 = (0971 - (1 - %y (4.48a)

If the Brooks and Corey moisture retention curve, Equation (4.45), is used
instead of the van Genuchten relation, then

k.(8%) = 6%/ (4.48b)

By setting B=[2/(y-3)], Equation (4.48b) reduces to the simple formuia given
in Equation (4.46).

The formulae for k. can also be written in terms of y. The formula
corresponding to the van Genuchten moisture retention curve is

kr(q') = 1-(‘“/0)"-2 [1+(a)]™

(4.49a)
[1+(ya) e
while for the Brooks and Corey moisture retention curve, it is
k(9) = (wy)*¥ (4.49b)

Mualem (1976) used a pore-size distribution in a modified form of the
Childs and Collis-George (1950) relation to obtain

2

1
T @ /[ L . (4.50)
[/

st %y

1 i
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Using Equation (4.50), the formula for k_in terms of @ is, for the van
Genuchten relation,

k(8) = % [] -1 - e*l/m)m]z (4.51a)
and for the Brooks and Corey relation,

k. (0%) = @52 +2P) (4.51b)

The corresponding relations in terms of ¥ become

) - Ly a1 (4.52)
[1+(ga)"]™?
and
k(W) = (Wy) 2P | (4.53)

Although other formulae for relative permeability are available from the
literature, only these are used in the SUMO code. In addition, an option 1is
available to specify either the k -6 or the k -y curve in tabular form. If a
table is provided, linear interpolation is used to obtain the value of k for
any value of ¢ or 8.

4.3.5.4 Mechanical Dispersion

Transport by mechanical dispersion is caused by the nature of flow in the
interconnected pores of the medium (Bear 1972, p. 579). This phenomenon
occurs only in moving fluid and is the result of the velocity variations at
smaller scales that are not resolved by the model.

In general, the coefficient of mechanical dispersion, D, is a second-
order symmetric tensor (Bear 1972, p. 605), and a function of both the medium
and the fluid. To simplify this term, a set of material parameters called
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dispersivities are defined. Based on experimental evidence, longitudinal and
transverse dispersivities are defined to represent the process of mechanical
dfspersion in the direction of the average fluid velocity and the directions
orthogonal to it, respectively. The x, y, and z coordinates in the SUMO code
are assumed to coincide with the principal directions of the hydraulic con-
ductivity. In contrast, the average fluid velocity does not generally coin-
cide with the x, y, or z axis. To obtain the components of the dispersion
coefficiéntgin/ihe directions of the-axes, the following equations suggested
by Scheidﬁggef'(IQGI) are used:

D =a U/ +a (V/ /) (4.54a)
D, =a, V/ + oy (W) (4.54b)
D, = W +a (U/+V/) (4.54c)

where a and a, are the longitudinal and transverse dispersivities,
respectively, and

U/ = u¥E (4.552a)
v/ = Ve (4.55b)
W o= WY/E (4.55¢)
where E o= (U2 + V2 4 W2)1/2 (4ﬁ55d)

4.3.5.5 Boundary and Initial Conditions

The boundary conditions for the three governing equations can be repre-
sented in general as
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- adF/oN =b(F -F) +c (4.56)

where F represents P or C, depending on which governing equation is under
consideration; N is a direction normal to the boundary; and a, b, ¢, and F_
are constants. By selecting appropriate values of a, b, c, and F , three
types of boundary conditions can be represented by Equation (4.56). These
boundary conditions are

1. Dirichlet boundary condition: Obtained by specifying that a = ¢ =
0, and b = 1. In other words, this condition is represented by

F=F (4.57a)

where F_is the specified value of F at the boundary. This boundary
condition is also known as a fixed head or concentration boundary
condition for the P and C equations, respectively.

2. Neumann boundary condition: Obtained by specifying that b = 0. In
this case, a is equal to either the hydraulic conductivity or the
dispersion coefficient for the fluid flow and mass transport equa-
tions, respectively. Thus, this boundary condition is

- adF/oN = ¢ (4.57b)

where ¢ is the specified flux of fluid ar chemical species per unit
surface area of the boundary.

3. Mixed (or radiation) boundary condition: Obtained by substituting c
= 0 in Equation (4.56), resulting in

- adF/oN = b(F - F,) (4.57¢)

In this case, a has the same meaning as for Neumann boundary con-

dition; b is the fluid or mass-transfer coefficient; and F_ is the

equilibrium value of F. Using the fluid flow equation as an

example, F_ may be specified as the steady-state pressure.

The initial condition can be any reasonable value of the variable under
consideration. For ease of specification, linearly varying initial and

boundary conditions are allowed, i.e.,
F=a+bx +cy +dz (4.58)
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where a, b, c, and d are constants, and x, y, and z are the coordinates of a
point either in the interior of the domain or on its boundary.

4.4 SOLUTION OF GOVERNING EQUATIONS

The numerical solution t6 the governing and auxiliary equations described
in Section 4.3 is obtained in two steps: 1) using the nodal point integration
method, the governing equations are discretized into a set of algebraic equa-
tions; and 2) the matrix of algebraic equations is solved. Alternate choices
for "integration profiles" in step 1 and different "matrix solution" methods
in step 2 provide adaptability to problems of increasing difficulty. This
section is devoted to a discussion of these two steps. The generic transport
equation given in Equation (4.41) provides a convenient basis for these
discussions and will be referred to throughout this section.

4.4,1 Discretization Method

To transform the differential equations into their algebraic analogues,
the method of Nodal Point Integration (NPI) is employed (Gosman et al. 1969;
Patankar 1980; Runchal 1969). The NPI method is also referred to in the
literature as the "finite-volume" or the "integrated finite-difference" method
(Edwards 1969; Narasimhan and Witherspoon 1876). The method does not involve
direct replacement of the governing equation derivatives with numerical ones,
as would conventional finite-difference schemes. Rather, the basic principle
of the NPI method is to analytically integrate assumed polynomial profiles for
the dependent variable [F in Equation (4.41)] over a time step and a finite
volume that is located within the overal® calculation domain. This integra-
tion approach bears some resembiance to the finite-element method. However,
it also differs from the finite-element method, in that it intrinsically
maintains (approximately) the mass and material balances at the local scale of
an element, leading to a potentially more accurate numerical formulation than
that of the finite-element method.

The NPI method implemented in the SUMO code uses hybrid profile functions
(Runchal 1972). These functions are constructed after the spatial domain is
discretized into a set of finite volumes by imposing a grid.
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4.4.1.1 The Spatial Grid

The spatial grid used in the SUMO code is constructed with three mutually
perpendicular surfaces. In the Cartesian coordinate system, these surfaces
are planes that correspond to the right-handed orthogonal (x,y,z) coordinates.
In both coordinate systems, the z axis is taken to be vertical and positive in
the upward direction. Except as noted otherwise, the (x,y,z) notation will be
used. The discussion can also relate, however, to the (r,8,z) system by
substituting r for x and 8 for y. The grids are shown in Figures 4.2 and 4.3
for Cartesian and cylindrical coordinates, respectively. The dashed lines
represent the grid surfaces. Horizontal cross sections through these grids
are shown in Figures 4.4 and 4.5.

In the following discussion, the grid surfaces (or grid lines, in two
dimensions) are identified by the indices I, J, and K the x, y, and z
directions, respectively. Over the domain, these grid surfaces are numbered
from 1 to IMAX, 1 to JMAX, and 1 to KMAX in the x, y, and z directions,
respectively. Grid nodes are points where the three mutually perpendicular
surfaces intersect. The total number of nodes (internal plus boundary) in the
domain is thus IMAXeJMAXeKMAX.

The actual integration and solution of the governing equations of the
SUMO code proceeds by reference not to the grid surfaces or nodes but to the
elements. These elements are also referred to as the control volumes or
cells. Each internal grid node has an associated element or control volume,
and the boundary grid nodes are on the edges of elements. The control volume
for each node is obtained by drawing surfaces that are located exactly midway
between the grid surfaces. The cell surfaces are drawn as solid lines in
Figures 4.2 through 4.5. Because the grid surfaces may be unevenly spaced,
the control volume sizes associated with nodes may vary from one node to
another. The actual physical domain of a problem is thus completely covered
by a discrete number of contiguous elements. The boundary nodes surrounding
the physical domain are employed to impose boundary conditions on the probiem.

A typical cell, or element, is shown for the Cartesian grid system in
Figure 4.6 and for the cylindrical grid in Figure 4.7. A horizontal cross
section through the Cartesian element of Figure 4.6 is shown in Figure 4.8.
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FIGURE 4.2. [Dllustration of the Cartesian Grid Arrangement

The node, P, enclosed in the cell has the grid indices (I,J,K). The value of
the dependent variable F at node P (and all internal nodes) is assumed to be
influenced by the six nodes that are the node’s immediate neighbors; these are
denoted by E (east), W (west), N (north), § (south), U (up), and D (down).

The respective indices for these nodes are (141,9,K), (I-1,J,K), (1,J+1,K),
(1,9-1,K), (I,Jd,K+1), and (I,J,K-1). The corresponding cell faces are denoted
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$9101075.2

stration of the Cylindrical System
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FIGURE 4.3.
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FIGURE 4.5.

$9101075.4

Horizontal Cross Section Through a Z Plane for the
Cylindrical Grid System
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by e, w, n, s, u, and d. Each of the cell faces lies exactly midway between
the element node P and the nearest neighbor in the given direction. The
number of internal nodes and, equivalently, the total number of cells is
(IMAX-2)e (UJMAX-2)« (KMAX-2).

During numerical manipulations, the values of pressure head and con-
centration are defined at the grid nodes. The flux variables (i.e., velocity
and mass fluxes) are defined at the celil faces. The U velocity locations fall
midway between the grid nodes in the x direction, the V velocity locations
fall midway between the grid nodes in the y direction, and the W velocity
locations fall midway between the grid nodes in the z direction. The use of
this "staggered" grid approach allows a more natural description cf the
physical system where fluxes are defined at element boundaries and intrinsic
properties at element interiors. The index notation employed is such that the
velocity cumponents at the w (west), s (south), and d (down) faces of the
control voiume are denoted by the same i, j, and k index values as the F
values at the associated grid node (i.e., Fiik and U”k indices are the same).

4.4.1.2 Inteqration over a Cell

Conceptually, discretization of the governing equations derives from
integration over each individual cell and over each time step. Given the
general tquation (4.41), for a node P as shown in Figure 4.8, the integral is

jt“&f[a;(a F) *Lx+Ly+L"z"SF+SFF] vt =0 (4.59)
Vp

where L , Ly, and L, are partial derivative operators, i.e.,

L =0f(b UF) - (c, 3,F)] (4.60)
L, =3J(b VF) - (¢, §,F)] (4.60b)
L, = 3,[ (bWF) - ¢,8,F)] (4.60c)
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If a polynomial profile for F (and other terms, such as §;) is assumed
during the time interval [t, t+6t] and over the volume V, then Equation (4.59)
can be integrated analytically to obtain an algebraic equation applicable to
node P. This procedure is followed to obtain an algebraic equation for each
internal node.

4.4.1.3 Temporal Integration

Assuming a linear time variation of F at node P(I,J,K), the time integral
of the term containing the time derivative and decay terms of Equation (4.59)
is

[ l: [0.t2 F) + 5 F| av dt =l a(F™ - F") + s 5, F™av  (4.61a)

In Equation (4.61a), F™ and F" are the values of F at points in volume V at
time steps n+l and n, respectively [i.e., F™! = F(t,,,) and F" = F(t ) where

Lt ® t +6t]. For the remaining terms in Equation (4.59), the time integral
is written as

ft“&f (L + Ly + L -§)dvdt = 5t“ (ka “l) L - sFJ') dv} (4.61b)
v v

The superscripts k, m, i, and j in Equation (4.61b) each correspond to some
time in [t,t+8t]. In terms of time steps, n < k,m,i,j < n+l. Particular
choices of values for k, m, i, and j give rise to different numerical schemes
and solution methods. The schemes used in the SUMO code are
1. ks=m=i=j=n. That is, all values in Equation (4.61b) are evaluated at
the previous time step and hence are known. This is a fully expli-
cit formulation. In this formulation, only one unknown, F(t+st),
remains in the equation for a node. The point successive over-

relaxation (PSOR) method in the SUMO code uses this type of
formulation.

2. k=m=i=j=n+l. That is, all values in Equation (4.61b) are those at
the new time step. In this case, values of F(t+8t) for not only
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node P, but also all of its neighboring nodes, appear in the equa-
tion for node P. This is the fully implicit formulation. The
Gaussian elimination routine uses this formulation.

3. Three substeps are taken to complete the solution for a time step.
In the first substep, k = n+l; in the second, m = n+l; and in the
third, i = n+l, while all other superscripts are held equal to n.
This formulation is used in conjunction with the alternating
direction implicit (ADI) method of solution in the SUMO code.

These various solution methods have their own accuracies and stability
charasteristics and differ greatly in requirements of computer memory.

4.4.1.4 Spatial Integration

Alternative methods are provided in the SUMO code for spatial integration
of the terms appearing in Equation (4.61). From an inspection of this equa-
tion, it is apparent that the spatial terms fall into four categories: 1) the
diffusion terms with characteristic second-order space derivatives, 2) the
convection terms with first-order space derivatives, 3) the source and sink
terms, and 4) the accumulation terms with first-order time derivative.

In the NPI formulation, integration proceeds by the assumption of a
suitable inter-nodal profile for the piecewise variation of the state varia-
bles [F of Equation (4.41)] from one grid node to another. In the approach
taken, the diffusive and convective terms are considered separately, each with
its own characteristic profile. This approach is illustrated below for the
Cartesian coordinate system. The development of the equations proceeds
identically for the cylindrical coordinate system.

The integral of the x-directional component (I,) of the diffusion term
in Equation (4.61) is written

¢ 46t

1, = .]t jvp a (c, 8,F) dv dt (4.62)

By application of the divergence theorem, this equation is

_ [t N
I, -L Luk (c, 3,F) i-dS dt (4.63)
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where i is the vector component in the x direction and S,, is the bounding
surface of the element for point P at (I,J,K). In the Cartesian coordinate
system, the surface is made up of six rectangular surfaces. Equation (4.63)
becomes

I“& J c, o,F) dy dz ~f (c, 6,F) dy dz| dt (4.64)

e w

where e and w denote the values of the quantity at the e and w faces of the
element, as shown in Figure 4.8.

Further integration now proceeds by assuming that in the interval
Xig £ XS Xy Yo SY S Vg and z, , £z <2, the state variable F is
represented by the piecewise quadratic polynomial

Frmag v ax +ax2 +ay +a,y% +agz +agz’ (4.65)
where the a’s are arbitrary constants. This yields
8,Fl, =a; + 23X, (4.66a)

X

9.Fle =2, + 28X,y (4.66b)

Also, Equation (4.65) implies that for nodes W, P, and E of Figure 4.8,

2 2 L2
Fy = 8+ ;X4 + aX, 4 + a3Y; * 8y, * Az = 3L (4.67a)

Fo = ap+ a)x; + azxiz + a3y * aayf + gy + aszkz (4.67b)
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2 2 2
Fe = 8p% )Xy, + Xy + 33Y; + ¥y + a5, + gL

Because

Xiazz = (X + X44) / 2

and

Xing = (% + X44) / 2

Equation (4.67) yields

(Fo = )/ (X = X)) =a; + 28X,

and

(FE - FP) / (xi+1 - xi) al + Zazxi->1/2

Comparisoﬁ of Equation (4.69) with (4.66) gives

O,Fly = (Fe = F) / (% - X4)

9,Fle = (Fg - Fp) / (X5 = %)
In the notation of Figure 4.8, these may be written more compactly as
OFl, = (Fo = Fy) / 6x,

and
axFle = (FE, = FP) / 6%,
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where 68X, is x; - X;, and &%, is X;y4 - X;.

On the assumption that c stays constant across a cell face, Equation
(4.64) becomes

t 46t ”
5 =L {[Cxe (Fg-Fp)/ 6xe] A - [c,w (Fp=F,)/ 6xw] A, } dt (4.72)
where the cell face areas A, and A, are given by

A= Wiae = Yia72) (Beage = Zeae) = A (4.73)

and C _ and C_ are respectively the average values for C_in the east and west
directions from point P.

To complete the transformation of this integral, assume that a repre-
sentative (average) value of F" between F(t) and F(t+6t) exists. In general,
this may be written as |

F™ = F(t) + (1-a) F(t+5t) (4.74)

Three choices for a are provided in the SUMO code. These are the fully expli-
cit scheme with ¢ = 1, the implicit scheme with @ = 0, and the ADI scheme with
intermediate values of a.

The final form of the integral I, is now

I = &(Fum - Fp'") + BE(FE'“ - FP"') (4.75)
where

B, = ¢, A &t / 8X, (4.76a)
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B =c, A 8t/ 6%,

(4.

76b)

Similarly, the integrals for the y and z directional diffusion terms of
Equation 4.61b may be written as

where

such that

Bs = c A8t / 8y,

By = ¢ /A6t / Y,

BU = CZL&Auat / Syu

8% =¥ - Yi4
8%y = ¥iq Y
8§24 = 2, -
62, =24y ~ 4

A = (Zyase = Zar) (Xap
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Ay = (X2 = Xia72) Wage = Yian) = A (4.80f)

The values of the diffusion coefficients at the interfaces, C in
Equations (4.76) and (4.79), are taken to be functions of the values at their
nearest neighbor nodes. Four choices for these functions are available in the
SUMO code: 1) harmonic mean, 2) geometric mean, 3) arithmetic mean, and 4)
upwind value. For c , these four functional forms are, respectively,

Cow = 2 Cyy Cop / (Cyy *+ Cyp) (4.81a)

Con (Cay )P (4.81b)

Cow = (Cy + Cp) / 2 (4.81c)

Cpw = Cy» 1FU>05 ¢, =cpp, ifUCDO (4.81d)

where c  and ¢, are the values of the diffusion coefficient c at the nodes W
and P (Figure 4.8). In fully saturated flow problems, the harmonic mean
option appears to give the best results; for the unsaturated flow problems,
the geometric mean option seems to work best.

The integral of the x-directional component of the convection term in
Equation (4.41) is written as

L [t
1, = L fvp a,(b U F) dv dt (4.82)

Proceeding as we did for the diffusion term, this integral can be written
as

I, = - beUeIn Fem A, - bwuwm me A, st (4.83)
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where

b, = (b +bp) / 2 (4.84a)

b, = (b, +b) /2 (4.84b)
Fl=f, F +(1-f)F (4.84c)
Fh=f, Fl + (1 -f)F (4.84d)

Because the second-order polynomial [Equation (4.64)] is used,
f, =f, =1/2 (4.85)

However, the use of this polynomial for the convective terms may lead to
numerical instability if the grid Peclet number exceeds a critical value of 2
(Patankar 1980, p. 82). In the present context, the grid Peclet number for
the x-direction flux at location e of the control volume would be

P, =b, |U,] 6x, / cy (4.86)

where x, is the local grid size and U, is the velocity component in the x
direction. To combat this instability, the SUMO code employs the hybrid
approach (Runchal 1972; Spalding 1972) to select suitable values for f in
Equation (4.84). In this approach, the second-order polynomial of Equa-
tion (4.64) is employed if the local grid Peclet number is less than 2.
Otherwise, an upwind (or donor) scheme is employed. The general expressions
for f in Equation (4.84) are then given by

f, =0.5 - 0.25 (p,/|P,]) [1 (11e,) - 21) 7 (e - 2)] (4.87a)
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f, =0.5 +0.25 (,/[P,]) [1 (11ed - 21) 7 (1nl - 2)] (4.87b)

The convective integral of Equation (4.83) can alternatively be written

as
1, = CE(FE'" - FP'") . (‘,w(me - Fpm) N (c,,' - cE') o' (4.88)
where
C,=b, U"A, st (4.89a)
Cc=b, UM A 6t (4.89b)
G =" 1Cl (4.89c)
C = f.|C | (4.89d)
By analogy, the convective integrals in the y and z direction are written
as
I, = CN(FN'" - FP’") . CS(FS'" - FP"') . (cs' - c,,') Fr (4.90)
I, = cU(FU“‘ - FP'") * CD(FD"’ - Fp"‘) . (co' - cU')Fp"' (4.81)
where
C, =b, U™ A st (4.92a)
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C, =b, UM A 6t

Cnl = by Uy A 6t

¢, =b, U A, 6t

G =f, |G|

C‘U = fu |CL|’|

(4.

92b)

.92¢)

.92d)

.92e)

.92f)

.92qg)

.92h)

where the b’s and f’s are defined analogously to Equations (4.84) and (4.87).

The source term, $ = of Equation (4.41) is discretized as

1 = j‘t“& fv,, 5. dV dt

b Spm VP Cgt

where

Vo "[(xnl - Xiq) (.Y;M = V) 2y - Zk-nl)l/8
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As indicated in Equation (4.6la), the decay rate term, s, F, of Equa-
tion (4.41) is always discretized at the time level t+6t, so

_ et .
Iy -L va s. F dV dt (4.95a)

n+i

=5/ RV, 6t (4.95b)

For the accumulation term, Ig, the F is assumed to remain constant over
the cell so that

o test ,
I ""L fvp a 9,F dv dt (4.96a)

= aP(FPM - Fpn) Vo (4.960)

4.4.1.5 Algebraic Analogue of the General Transport EFguation

The algebraic analogue of the general transport equation [Equa-
tion (4.41)] can now be obtained by combining Equations (4.75) through (4.96).
The new equation is5 written as

aP(FPM - Fpn) Vo = A‘E(Fﬁm " Fpm) * L\J(Fw"“ - Fpm) * AN(FNm - Fpm) *

As(Fs - Fpm) M ;\J(Fum - Fpm) * AD(Fom * Fpm) *

n+ on+l

So Vo 6t = s, Fy oV 6t -

e A T N
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where

A, =B, +(, (4.98a)
A =B +C (4.98b)
A =B +C (4.98c)
A, =By + G, (4.98d)
A, =8 + G (4.98e)
A, =B, +C, (4.98f)
and the superscript m indicates the time at which various vaiues are taken
(t=t ort=t ).
From the continuity equation, the last term on the right-hand side of
Equation (4.97) is identically zero for incompressible fluids and negligible
for fluids with small compressibility. Equation (4.97) can be written in a
more compactly as
APFPM =3 Y Fpn * Z
M
S, or D, and is -1 otherwise; and

{A«(an - Fpm) + ¥ (kg Fpml + 5 Vo6t (4.99)
W

.
A =gV, + Spn
with the SUMO code.

where M takes values of E, W, N, S, U, and D, respectively; k is +1 for M = W,
‘ Vo &t
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Both the explicit and implicit versions of Equation (4.100) can be sclved




4.4.2 Inclusion of Boundary Conditions in Algebraic Analogue

The general form of the boundary condition, as discussed in Section 4.3,
is

-a dF/aN =b(F -F,) +¢ (4.101)

where N represents a direction normal to a boundary. Suitable choices for a,
b, ¢, and F  allow representation of Dirichlet, Neumann, and mixed boundary
conditions. The algebraic equations for nodes located next to boundaries are
modified to account for Equation (4.101). As an example, consider that the
node W, to the west of node P in Figure 4.8, is a boundary node. To incorpo-
rate Equation (4.101) into the algebraic analogue for node P, it is written as

~a (F, -F,) / 6x, =b(F, - F) +c (4.102)

where the value of F, is taken at the advanced time t+ét (or at time step
ntl). Equation (4.102) is now solved for F, to yield

Fo=aF +[6>s,(c - bF,)| / (a - bax,) (4.103)

Finally, Equation (4.103) is substituted into the algebraic equation [Equa-
tion (4.99)] for node P, which eliminates F, from that equation.

Thus, when the coefficient matrix is formed, the boundary conditions are
included in it implicitly. Once the equations are solved (i.e., the value of
F, is obtained), Equation (4.103) is used again to obtain the vaiue of F (in
the case of Neumann and mixed boundary conditions) at the boundary.

4.4.3 Solution of Algebraic Eguations
4.4.3.1 Explicit Solution Method

For explicit solution of Equation (4.99), the superscript m is replaced
by n; that is, all of the F" values appearing on the right-hand side of
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Equation (4.99) are assumed to be those at time t [see Equation (4.74)]. 0
Equation (4.99) can then be rearranged to read

Fo=(1/R) 3 Vo Fp + Y N(an - F,,"‘) +Y (-1)* cN' Fo + Sy Vp 6t (4.104)
M M

Because all quantities on the right-hand side of Equation (4.104) are known
from initial conditions at time t, F:d is easily evaluated by a simple
substitution. The substitution is performed in a point-by-point manner.
Three alternatives are available for the order of this substitution. In the
first, the substitution starts along the x direction (I = 1 to IMAX), then
along the y direction (J = 1 to JMAX), and finally along the z direction (K =
1 to KMAX). This is called a "sweep in the x direction." For the second
alternative, the substitution is performed in the order y, z, and x, and in
the third, it is performed in the order z, x, and y. These last two
alternatives are called sweeps in the y and z directions, respectively.

4.4.3.2 Implicit Solution Method 0

For the implicit solution of Equation (4.99), the superscript m is
replaced by n+l; Equation (4.99) then becomes

{AP . Z [Aﬂ + (_1)k+.1 CM]} Fpn+1 - E AM FMnﬂ + SPn (4'105a)
M

where

S = Vp Fy + SV, 6t (4.105b)

There are at most seven unknowns (at node P and its six nearest neigh-
bors) in Equation (4.105a). For those nodes that have no boundary node as
their neighbor, the number of unknowns is exactly seven. Values of F for
boundary nodes are eliminated for equations of nodes located next to domain
boundaries. Thus, for these nodes, the number of unknowns is less than seven.
Writing the set of equations for all the nodes creates a hepta-diagonal
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matrix. This coefficient matrix is of banded form and very sparse. The
actual band width depends on the way the nodes are numbered. In the SUMO
code, nodes are numbered in the order of first increasing the I index, then
the J, and then the K index. With this numbering system, the band width is

20 (IMAX-2)e (JMAX-2). To get an idea of the sparsity of the coefficient
matrix, consider a grid whose dimensions are 10 by 12 by 15. The total number
of nodes in this grid is 1800. The number of internal nodes is 1040. Thus,
the coefficient matrix has 1040*1040 = 1,081,600 elements, of which less than
1040*7 = 7,280 are nonzero.

Only iterative methods for solving the matrix of equations are included
in the SUMO code. Although direct solution methods are accurate, elements
within the band width become nonzero during elimination procedures; thus these
methods require a large amount of storage and can be used only for relatively
small grids. Iterative methods can be implemented with a limited amount of
storage space and are therefore preferable for large grids.

The alternating direction implicit (ADI) method completes the solution
for each time step in three substeps. In the first substep, Equation (4.102)
is replaced with

A+ A+ (ARG R = AR+ A F S S (4.106a)
M

where

S" = A Fo + A FN A F" + A F (4.106b)
AS S N D U

Equation (4.106) generates a tri-diagonal (no more than three unknowns
per node) matrix that is easily solved using the Thomas algorithm to yield
values of F . For the next substep, another approximation, F", is obtained
from

Ao X Ace (DG RTSART A RT s st (4.1072)

M
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where ‘

S*=AF*+AF*+AF*+AF* (4.107b)

Finally, the solution for 6t is completed by a third approximation,
ek sk
Fo » which is obtained from

L2 2 Wk

A+ A+ (A CM Foo = Ay By # Ay Ry + S+ 8] (4.108a)
M
where

ST =A Fu" + A FE" * A Fs“ + Ay FN“ (4.108b)

* Kk
In many instances, F, provides an acceptable approximation to Foel o

p
However, the SUMO code provides for the iterative solution of Equa-

tions (4.106) through (4.108) for a user-specified number of cycles at each
time step.

The procedure above describes the solution process that proceeds first in
the x direction [Equation (4.106)], then in the y direction [Equa-
tion (4.107)], and finally in the z direction [Equation (4.108)]. In a manner
similar to the explicit solution method, the SUMO code also provides for
sweeps to be conducted in the y-z-x and z-x-y directions.

4.4.4 Treatment of Nonlinearities

The governing equation for fluid pressure, Equation (4.24), may have mild
nonlinearities as a result of expressions such as storativity (S.) and
relative permeability (K)) being functions of pressure. If time steps are
suitable, these minor nonlinearities present no great difficulty in solution.
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In general, it is assumed that the values of these pressure-dependent expres-
sions are taken from the solutions at the previous time step. That is, these
quantities lag the solution by one time step.

The governing equation for pressure, Equation (4.23), under conditions of
partial saturation can be highly nonlinear. This is apparent from the soil-
moisture relations discussed in Section 4.3. For most soiis and rocks, the
degree of nonlinearity increases as the saturation decreases. To deal with
these nonlinearities, an iterative method is followed in the SUMO code.

Three iterative methods for nonlinear equations are discussed by Huyakorn
and Pinder (1983, p. 156): 1) Picard, 2) Newton-Raphson, and 3) Chord Slope.
Of these, the Picard method is the simplest, requires no additional storage,
and is currently implemented in the SUMO code.

In the Picard (or successive substitution) method, solution begins with
an initial guess, usually the user-specified initial conditions. Values of
parameters that are functions of the dependent variable are calculated using
this guess and then substituted into Equation (4.99). Solution of Equation
(4.99) provides a new estimate of the solution, and the process is repeated
until a user-specified convergence criterion is satisfied.

Two options for determining convergence are provided in the SUMO code:

max

i=1,N|(l - Fi(k+1)/Fi(k) |s € (4.110)
and
N 1/2
a/ME [ - TF(k)/F 0] < e (4.111)

§=]

where N is the total number of internal nodes, k is the iteration number, and
e is the specified convergence limit.
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4.4.5 Choice gf Spatial Grid and Yime Steps ' 0

The design of the spatial grid and the choice of time steps for a given
problem depend on several competing objectives. A need for detailed and
accurate solutions suggests the use of a fine-mesh spatial grid and small time
steps, but lTimitations on computer resources (specifically memory and execu-
tion time) restrict their use. In practice, considerations of computational
cost, the accuracy and stability of the numerical solution, output needs with
respect to locations and times, and accommodation of special physical features
(boundaries, heterogeneities, and sources) all influence the design of the
spatial grid and the choice of time steps. Some of the factors that should be
considered in choosing grid spacing and time steps are discussed below.

4.4.5.1 Design of Spatial Grid

The spatial variation in hydraulic, thermal, and mass transport proper-
ties should be adequately represented by the grid. The material properties
are specified at grid nodes and are assumed to remain constant within a cell.
If these properties change in a discontinuous manner, as is common in layered
media, spatial grids should be designed such that a cell face coincides with
the boundary between two layers that have differing characteristics. For
problems with continuously varying properties, the cell size should be smaller
in regions where the variation in properties is relatively rapid, and larger
where the variation is more gradual. In general, a uniformly accurate
solution may be expected if the properties of interest vary uniformly across
the cells of interest.

To design the grid, it is helpful to sketch the domain and all of the
zones in which the properties have different values. Because the material
properties between a celi’s node and its face (in a given direction from the
node) are constant, cell faces should be located wherever properties are
expected to change abruptly. As a practical minimum, three cells are
necessary to adequately define a distinct geologic layer. A layer as thin as
1 m should be represented by three cells; more cells will be required for
representing thicker formations.
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For a variety of reasons, solutions may be needed on a finer scale in
some parts of the domain than in others. For example, interest may be focused
on areas where temperatures or chemical concentrations are high. In such
areas, smaller cells should be used.

Geologic and artificial features, such as fractures and igneous dikes or
boreholes, wells, and tunnels, are distinguishable from the geologic continuum
by their physical properties and scales. To accurately represent these fea-
tures, cell sizes that are comparable to the sizes of these features (i.e., to
the sizes of their openings, thicknesses, and diameters) should be used.

Hydraulic head and chemical concentrations are expected to change
relatively rapidly close to sources and sinks of fluid and mass. If Targe
cells are used in such areas, unacceptable errors may occur in the solution.
As a general principle, finer-mesh grids should be used in areas where the
values of the state variables are expected to change rapidly.

Some boundaries are natural geologic features. For instance, a river may
form a boundary at which it is appropriate to specify hydraulic heads. Cell
sizes should be comparatively small in proximity to these boundaries. In
contrast, arbitrary boundaries that do not represent natural geologic features
are usually located at large distances (in theory, at infinite distance) from
the area of interest. Near these boundaries, coarse-mesh grids can be used.
However, in problems with boundaries at infinity, it is advisable to discern
whether the boundaries are indeed located sufficiently far away that they do
not affect the solution.

The amount of computer memory required for solving a problem is propor-
tional to the number of computational cells. Consequently, an upper limit to
the number of computational cells is imposed by the capacity of the available
computer memory. An estimation of appropriate cell size, based on considera-
tions discussed above, may require adjustment to remain within this limit.

The time required to solve a problem is a nonlinear function of the
number of grid cells. The time of computation increases in a ratio that
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varies from the square to the cube of the number of cells. In some cases, the
maximum allowable computation time may restrict the maximum number of com- ’
putational cells.

4.4.5.2 Choice of Time Steps

The size of time steps is determined by the time scales that are char-
acteristic of the propagation of pressure, diffusion, and convective trans-
jents. These time scales depend on the cell sizes and on the material
properties.

The choice of time steps is also influenced hy numerical stability. In
general, a stable numerical scheme controls the growth of numerical error as
‘the solution advances with time. The two types of instabilities that may be
encountered are weak instability, in which the solution oscillates about a
mean value, and strong instability, in which divergence from the true solution
increases monotonically. Both types of instabilities can be removed by
shortening the time steps. However, for overcoming strong instability,
alternate solution methods may be more economical.

Let &L represent the length of one edge of a computational cell. Depend- 0
ing on the coordinate direction under consideration, 6L equals éx, 8y, or &z.

Let K, represent the hydraulic conductivity in the L direction of the cell

under consideration (L could be in the x, y, or z direction). The char-

acteristic time scale (8t, ) for the propagation of transient pressure (or

hydraulic head) effects in the L direction for that cell is given by

§tp, = S SLY/K (4.112)

A similar equation can be written for each cell. The smallest of these
characteristic time-scale values for all cells in the grid represents the time
scale for pressure transients (6t,). The term &t, is an approximation of the
time required to propagate a pressure change across a cell. If the computa-
tional time step, &t, is much larger than &t,, then it is possible that the
variation of pressure with time will be missed across some of the cells in the
grid. Therefore, for problems in which prediction of time-dependent pressures
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is important, ét, can be used as a guide in selecting appropriate time steps.
For the ADI method of solution, there is no theoretical limit on 6t for
stability, but for physically accurate solutions, 6t should be kept less than
10 times é6t,.

Pressure transients may be thought of as waves of different frequencies.
As the high-frequency components pass across the computational grid, the
severity of pressure transients decreases. . Therefore, it is possible to
gradually increase the size of the time step as the solution advances with
time.

A time scale for diffusion is defined in a manner similar to the time
scale for pressure transients:

&ty = 6L%/(2D,) (4.113)

where D, is the hydrodynamic dispersion coefficient in the L direction (which
can be X, y, or z). It is the sum of the molecular diffusion coefficient and
the coefficient of mechanical dispersion. As with ét;, the smallest value of
6ty in the grid is selected. If diffusion and dispersion are major considera-
tions, the choice of size of the time step should be guided by the value of
§t,. For the PSOR method to be stable, the computational time step size, ét,
should be less than &t). For other methods, &t should be less than 10 times

st,.

Time Scale of Convection. The time scale of convection is based on the
flow velocity of fluid and is defined as

st = 8L/, (4.114)

where U is the fluid velocity in the L direction (which can be x, y, or z).
The constraint on size of the computational time step, ét, based on Equa-
tion (4.114), is often stated in terms of the Courant number, or Co, which is
defined as
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Co = 6t/6t, = (U 6t) /6L (4.115)

For the PSOR method to remain stable, Co must not exceed unity. For other
methods, Co must not exceed 10 times &t..

Other Time Scales. The time scales defined above are the most common
ones. However, in certain problems, other time scales may apply. These other
time scales apply whenever time-dependent phenomena are included in the
problem. For example, time-varying sources and sinks and time-dependent
boundary conditions would inherently have associated time scales. The géneral
rule in such cases is that the size of the computational time step, &t, must
be kept Tess than any of the other time scales of a problem. Thus the effect
of the variation of time on any phenomenon with a time scale Tess than &t will
not manifest itself in the solution.
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5.0 POPULATION DOSE AND HEALTH EFFECTS MODEL

A generic illustration of exposure pathways to humans from an arbitrary
contaminant source is given in Figure 5.1. This section describes the par-
ticular exposure pathways and associated dose models that are implemented in
the SUMO code. The discussion is divided as follows:

e Calculation of the effective dose equivalent

o Pathway dose calculations: models to determine total population
doses from important pathways

o Incorporation of sources: specification and use of source terms

s Airborne release: models for estimating average air concentrations
downwind of an airborne release and definition of the population-
exposure factor

e Waterborne release: definition of the population exposed to a
waterborne reTeasg

e Environmental concentrations: models to estimate important air and
water pathway concentrations

« Special models for °H and '*C: models that impute health effects to
only the portions of these species that are released from a
repository

o General considerations.

The first-generation SUMO code uses only the waterborne dose model.
However, because the capability to model airborne releases has been retained
in the code in anticipation of future analyses of gas-phase Y¢ releases, the
exposure models for both airborne and waterborne releases are described. The
dose models and supporting documentation are extracted from the GENII system
(Napier et al. 1988). However, all of the coded routines have been sub-
stantially modified to fit into the SUMO framework.

The analyses performed by the dose models are structured in time to
correspond to a series of consecutive 70-year periods. Within each 70-year
period, average parameter values (appropriate to the period) are used to per-
form the analyses.
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5.1 CALCULATION OF THE EFFECTIVE DOSE EQUIVALENT

The total dose or Tifetime effective dose equivalent, D, is calculated
by summing the external dose, DEXT, and the weighted sum of the internal dose,
DINT , to each organ. The lifetime effective dose equivalent for a 70-year
period is

D, =)_:, QINTO W, + DEXT (5.1)

External doses and cumulative doses to each internal organ are calculated
for each 70-year period. The external dose, DEXT, is the sum, over all radio-
nuclides, of the external exposures to water, the external exposure to shore-
line soil, and submersion in air. It is given by

DEXT = 21: Diew *E;: Dies + E Diea (5'2)
1

where D, is the dose from external exposure to radionuclide i from medium m

(water, soil, or air), in personerem.

The internal dose for organ o, DINT , is the sum, over all radionuclides,
of the inhalation, terrestrial pathways, and aquatic pathways doses for that
organ and is given by

DINT, = E Doni + % Boti * ES: Doa (5.3)
i

where N_ . equals internal dose for organ o from radionuclide i and pathway m

(inhalation, terrestrial, or aquatic).

The internal doses for the six designated body organs and the doses for
the five remaining organs with the highest doses are each multiplied by an
organ-weighting factor, W , and summed to give an effective dose equivalent.
The weighting factors for the body organs are given in Table 5.1. The
weighting factor for each of the five remaining organs is 0.06.

5.3
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TABLE 5.1. Organ Weighting Factors (W)

Organ Height
Testes/Ovaries 0.25
Muscle 0.15
Blood Marrow 0.12
Lung & Lymph 0.12
Thyroid 0.03

Bone Surface 0.03

5.2 PATHWAY DOSE CALCULATIONS

The exposure pathways are described in the following subsections.
Except where noted, the symbols used to represent terms are those given in
Table 5.2.

5.2.1 Air Submersion

Contributions for external exposure from air submersion are included for
1) submersion in the release plume, 2) submersion in resuspended activity
resulting from an initial airborne release, and 3) submersion in suspended
activity resulting from an initial irrigation water deposition. The dose is
calculated as

Dye; = Dg; 5.29 x 10%° A,
(5.4)

{Ac(i,t) +1.49 x 102 [5.,(i,t) + Scw(i,t)]}

where D, = dose from air submersion exposure for organ ¢ and radionuclide
i, personerem

D,; = external exposure dose conversion factor for air submersion, rem
per Ciesec/m

5.29 x 10*® = conversion factor, (rem per Ci)/(Sv per 70 Bq)
A . = radiological decay constant for radionuclide i, yr"'1

™

A (i,t) = population-weighted airbornezrgjease for radionuclide i over
70-yr period t, personeCieyr‘/m
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TABLE 5.2. Symbois Used to Represent Concentrations

Symbol Pathway Concentration
A, Air concentration
A, Animal product concentration, air medium
A, Animal product concentration, water medium
A Drinking water concentration, water medium
As. Aquatic food concentration, water medium
Lea Leaf concentration, air medium
L., Leaf concentration, water medium
Pa Plant concentration, air medium
P Plant concentration, water medium
Sca Soil concentration, air medium
S,y Soil concentration, water medium
Sia Sediment concentration, air medium
S g Sediment concentration, water medium -
W, Water concentration

1.49 x 10 = resuspens1on factor constant, kg/m y (1 x 107° 1) (224 kg
soil/m?) (1/15).
Sca(i,t) = soil concentration of ;ad1onuc]ide i, from airborne releases for
period t, personeCieyr</kg
S.,(1,t) = soil concentration of radionuclide i for period t for irrigation

deposition, person-Ci-yrz/kg.

The contribution from deposited material is calculated based on the concentra-
tion at the end of the current period. This concentration is assumed to occur
throughout the period, which is a conservative assumption but by no more than
a factor of two. The calculated resuspension is based on a constant resuspen-
sion factor of 107 m?, representing resuspension of aged deposited material
(Anspaugh et al. 1975). The resuspended activity is assumed to expose indi-
viduals in the vicinity of the soil from which it was suspended. Downwind
transport of resuspended activity is not considered. The decay constant, i_,,
is included to convert the units of radionuclide concentration from mass to
activity. The calculations are performed in units proportional to mass to
meet requirements of the chain decay processor.



5.2.2 Inhalation

Inhalation exposure includes contributions from the released airborne
activity plus activity that has been resuspended after airborne and irrigation
water deposition. The dose is calculated as

o]

Doni =Dpio 5-29 x 101 B_3.156 x 10" A,
(5.5)

{Ac(i,t) +1.49 x 10° [s,,(1,t) + Sw(i,t)]}

where D . = dose from inhalation exposure for organ o and radionuclide i,

personsrem
D,;, = inhalation dose conversion factor for radionuclide i and organ
0, Sv per 70 Bq
B. = breathing rate, m3/sec
3.156 x 10’ = conversion factor, sec/yr.

5.2.3 TJerrestrial Ingestion Pathways

Terrestrial pathways include ingestion of crops and animal products.
The seven terrestrial ingestion pathways included in the SUMO code are vege-
tables, grains, eggs, milk, beef, pork, and poultry. The dose for each path-
way is calculated from the time-integrated food-product concentration. For
plants, the dose is calculated as

Doci = Dgio 5-29 x 10 A, U, [P (1,p,t) + P (i,p,t)] (5.6)

and for animal products, the dose is calculated as

Doti = Dgio 5.29 x 1010 }‘ri Up [Aca(i’p»t) + Acw(i,p,t)] (5'7)
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where D, = dose from terrestrial ingestion pathways for organ o and
radionuclide i in person-rem

Dgio = ingestion dose conversion factor for radionuclide i and organ o
in Sv per 70 Bq

Up = usage rate by humans of food product p in kg/yr (L/yr for milk)

Palispyt)

H]

time integral of plant concentration for radionuclide i and
pathway p, from air-deposited contamingnts on plants and root
uptake over the period t, personeCieyr-/kg

P (i,pyt) = plant concentration of radionuclide i and plant type p for
period t, from irrigation geposition onto plant and root uptake
through soil, personeCieyr/kg

A.,(i,p,t) = time integral of animal product concentration for radionuclide
i, animal product p, and period t, personeCisyr‘ekg
(personeCi/yrc/L for milk)

A, (i,p,t) = time integral of concentration in animal product p, for period

t, for radionuclide i and animal groduct p for period t from
waterborne pathways, personeCieyr®/kg (person-Ci-yrz/L for
milk).

The total dose from terrestrial ingestion pathways is calculated by
summing contributions from all plant and animal-product food types.

5.2.4 Aquatic Ingestion Pathways

Ingestion pathways resulting from release of radionuclides to surface or
groundwater include ingestion of drinking water and aquatic foods. The five
pathways available are fish, crustacea, molluscs, water plants, and drinking
water. The dose for each pathway is calculated from the time-integrated
aquatic media concentration, as follows for aquatic foods:

Doai = Dgio 5-29 x 101 A, U, A, (i,p,t) (5.8)

and for drinking water

Doas = Dgio 5.29 x 101 A, U, A, (i,t) (5.9)

oal
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where D

aad dose from ingestion of aquatic food or water for organ o and 0

radionuclide i, personsrem

U = the usage rate by humans of aquatic-food pathway a, kg/yr (L/yr
for drinking water)

'AﬂJi,p,t) = time integral of aquat1c'food p, concentration for radionuciide
i in period t, personeCisyr?/kg
A4 (i,t) = time integral of drinking water concentration for radionuclide

i in period t, personsCieyr?/L.

5.2.5 External Exposures

External exposures result from proximity to contaminated ground, shore-
line, and water. Swimming and shoreline doses are calculated from the time-
integrated sediment concentration and water concentration as

Diew = Moy [Sal i) Dyg Uy W+ W (i,t) Dy, Uy, ] (5.10)
where D, = dose from external exposure to shoreline and water for
radionuclide i, personerem
Sg,(1,t) = sediment concentrgtion parameter for radionuclide i for period G
t, personeCieyr/m ‘
D,, = external dose factor for radionuclide i for exposure to

contaminated soil on shoreline, rem/h per Ci/m
U, = time of exposure to contaminated shoreline, h/yr
W = shore-width factor for shoreline exposure, dimensionless

W.(i,t) = population-weighted water concentration for radionuclide i and
period t, personsCieyr?/l

D,, = external dose factor for radionuclide i for submersion in
contaminated water, rem/h per Ci/L

U, = time of exposure to contaminated water, h/yr.

The shore-width factor is an approximate correction to the infinite-plane
geometry of the external exposure factors. To correct for the actual geometry

%\iﬂ! J
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of a river bank or beach, a shore-width factor is applied that corresponds to
the particular exposure situation. Suggested shore-width factors are given in
Table 5.3.

Soil can be contaminated by deposition of airborne material or irriga-
tion with contaminated water. The dose from external exposure to contaminated
soil is calculated as

Dies = Ay Ey Dig 228 [S,(1,8) + S, (3,t)] (5.11)

where D dose from external exposure to soil for radionuclide i in

person-rem

ies

E, time of exposure to contaminated ground in h/yr
224 = soil areal density in kg/m’.

The external exposure is based on the integrated soil concentration for the
current 70-year period.

5.3 INCORPORATION OF SOQURCES

The environmental source terms represent the rate at which radionuclides
enter the environment through airborne or waterborne routes. The SUMO code
allows the source-term data to be either read from external files or provided
by the transport section of the code. In either case, radionuclide release-
rate data are provided as time/rate data pairs. Each data pair gives a time
(years after some reference time) and a release rate in curies per year for a

JABLE 5.3. Suggested Values for Shore-Width Factor

Shoreline Type Shore-Width Factor
River shoreline 0.2
Lake shore 0.3
Nominal ocean site 0.5
Tidal basin 1.0
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given radionuclide. The data for each radionuclide are also provided in a set
of time-release data pairs. Using this procedure, a different set of time
points can be used for each radionuclide. Because there are distinct trans-
port properties for each of the radionuclides of interest in radioactive
waste, it is important to be able to specify releases over a range of times.

To accomplish the 70-year-increment calculational scheme, the release
rate data are interpolated and integrated to give the total activity released
in each 70-year increment.

5.4 AIRBORNE RELEASES

Atmospheric processes transport radionuclides throughout the region sur-
rounding the release point. The resulting distribution of material is impor-
tant in determining the radiation exposure received by members of the regional
population through potential exposure pathways. This section describes the
methods available for specifying and estimating atmospheric dispersion.

Population exposure is calculated based on a spatial grid such as that
shown in Figure 5.2. Sixteen directions and up to ten distance intervals are
used. The population data set is specified as the number of people living
within each area element of the grid at a given time. The atmospheric disper-
sion calculation is based on joint frequency of occurrence data for wind
speed, wind direction, and atmospheric stability for the site. One set of
Jjoint frequency data is used, irrespective of the population data. The down-
wind normalized air concentration for each area element is provided by the
transport portion of the code or is supplied by the user. The dispersion fac-
tors are used with the population distribhtion data to provide a population-
weighted dispersion factor. This factor is a population-weighted estimate of
the average normalized air concentration for the region. The factor is
calculated as




=5 jmd 22 1/20
Area Interval
jm12 ‘ 13
(Relsase at Canter of Grid)
$9101075.9

FIGURE 5.2. Population Exposure Grid

directions distances
PM(t) = I Y Pyt) () (5.12)

=] j=l

where PM(t) = population-exposure factor for period t, person-sec/m’

P”(t) = number of people living in the area interval in direction j
at distance i in period t, persons
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(x/Q"),; = average normalized air concentration in the center of the

area interval in direction j and distance i, Ci/m° per Ci/sec
released.

As the equation indicates, the population-exposure factor is a function
of time. Changes in population will be the primary cause of change in the pop-
ulation-exposure factor. Although climate changes may also affect the factor,
such changes are difficult to predict and are not considered.

Two options that determine population-exposure factors are available for
normalized air concentration values. When estimates of the total population
change are provided, the population-exposure factor for the initial time may
be calculated, and values for remaining time inci2ments will then be calcu-
lated by ratio to population changes with time. If, instead, population
distribution data are available as a function of time, they may be used to
calculate population-exposure factors at each of the specified times, which
are, in turn, interpolated for each 70-year increment.

Population-exposure factors can be specified by direct input of the
factors at defined time points or by calculation from defined meteorological
and population data. When population-exposure values are input, inter-
polations are made to determine the values at the midpoint of each 70-year
increment.

5.5 WATERBORNE RELEASES

Pathways associated with waterborne releases include external exposure
to contaminated water and sediment; ingestion of drinking water, farm products
(via irrigation), and aquatic foods; and inhalation of resuspended material
after irrigation. The release of activity to water is described by a release
rate in curies per year defined at specific times. The activity released is
assumed to result in exposure of a regional population. The number of people
exposed to waterborne pathways is specified similarly to the definition of
popuiation for airborne pathways. The major difference is that only the total
population is specified (the spatial distribution is not needed).

Two methods are available for defining population data for waterborne
release. The first method is to define the population exposed during each of
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the 70-year periods. The second method is to give the population present at
specified times for interpolation at the midpoint of each 70-year period.

5.6 ENVIRONMENTAL CONCENTRATIONS

This section describes models used to estimate air, water, soil, sedi-
ment, and food concentrations for the important pathways. A1l radionuclide
concentrations are expressed as time integrals over a 70-year period.

The information to be input for the pathway analysis is the total
release of curies in each 70-year period. The total reiease is combined with
population and disper§ion parameters to estimate an environmental parameter
for the exposure analysis. For airborne releases, the time-integrated air
concentration of radionuclide i for period t, in personsCieyr?/m’, is
calculated as

%(Lt)=PMﬂ)3ﬂ%§ﬂEﬁ :ﬂoaJsMs (5.13)

i

where PM(t) = population exposure factor for time period t, personssec/m’

3.169 x 10°® = unit conversion constant, yr/sec
A . = radiological decay constant for radionuclide i, yrt
a,(s) = instantaneous release rate to the atmosphere of radionuclide i

at time s, Ci/yr.

For waterborne releases, the time-integrated water concentration of radio-
nuclide i in period t, person-Ci-yrz/L, is calculated as

_9
P(t) NM1.119 x 10% [t+70 W (s)ds (5.14)
Fr )“ri t

W.(i,t) =

where P(t) = population exposed to water for period t, persons

N = reconcentration factor, dimensionless



M = mixing ratio, dimensionless

-1
) 3 ¢
1.119 x 107 = conversica factor, |[28.31 L [3.156 x 107 sec] , ft yr
| £ 3 yr L-sec
F. = flow rate of receiving water, ft3/sec
wi(s) = instantaneous release rate to the receiving water, Ci/yr, at

time s.

The airborne pathway analysis uses the air concentration parameter, A (i,t),
to determine several environmental concentrations:

e S,(i,t), time integral of soil concentration for radionuclide i
\ co 2
over the period t, personeCieyr‘/kg

o L,(i,p,t), time integral of leaf concentration for radionuclide i
and pathway p, {rom air deposition and resuspension over the period
t, personeCieyr:/kg

o P_(i,p,t), time integral of plant conceq}ration for radionuclide i,
pﬁant type p, and period t, personeCisyr‘/kg.

The soil concentration parameter is calculated from the air concentration
parameter assuming deposition to be at a uniform rate over the 70-year period:

it) v — o 0
Sealist) = ALY Yo [1 ° ] (5.15)
7.098 x 107° A,
where V, = deposition velocity for radionuclide i, m/sec
7.098 x 10 = constant, 224 kg/m2 / 3.156 x 107 sec/yr

A environmental decay constant, yr’ﬁ

The environmental decay constant, A, is calculated as the sum of a
radiological decay constant, A, and a soil-removal constant for weathering,
A,;. The soil-removal constant is a correction for long-term leaching of
deposited radionuclides out of the soii’s rooting and resuspension zones. The
values given for A . are calculated using the formula of Baes and

Sharp (1981):
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. P+I-E
A d (1 +p/0 kd,)

(5.16)

where P = total precipitation, cm/yr
I = total irrigation, cm/yr
E = total evapetranspiration, cm/yr
d = depth of the rooting zone, cm
p = soil bulk density, g/cm3
® = soil volumetric water content, mL/cm’
kd, = soil-air partition coefficient for isotope i, mL/g.

For simplicity, the term P+I-E is approximated as an overwatering term,
implying about 15 cm/yr of percolation through the rooting zone and into
deeper soil layers. The depth, d, is defined as 15 cm to be compatible with
other portions of the code. Baes and Sharp (1981) show that the term p/0
averages about 3. Thus the soil-removal constant for percolation can be
considered as inversely proportional to the soil distribution coefficient,
kd,. The values used are based on the most conservative (i.e., largest) value
of kd, identified from a wide range of literature.

Harvest removal is simulated as a discrete process at the end of each
calculational year. A quantity of each radionuclide equal to the product of
the calculated vegetation concentration resulting from root uptake multiplied
by the harvested yield (an input) subtracted from the soil compartments. The
subtraction is normalized by the root penetration factor.

The time integral of leaf concentration is calculated from the air and
soil concentration parameters, assuming a constant soil concentration equal to
the value at the end of the 70-year period. This is a conservative assump-
tion. The equation is
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rVy;
L., (i,p,t) = -Vﬂl[}c(i,t) +1.4933 x 109 5_,(1,1)]
p
(5.17)

o {Tp/385.25 .
[1 e ] 3.156 x 10’

ei

where r = interception fraction, dimensionless; 0.25 is used

Y, = crop yield for food pathway p, kg/m?

1.49 x 10°® = conversion factor, (1 x 10°%) x (224/15), kg/m’
A . = effective retention rate constant for radionuclide i, yr'l, or

¢! A + 18.0838, where 18.0838 is the rate constant for a l4-day
half-1ife

Tp = growing period for food pathway p, days

365.25 = unit conversion constant, d/yr
3.156 x 10’ = unit conversion constant, sec/yr.

The interception fraction, r, for a given vegetation type accounts for
the fact that not all of the material deposited within a unit area will land
on vegetation surfaces. The fraction of the total deposition that initially
resides on vegetation is the interception fraction, r, such that 0 < r < 1.
The interception of materials in irrigation water has not been much studied;
therefore, a default value of 0.25 is used for all materials deposited on all
vegetation types by irrigation.

The factor of 1 x 10™° (m™!) represents a resuspension factor that is
assumed to be constant, because that behavior is characteristic of aged
deposited material (Anspaugh et al. 1975). It is assumed that the resuspended
activity is deposited on plants near the soil from which it was suspended.
Downwind transport of resuspended activity is not considered. The soil area
density to a depth of 15 ¢m is assumed to be 224 kg/m? (soil density of
1.49 g/cma); 15 ¢m is the plowed depth through which the contamination is
distributed. This value is included so that only the top centimeter of
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material (1/15 of the total) is considered available for resuspension. The
leaf concentration as calculated above represents the time integral over a
70-year period.

The radionuclide concentration in edible parts of the plant includes
material from direct deposition ﬁ]us material from root uptake:

ch(1’p’t) Lca(17p’ ) Tvp +Sca(i’t) B1y (5‘18)

where Tvp is the translocation factor of externally deposited radionuclides to
edible parts of the plant, dimensionless; and B, is the concentration ratio
for plant uptake of radionuclide i, Ci/kg (plant wet weight) per Ci/kg (soil
dry weight). |

The concentration used for calculating uptake by the population is the
animal product concentration for plant pathways. The uptake is calculated as

Aca(‘i7p’t) = pca(i'pit) Sip Qp (5-19)

where Sip is the transfer coefficient of radionuclide i from daily intake by
an animal to edible portion of animal product, Ci/L (milk) per Ci/day or Ci/kg
(animal product) per Ci/day; and Qp is the consumption rate of contaminated
feed or forage by the animal for animal product p, kg/day.

The waterborne pathway analysis uses the water concentration wc(i,t) to
determine the following environmental concentrations:
e S_(i,t), time integral of soil concentration of radionuclide i over
perlod t, resulting from water transport, person~C1-yr2/kg

¢ S,(i,t), sediment deposition concentration for radionuclide i ﬁpra
perxod t for shoreline of contaminated water body, personeCieyr‘/m

o L (i,p,t), leaf concentrations for radionuclide i, p]ant type p,
and period t for irrigation deposition and resuspension,
personsCieyr /kg

° Pcn( p,t), plant concentration for radionuclide i, plant p, and

per1od t for depos1t1on by irrigation and then resuspension,
personeCieyr /kg

5.17
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The soil concentration at the end of the period is calculated assuming
uniform deposition over the period:

. ..Abyg
S, (i,t) = “‘"‘“’2;)41 ! [1 ‘fb ] (5.20)

where I = irrigation rate, L/mfemo
T, = irrigation period, mo/yr
224 = soil area density, kg/me.

The exponential term (70) represents the integral cver the 70-year period.

The concentration in the sediment is calculated similarly, as

78
Sy, (i,t) = W(i,t) 25300 [1 ”Z).._.] (5.21)

where 25300 is the constant representing deposition to sediment, L/m? per
year.

The concentration on leaves is calculated for contributions from direct
irrigation deposition plus resuspension from soil:

Lo (i,pst) = .9'"_ {[wc(i,t.) 12 1) +[S,,(i,t) 0.47 vdi]}
P

5.22
A (5.22)
A

ei

where 12 is the unit conversion constant, mo/yr; and 0.47 is the conversion
factor for resuspension, (10°° m?) (3.156 x 107 sec/yr) (224 kg/m’) (1/15).

The radionuclide concentration in edible parts of the plant is calculated
for root uptake plus direct deposition as



A YT

Pel1:Pst) =L, (1,p,t) Ty + S, (i,t) By, (5.23)

The total uptake by plants during the 70-year period is given by the
plant concentration parameter. For animal products, uptake from animal
consumption of p1ant§ plus animal consumption of water is calculated as

An(isp,t) =S, [Pw('i,p,t) Q +W(i,t) opw] (5.24)

where qm is the consumption rate of water by an animal of type p, L/d.

The time-integrated concentration of radionuclide i in aquatic food p in
period t, A, (i,p,t), in person-Ci»yrz/kg, is calculated from the water con-
centrations as

Ar(1,P,t) =W (i,t) By, (5.25)

where Bip is the bioaccumulation factor for radionuclide i and aquatic fqod P,
Ci/kg per Ci/L.

The time-integrated water concentration of radionuclide i in period t for
the drinking water pathway, A, (i,t) in person-Ci-yrz/L, is calculated as

Ay (1,t) =W (i,t) C (5.26)
where C, is the dimensionless water purification plant cleanup factor.

5.7 SPECIAL MODELS FOR °H AND '4c

The radionuclides °H and '*C are handled in a special manner. Both
elements are integral to the human metabolism. Tritium (3H) is assumed to be
in the form of tritiated water. All tritiated water ingested or inhaled is
assumed to be absorbed into the transfer compartment completely and instantan-
eously. Therefore at any time following intake, tritiated water is assumed to
be uniformly distributed among the soft tissues, where it is retained with a
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biological half-l1ife of 10 days. In addition, exposure to an atmosphere
containing H results in intake of M by absorption through intact skin. The
total rate of intake of °H in air is assumed to be 150% of the inhalation
intake rate alone.

Similarly, all intakes of '*C are assumed to be absorbed into the trans-
fer compartment completely and instantaneously. This is equivalent to assum-
ing that inhaled material is carbon dioxide gas and that ingested materials
are readily absorbed carbohydrates. Carbon is assumed to be distributed
throughout the organs and tissues of the body, where it is retained with a
biological half-life of 40 days. This assumption is considered by ICRP 30
(ICRP 1979-1982) to yield realistic estimates for *C-labeled metabolites and
to overestimate doses for most other *C-labeled compounds.

The behavior of °H and 'C in exposure pathways is handled in a special
manner. The concentrations of °H or *C in environmental media (soil, plants,
and animal products) are assumed to have the same specific activity (curies of
radionuclide per kilogram of soluble element) as in the contaminating medium
(air or water). The fractional content of hydrogen or carbon in a plant or
animal product ts then used to compute the concentration of M or C in the
food product under consideration. The hydrogen contents of both the water and
the dry portions of the food product are used when calculating the 4 con-
centration. For airborne releases, it is assumed that plants obtain all of
their carbon directly from airborne carbon dioxide and that animals obtain all
of their carbon through ingestion of plants.

Because plants acquire most of their carbon from the air, the transfer of
¢ from water to plants is difficult to model for waterborne releases. Cur-
rent models of *“C uptake from water by plants use specific-activity models
that relate the activity in the plants directly to the activity in irrigation
water. This approach is extremely conservative, in that it assumes that
plants receive all of their carbon from water. The interim model described
here is based on the ratio of grams of '*C to grams of total carbon in soil
and a correction for the amount of carbon that plants obtain from soil.

In this section, the special models available in SUMO for *H are
described first, followed by descriptions of the '*C models. The
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concentrations of 3H and *C in water and air are calculated as for other
nuclides, by Equations (5.13) and (5.14).

The soil concentration of °H from the water pathway is

S.,(CH,t) = 0.1 W.(%H,t) (5.27)

where wc(3H,t) is the concentration of *H in environmental water,
personeCieyr?/L; and 0.1 is the soil moisture, L/kg. The plant concentration
of %H in plant type p in period t, Pcw(ﬁi,p,t) in person-Ci-yrz/kg, is
calculated as

P (PHopst) =9 W.(H,t) Fy (5.28)

where FHp is the fraction of hydrogen in total vegetation. The coefficient 9
converts °H concentration in environmental water to concentration in hydrogen.
The fractions of hydrogen in various food types are given in Table 5.4.

For an airborne release, the concentration of 34 in environmental water
is calculated from the air concentration and the absolute humidity, as
follows:

W.(°H,t) = 9A.(*H,t)/H (5.27)

where H is the absolute humidity, L/m3, assumed to be 0.008 L/m3. (This value
is based on humidity at the arid Hanford Site in southeastern Washington.)

The concentration of *H in the animal product is

P _(%H,p,t)Q, + W (H,t
A.,CH,p,t) = AMLIAAI )Q"F (5.30)

FusQs + Q,/9 "

where Aow(ﬁi,p,t) = concentration of °H in anima) product p, Ci/kg or Ci/L

PmJ3H,p,t) = concentration of *H in crop used for animal feed, Ci/kg

5.21
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TABLE 5.4. Fractions of Hydrogen and Carbon in Environmental ’
Media, Vegetation, and Animal Products

Carbon Hydrogen Carbon(a) Hydrogen(b)

Food or Fodder water (f ) {dry) (f ) (dry) [fhl (wet) (F orF al (wet) ]Fhv or Fhal
~ Fresh fruits, p.88 9.45 #.062 ¢.09¢ p.18

vegetables,

and grass

6rain and f.12 g.45 B.862 p.40 #.968

stored animal

feed

Eggs 9.75 2.60 8.092 g.15 2.11

Milk 9.88 p.58 9.083 0.078 p.11

Beef 8.60 p.60 9.094 0.24 g.18

Poultry 86.78 9.67 0.0887 g.20 g.10

AbsoTute humidity . . . . . . e e e e 2.008 L/m’

Concentration of carbon in water . . . . .. .. .. 2.0 x 1072 kg/L(c)

Concentration of carbon in air . . . . . .. .. .. 1.6 x 1874 kg/ms(d)

Fraction of soil that iscarbon . . . . . . . . . . . . . . .. g.83

Soflmoisture . . . . . . . . e e e e e e e e e e f.1 L/kg

(a8) F.orF _=f_ (1-f.).
(b) Fpyor Fra = fo/8 [F,"(1 - )],
(c) Assumes a typical bicarbonate concentration of 18@ mg/L.

(d) Assumes a typical atmospheric CO2 concentration of 320 ppm,, .

W_(*H,t) = concentration of i in animal drinking water, Ci/L
F, = fraction of hydrogen in animal feed, dimensionless
FHp = fraction of hydrogen in animal product p, dimensionless.

The models for '*C are similar to those for 3H. The concentration of '4C
in vegetation from irrigation is

Pcu(uc’p’t) =wc(14c,t) 1 tepB—égl;}’Is-[l - exp(-A.sc tep)] (5.31)
. ¢

where P_ ('*C,p,t) = concentration of C in plant type p, personeCisyri/kg

W_(1C,t) = concentration of 'C in irrigation water, Ci/L
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n

length of growing period for plant type p, sec

©
"

s0i1 density of 15-cm surface (rooting) layer, kg/m’

0.1 = the assumed uptake of 10% of plant carbon from soil
0.01 = the average fraction of soil that is carbon
Asc = effective removal rate constant for 3C in soil, sec™.

The concentration of C in crops from atmospheric contamination is calculated
as

F
Poal4Copot) = ALHC,1) 2 (5.32)

c

where A_('C,t) = concentration of '*C in air, personsCisyr?/m®
Fq,= fraction of carbon in plant type p, dimensionless
P, = concentration of carbon in air, kg/m°.

The concentration of '¥C in animal products resulting from water pathways is
calculated as

P, (C,p,t) Q, + W (MC,t) Q,
FCfo + FCwa °

A (MCp,t) = (5.33)

where A_(C,p,t) = concentration of C in animal product p, Ci/kg or Ci/L

B

PCNUAC,p,t) = concentration of !“C in crop used for animal feed, Ci/kg

14
W.(C,t)

concentration of '*C in animal drinking water, Ci/L

Fos = fraction of carbon in animal feed, dimensionless

Fc, = fraction of carbon in animal drinking water,
dimensionless

F

]

- fraction of carbon in animal product p, dimensionless.
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This expression can be simplified for airborne releases by noting that
the water concentration (wc(“c,t)] is zero and that the carbon content is
much higher in p1ants than in water (F, > F. ). The animal product con-
centration then becomes

F
A, (MC,p,t) =P, (MC,p,t) == (5.34)
cf

5.8 GENERAL CONSIDERATIONS FOR THE DOSE MODEL

Additional considerations in the dose model include handling of decay
chains and generation of dose conversion factors.

5.8.1 Decay Chains

Radioactive nuclei sometimes decay through a number of unstable products
before reaching a stable (or very long-lived) end state. These decay chains
are important in that the decay energies of the products contribute to the

total dose received from intake of the original material. The data on radio- -

nuclide half-lives, decay chains, and various fractional branching ratios
within chains are largely taken from the DRALIST data of Kocher (1981). These
data are obtained from the GENII standard library (Napier et al. 1988).

Radionuclides with half-lives of less than 10 min are of little impor-
tance in environmental calculations and in terms of internal dose, unless they
are members of longer decay chains. All decay data in the standard library
represent radionuciides with half-Tives longer than 10 min and less than
2 x 10° years. These points of truncation were chosen because radionuclides
with very short half-lives will decay to a negligible amount quickly (present-
ing little exposure) and those with extremely long half-lives are virtually
inactive within any given 70-year period. For chains with products with very
short half-lives, the decay energy associated with the short-lived products
has been assigned to the original material. The appropriate branching ratios
have been considered.
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The SUMO program includes a generalized chain deczy processor that can
give the activity of any member of a decay chain as a function of time from
any initializing condition. The chain processor operates on a recursive
application of the Bateman (1910) equations modified to include branching.
This implementation of the Bateman equations provides a simple means of
solving the differential equations describing chain decay. The general form
of the decay equation for the jth member of a decay chain is as follows:

J -
Qt) =X Cpe ™ (5.35)

m=1

where Qj(t) = quantity of chain member j at time t, atoms

A = decay constant of radionuclide m, d™*

C = coefficient for term m of chain member j, atoms.

Jom
The amount of each radionuclide is expressed in units proportional to the
number of atoms present. The units are related to the activity as

Q(t-kYJ ' 5.36)
(0 = (5.

where k is the proportionality constant, equal for all radionuclides (k = 1
where activity is given in Bq and Aj is given in inverse seconds).

Evaluation of the coefficients begins with the first member and proceeds
downward through the chain. The number of coefficients needed for a given
chain member is equal to the position of the member in the chain. Thus, for
example, the third chain member requires three coefficients. The coefficient
for the first chain member is just the amount present at the start of the
decay period:

c1.1 =01(0) (5.37)
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The coefficients for other chain members are evaluated using the following
formulas and previously evaluated coefficients:

b} m-]
Cim =[E Fii ci,m] /11 (A - &,) for m<j (5.38)
i=m jgl
and
i
C;y =Q(0) - £ €, | (5.39)
o

where fhj is the fraction of radionuclide i decays that results in production
of radionuclide j, dimensionless. This generic representation of the Bateman
equation allows decay and branching from any chain member to any member lower
in the chain. In practice it is only necessary to include terms in the equa-
tion for which the branching fractions (fhj) are greater than zero. The
subroutine that implements the decay calculation contains logic to include
only those branches that are defined as present. With the exception of the
expression for leaf concentration, all equations reflect chain decays. Chain
decays for concentrations on leaves are not justifiable because the leaves of
the types of plants considered are only short-term sources of exposure.

5.8.2 Special Assumptions for Dose Conversion Factors

The SUMO code uses dose conversion factors that are generated by exter-
nal research codes. Some unusual assumpticons have been made (see Napier
et al. 1988):
¢« A1l xenon decay products of iodine are assumed to escape the body
before further decaying.

» A1l iodine produced in the body by the decay of tellurium is trans-
located instantaneously to the iodine inorganic transfer
compartment.
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« A1l %2Rn produced by the decay of 2?°Ra is assumed to diffuse
entirely out of soft tissues of the body before decaying, and 30%
is retained in mineral bone tissues. Products of radon are allowed
to continue to accumulate in the bone compartments.
The SUMO code will issue warning messages concerning these assumptions for

some input data configurations.
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6.0 MATHEMATICAL STRATEGY FOR GENERATING RANDOM VARIABLES

This section presents random-number-generation theory and algorithms for
statistical distributions implemented in the SUMO code. The topics addressed
are probability concepts, including generation of uniform random numbers, the
concept of stratified sampling, and algorithms for random-number generation.

6.1 PROBABILITY CONCEPTS

The distribution of a continuous random variable X (the term "continuous"
indicates that the random variable is defined over a continuum of values) is
comp]ete]y‘described by its probability density function f(x) (referred to as
a PDF), such as those given in Figure 6.1. The interpretation of the PDF is
that the area under f(x), for an interval a < x < b, equals the probability
that the random variable, X, will fall in the interval (a,b), denoted
P[a<X<b]. One cannot make the statement P[X=t], because at any single point t
there is no area under the PDF. An axiom of probability theory states that
the probability of any event is between 0 and 1, so the integral of the PDF
over the entire support (the interval [L,U]) of X equals 1 (Strait 1989,

p. 24). The integral of the PDF from the lower bound L to some value x (that
is less than the upper bound U) represents the probability that X will be
observed in the interval (L,x). This integral operation defines the cumula-
tive distribution function (CDF) for the random variable X. The CDF is
denoted by F(x) and is represented mathematically by the equation

F(x) =JL" f(s) ds (6.1)

The inverse CDF, [F*(e)], is single-valued if x is in the interval (L,U).
Hence if p’= F(x’) is known, in theory x’= F*(p') exists. In practice there
are situations for which no analytic expressions for F(x) or F*(p) are
available, so approximate numerical expressions are used instead.

6.1



2.0

$9009056.1
FIGURE 6.1. Example of Probability Density Functions

6.1.1 Random-Number Generation by the Probability Integral Transform Method

Generation of a random variable from a given distribution typically
involves the use of information about either f or F.  There are two philoso-
phical approaches to generating random numbers: exact methods and approximate
methods. The algorithms embedded in SUMO employ exact methods. Exact methods
can be further categorized as probability integral transform (PIT) methods or
functional methods (Bratley et al. 1983). The PIT method is employed in the
SUMO code.

In the PIT method, the random variable of interest is expressed as a -
function of a U(0,1) random variable, where U(0,1) denotes the continuous
random variable ranging uniformly over the intervai (0,1). The PDF of the
uniform random variable is g(u) =1 if ue(0,1) and is zero elsewhere. The CDF
for this random variabie takes the simple form G(u) = u. It can be shown that
any CDF evaluated at a random value X (instead of being evaluated at a known

6.2
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value x as in the previous discussion) is distributed uniformly over the
interval (0,1) (Mood et al. 1974, p. 202). Therefore, given a realization u
of the U(0,1) random variable and a known statistical distribution, one can
set u = F(x) and solve to obtain : = F'(u). The value x thus obtained is a
realization from the statistical distribution.

In principle, one can obtain an exact solution for x given any specific
CDF and value u. In reality, there are some PDFs (e.g., the normal distri-
bution) for which no closed-form analytical expression for F! exists, and
hence approximation methods must be applied. The PDFs are nonetheless exact
in the sense that they are derived from the exact equation x = Ft(u) rather
than an approximate eguation.

The PIT method allows efficient sampling from a subregion of the interval
(L,U), such as (c,d) where L < c <d < U {e.g., sampling from a subregion of
the selected distribution). In this case, one would find the corresponding
interval in the uniform domain, say (c¢’,d’), and sample uniformly over that
interval, by sampling from the rescaled uniform distribution [i.e., u’ =
(d-c)u+c] and then obtaining x as usual using X = F'l(u’). The rescaled
uniform distribution takes the form g(u) = 1/(d’-c’) for ue(c’,d’) and is zero
elsewhere. For any distribution with PDF f{x), the PDF truncated to the
interval (c,d) is f,(x) = f(x)/[F(d)-F(c)]. The divisor ensures that f (x)
integrates to unity.

6.1.2 Dependence on the Uniform Random-Number Generator

Desirable attributes of a random-number generator are ease and port-
ability of implementation, independence between generated deviates, and long
cycles between recurrence of values. However, the occurrences should be in
accordance with the shape of the distribution, not uniformly distributed over
the interval of nonzero probability density. Using the PIT method, the degree
of each of these features is determined by the extent to which they are asso-
ciated with the uniform random-number generator selected (this relationship is
guaranteed by the monotonicity of F'l). The use of a suitable uniform random-
number generator is central to the successful use of the PIT method.
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6.1.3 Stratified Sampling

Stratified sampling can easily be implemented when random deviates are
generated using the PIT method. This is accomplished by dividing the uniform
interval (0,1),into subintervals, or strata, and sampling a specified number
of times within each stratum, each time obtaining the corresponding value of
x. Within the SUMO code, the stratum intervals are assigned equal probabil-
ity, so their sample sizes are also (approximately) equal. The total number
of draws, k, of the random variable is given as a control input. Equal num-
bers of draws are made within each stratum, except for a single additional
realization in some strata as a result of k’s not being evenly divisible by
the number of strata. The method generates samples from each stratum, then
randomly "shuffles" the entire set of realizations using a variation of the
Quicksort algorithm (Singleton 1969). The primary purpose of stratified sam-
pling is to ensure more evenly spaced (in a probability sense) samples from
the distribution of a random variable than might resuit from randomly sampling
over the whole range of the distribution.

6.2 STATISTICAL ALGORITHMS IMPLEMENTED IN THE SUMO CODE

The statistical distributions available for use in the SUMO code are
summarized in Table 6.1. The distributions are indexed as required in an
input control file to the SUMO code.

6.2.1 Algorithm for the Unjform Distribution

Algorithms that generate truly random uniform numbers do not exist,
although many algorithms generate pseudo-random deviates (hereafter loosely
referred to as random numbers). The selection of a random-number generator is
based on four considerations: 1) computer implementability, 2) degree of
independence within a sequence of deviates, 3) periodicity or cyclic length of
a sequence, and 4) uniform coverage of sequences (occurrence) over the inter-
val (0,1), the square (0,1) X (0,1), and so on, up to the hypercube (0,1)k.

Commonly used random-number-generaticn techniques on digital computers
involve feedback shift register (FSR) and linear congruential methods (Kennedy
and Gentle 1980, pp. 136, 150). The SUMO code uses a linear congruential
random-number generator.
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TABLE 6.1. Statistical Distributions Implemented in the SUMO Code

Index Distribution

Constant

Uniform

Loguniform (base 10)
Loguniform (base e)
Normal

Logriormal (base 10)
Lognormal (base e)
Exponential
Triangular

Gamma

Beta

Weibull

Logistic

Cauchy
User-supplied table of values

Y el el e

6.2.1.1 Generation Algorithm

The linear congruential generator generates "random" integers from an
algorithm of the form

Ry = (A - Ry +C) mod M (6.2)

where R. is the ith random integer to be generated between 1 and M-1, A and C
are constants, M is the modules of the generated integers, and mod denotes the
remainder function. These integers are converted to approximate U(0,1) num-
bers by the division

U, =R /M (6.3)

The period of a sequence (U} of generated deviates is the minimal value k
such that U, = U, (this occurs independent of i for linear congruential
generators). It can be shown that the period of any congruential generator
does not exceed M. Therefore, if one is generating many uniform deviates, it
is desirable that M be large. The performance of each congruential generator
(each choice of A, C, and M) can thus be examined with respect to criteria
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proceeding from the four considerations given above. The SUMO implementation qlb
uses A = 16,807 and M = 2,147,483,647. These choices of A and M yield a

sequence {U.) that 1) is implementable on a 32-bit computer without machine

language coding, 2) is sufficiently independent on an element-by-element

baéis, 3) possesses a long cycle (period), and 4) has a reasonable degree of

coverage over all hypercubes of dimension less than k. These attributes are
identified from results of tests described by Fishman and Moore (1986).

Any value x generated from the uniform (a,b) distribution in the SUMO
code makes use of a value y from the U(0,1) distribution. The value y is
generated first, then x is evaluated as x = a+(b-a)y. The uniform (a,b)
distribution will be denoted by U(a,b).

6.2.2 Algorithm for the Loguniform Distribution

6.2.2.1 Definition of the PDF

The PDF for a loguniform random variable of base b is

f{x) = I(b°<x<b?) / [x{d=c) In(b)] (6.4)

for -w < ¢ < d <o, where I is an indicator function (0 if false, 1 if true),
b is the logarithm base (either 10 or the natural constant e), and in(b)
denotes the natural logarithm of b.

6.2.2.2 CDF and Inverse CDF Algorithms

The CDF algorithm for the loguniferm distribution is

F(x) = 0 if xgb! (6.5a)
F(x) = [In{x) - ¢ In(b)] / [(d=)] In(b)]  if bfsxsb? (6.5b)
F(x) = 1 if xsbd (6.5¢)

The logarithm base b can be chosen to be either e (the natural constant) or
10.

6.6
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The inverse CDF algorithm used to generate a value x from the loguniform
distribution first generates a value y from the U(c,d) distribution and then
evaluates the expression x = b".

6.2.3 Alqorithms for the Normal Distribution

6.2.3.1 Definition of the PDF

A normally distributed random variable with mean u and variance o’
denoted as N(u,0), has the PDF

’

F(x) = o (2m)%%)" exp[-0.5(x4)%/0%) (6.6)

for 0 < X <o, -© < p <o, and o> > 0. The CDF has no closed-form
expression.

6.2.3.2 CDF Algorithm

An N(g,0?) random deviate, y, is obtained by generating a N(0,1) deviate,
x, then transferming as y = u+ox. This description of the generation of
normal random variables will therefore focus on the N(0,1) parameterization.

The first step in the algorithm for the CDF of the standard normal dis-
tribution is to compute the area in the smallest "tail," evaluated from x to
the lower or upper limit of the range of x, depending on the sign of x. Let
T(x) be that area defined as T(x) = Prob[X<s] for s < 0, or Prob[X>s] for
s 2 0. Thus F(x) = T(x) for x < 0 and F(x) = 1-T(x) for x > 0. The approx-
imation used for T(x) is that of Adams (1969) and is given by

T(x) =0.5 - Z((al+azy) / {(y+a3+a4) / [(y+ag+ag) / (y,..a?)]}) (6.7a)

for |x| < 1.28,
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100 = by exp() / {20ye0y) / [(ze0ucby) /

(6.7b)
[c2spestn) / {(2sbeeba) / abigby) 7 v}
for 1.28 < x < UTZERO or 1.28 < -x < LTONE, and
T(x) =0.0 (6.7c)

for x > UTZERO or x < -LTONE. The algorithm uses z = |x| and y = 22/2.
Values for the coefficients a, and b, are given in Table 6.2.

A FORTRAN implementation of this algorithm was taken from Hill (1985).
The values UTZERO and LTONE are machine-dependent. The variable UTZERO rep-
resents the upper tail limit of the statistical density such that P[X>UTZERO]
= 0 at machine accuracy, and LTONE represents the lTower tail 1imit such that
P[X>LTONE] = 1 at machine accuracy. If n denotes the decimal length of real
numbers for the machine being used, and w denotes the smallest allowable
positive real number, LTONE = (n+8)/3 and UTZERO = -0.3+[-21n(w)-2]”5.

6.2.3.3 Inverse CDF Algorithm

The inverse CDF for the N(0,1) random variable is approximated by

4(n) = 9 A(g%)/B(q?)  if |aq] < 0.42 _
) sgn(q) C(r)/D(r) if |q] 2 0.42 (6.8)

where g = p - 0.5, and r = [In(0.5-|q|)]%>. The quantity (0.5-]|q|) is formed
as p or, to avoid cancellation if p is small, as (l1-p). The letters A, B, C,
and D represent polynomials of order 3, 4, 3, and 2, respectively, whose
coefficients are given by Beasley and Springer (1985), and sgn(q) equals 1 if
q>0and -1 if q < 0.

6.2.3.4 Precision

The approximation for the normal CDF is accurate to 9 decimal digits on a
machine with that accuracy (Hi11 1985). The algorithm is implemented in
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TABLE 6.2. Coefficients in the Normal CDF Algorithm

i a, bi

1 0.398942280444 0.398942280385
2 -0.399903438504 -3.8052E-8

3 5.75885480458 1.00000615302
4 -29.8213557808 3.98064794E-4
5 2.62433121679 1.98615381364
6 48.6959930692 -0.151679116635
7 5.92885724438 5.29330324926
8 -- 4.8385912808

9 -- -15.1508972451
10 -- 0.742380924027
11 -- 30.789933034
12 -- 3.99019417011

double precision, so it achieves the desired accuracy on a machine with a
32-bit word length.

The polynomial approximation for the inverse normal CDF is accurate up to
273! in the domain of p [e.g., |p’-pl< 273!, where p’ is the actual value of
F(xw)]. Consideration of roundoff error brings the accuracy to the order of
20 times the least significant bit in the machine’s mantissa (in the domain of
p). The actual accuracy of X, is of concern, however, and is linearly
approximated by

X, =% = (p’-p) exp(0.5x%) (2m)®* (6.9)

This error approximation is identical (up to a constant) for the truncated
distribution.

6.2.4 Algorithm for the Lognormal Distribution

6.2.4.1 Definition of the PDF

The logarithm of a random variable being distributed as a normal N(,0°)
random variable is a lognormal random variable. The PDF of the lognormal
distribution is

6.9
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£(x) = —Pexp {-0.5[10g(x) u1%/0Y 1(0,<x, <o) (6.10)

xo (2m)%3

Because this distribution is available in both base 10 and natural logarithm
base form, the constant A is 1/log,10 or 1, respectively.

6.2.4.2 Generation Algorithms

In the SUMO code, a Tognormal random variable x is obtained by trans-
forming an N(u,oz), y, using the expression x = b’, where the base b is either
10 or the natural constant e. The Toguniform CDF is evaluated for a value x
by computing y = log,(x) and using y in the algorithm for the N(u,0°)
algorithm.

Truncation limits specified for the lognormal distribution are converted
to limits in the normal domain, then further converted to appropriate limits
in the U(0,1) domain as described in the section on the normal distribution.
Thus, the generation algorithm for the truncated distribution uses a subset of
the U(0,1) distribution in the algorithm for the untruncated distribution.

6.2.4.3 Precision

The precision of the lognormal generation algorithm can be obtained by
approximated using the first two terms of the equation

-+

. [(p'—p) o exp(y; / 2)1n(b)(2n)“5

B - | (6.11)
{O-S(p’—p)zn'v In(b) exply’) Ly, + 20 1n(b)]} + ol(p’)?

where o(s) is a collection of terms in s such that lim_,o(s)/s = 0, Yy is the
theoretical realization from the normal N(u,0?) distribution associated with
uniform realization p, and Yy is the value actually obtained (yp. is exact for

the value p’, which did not occur). Thus YooY, is the error (in the normal
domain) caused by the algorithm approximation and computer implementation of
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the algorithm, and b"'-b" is the error of the lognormal deviate. (Recall
that the bound on |p’-p| is given in the description of the normal deviate
generation.)

6.2.5 Algorithm for the Exponential Distribution

6.2.5.1 Definition of the PDF

The exponential distribution has PDF

£(x) =0 e & 1(0<Xeo) (6.12)

for 8 > 0.
6.2.5.2 Generation Algorithms

Random variables from the exponential distribution are easily generated,
because there is a closed-form analytic expression for F’l(p). The CDF for
the exponential distribution is

F(x) =1 -e® (6.13)

After obtaining a value, u, from the U(0,1) distribution, the CDF is inverted
to obtain the generation algorithm

x =87 In(1 - u) ((6.14)

6.2.6 Algorithm for the Trianqular Distribution

6.2.6.1 Definition of the PDF

The triangular distribution has PDF

2(x-a)/[(b-a)(c-a)]

a<x
f(x) = 2(c-x)/[(c-b)(c-a)] b<x (6.15)
0 a>X
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6.2.6.2 CDF Algorithm

The CDF algorithm for the triangular distribution takes the form

0

X<a
_ (x-a)¥/[(c-a) {b-a)] a<x<bh 6.16
rx) L) l(ena) (cb)] B S © o

6.2.6.3 Inverse CDF Algorithm

The algorithm fpr generating values from the triangular distribution
depends on the value u chosen from the U(0,1) distribution. The expressions
for F'(u) are |

LR (O e

(T (e 8.5 0<uc< (b-a)/(c-a) (6.17)
¢ -[(1-u) (c-a) (c-b)] (b-a)/(c-a) <u = 1
6.2.7 Algorithm for the Gamma Distribution

6.2.7.1

Definition of the PDF

The PDF for the gamma distribution has the form

f(x) =2 x%1 e P / G(a) 1(0<x<w)

(6.18)
for a, > 0, where

G(s) =rg xs1 e ™ dx

(6.19)
is the gamma function.




6.2.7.2 CDF _Algorithm

There is no general analytic expression for either F(x) or its inverse,
and hence a numerical approximation is required for evaluating them. The CDF
can be written as,

F(x) =J’[§ s e ™ ds / Gla)  (6.20)

where G(a) denotes the gamma function. With a change of variable, the CDF can

- be expressed as

F(x) = g" s e ds / G(a) (6.21)

The CDF algorithm given below is valid for g =1, If g # 1, then the CDF
can be evaluated using y = x8 instead of x. The approximation implemented by
the SUMO code for F(x) is that of Bhattacharjee (1970):

o0
F(x) =e*x%|1 + ox!/ Gla+i+l)| xe(0,1) or x <a  (6.223)
i=l

1 - [e™* x%/ 6(a)]

F(x) =
[x + (I=)/(1 +1/{x + (2 =a)/[1 +2/(x + ...)]})]

otherwise (6.22b)

In each case, evaluation continues until the absolute difference in the
approximations to F is less than a specified number (which is 1E-8 in the SUMO
code). The value for G(a) is obtained from the FORTRAN algorithm of Macleod
(1989) for In[G(a)]. MacLeod’s implementation uses algorithms by Cody and
Hillstrom (1967) and Hart et al. (1968).

6.2.7.3 Inverse CDF Algorithm

Deviates from the gamma distribution are generated by obtaining a real-
jzation u from the uniform U(0,1) distribution and soiving the equation

6.13



F(x)-u = 0 for x via a bisection search method. The precision of this method o
is determined by the number of iterations in the bisection search and the

precision of the approximation F. The SUMO code iterates 22 times and thus

obtains a level of precision of at least 1.0E-6.

Two steps are required when generating a random deviate x from the gen-
eral gamma distribution. First, generate a value y from the distribution in
Equation (6.21). Second, set x = y/B.

6.2.8 Algorithm for the Beta Distribution

6.2.8.1 Definition of the PDF

The beta random variable is described by the PDF
f(x) = xPH(1-x)%Y/B(p,q)  I(0<x<l) - (6.23)

or

f(y) = (b-a) P (y-a)P" (b-y)3?/B(p,q) I(a<y<b) (6.24)" 0

for p,q > 0, where B(p,q) = G(p+q)/[G(p)G(q)], and G denotes the gamma func-
tion. The second expression for the PDF can be obtained from the first by the
changing variable y to the quantity (b-a)(x+a).

6.2.8.2 CDF _Algorithm

A general analytic expression for F(x) does not exist; hence the SUMO
code employs a recursion formula of Majumder and Bhattacharjee (1985, p.117).
The recursion operates with two steps. First, one calculates

min(k,s)

Hx) = X xP(1-x)*76(p+a-1) / [G(p+3)G(a-i)] . (6.25)
i=l

for p 2 (p+q)x and s = [g+(1-x)(p+q)] > 0, and then calculates



k
F(x) =H(x)I(s>0) + Y xP™(1-x)9"G(p+q+j) / [G(p+q+j)G(q-s)] (6.26)
j=1

The index k is the (final) iteration, such that the absolute value of an
additional term is less than a specified level of precision (set to 1.0E-6 in
the SUMO code). The square brackets in the expression for s denote the
greatest integer portion of the argument, and min(a,b) selects the minimum of
a and b.

6.2.8.3 Inverse CDF Algorithm

As with the inverse CDF for the gamma distribution, the SUMO code uses
the bisection method to generate a beta deviate x by solving F(x)-u = 0 for x
[u is a realization from the U(0,1) distribution] at precision level 1.0E-6.
The value In{G(e)} is obtained via the method described in subsection 6.2.7.2
for the gamma distribution. The logarithm values are added or subtracted,
depending on whether the function G is in the numerator or denominator, and
the result is exponentiated.

6.2.9 Algorithm for the weibu1] Distribution
6.2.9.1 Definition of the PDF

The Weibull distribution has PDF

b
f(x) =a b x°? e I(0<x<w) (6.27)

for a,b > 0.

6.2.9.2 CDF Algorithm

The CDF for the Weibull distribution can be written as

0 for x<0
F(x) = b (6.28)
1 -e™®  for x>0



6.2.9.3 Inverse CDF Algorithm ‘

The deviates x from the Weibull distribution are generated using the
equation

X =F'1(u)‘= [-1n(1-u)/a)"/® (6.29)

given a value u from the U(0,1) distribution.

6.2.10 Algorithm for the Cauchy Distribution

6.2.10.1 Definition of the PDF

The Cauchy distribution has PDF
f(x) = &ﬂ{l + [(x~a)/;3]’3})_1 I ( o< x<0) (6.30)

for -©o < @ <o and B > 0.

6.2.10.2 CDF and Inverse CDF Algorithms ' 0
The CDF for thé Cauchy distribution is

F(x) = {tan[(x-a)/8) +n/2} / 7 (6.31)
Deviates x from the Cauchy distribution are generated using the equation
x =F(u) = +ptan[n(u - 0.5)] (6.32)

given a value u from the U(0,1) distribution,

6.2.11 Algorithm for the Logistic Distribution

6.2.11.1 Definition of the PDF

The Tlogistic distribution has PDF

6.16
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Fix) =x e OB /g1 4o 0B 1(ocxen) (6.33)

for - < a <oand 8 > 0.

6.2.11.2 CDF Algorithm

The algorithm for the CDF for the lTogistic distribution is
F(x) = [1 +e -(X'Q)/ﬁ]—l (6.34)

6.2.11.3 Inverse CDF Alqorithm

Deviates x from the logistic distribution are generated using the
equation '

x =FYu) =a - BIn[(1-u)/u] (6.35)

given a value u from the U(0,1) distribution.

6.2.12 User-Specified Distribution

In addition to selecting from the foregoing families of distributions,
the user may implement any other distribution by supplying a table of data
pairs corresponding to [x,F(x)]. Thus, the user can provide the SUMO code
with discrete evaluations of the CDF. The SUMO code linearly interpolates
between these points to solve for F*! when generating a deviate or determining
truncation limits in the domain of the uniform U(0,1) distribution.

'
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