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The Intense Pulsed Neutron Source (IJ?NS)at Argonne National Laboratory is a spallation neutron source
dedicated to materials research. Its three cryogenic methtie moderators provide twelve neutron beams
to fourteen instruments and test facilities. This report concerns ongoing activities for benchmarking our
Monte Carlo model of the IJ?NS neutron generation system. * This paper concentrates on the techniques

(both experimental and calculational) used in such benchmarking activities.

1 IPNS Description

@NS is a sprdlation neutron source in which protons are accelerated to 450 MeV and directed into a light
water-cooled target composed of depleted uranium disks. A rough schematic of the targe~ reflector, and
moderator system appears in Figure 1. The IPNS accelerator system delivers some 15 PA (time-averaged)
of protons in bursts less than 100 ns long at a rate of 30 Hz. The horizontal uranium targetj 250 mm long
and 100 mm in diameter, is surrounded by a (vertical) graphite inner reflector 250 mm in diameter, and a
beryllium outer reflector 600 mm in diameter. There are three cryogenic moderators, each decoupled from
the reflector by 0.5 mm of cadmium. The “F” moderator is below the front of the uranium target (the end
near the proton beam), and is composed of liquid methane (Cm) at 100 K. The “F” moderator is 100 by
100 by 45 mm in size, and is poisoned with gadolinium 16 mm below the large faces, both of which are
viewed by beam ports. The ‘W’ moderator is above the front of the uranium targe~ and consists of solid
methane at 30 K. The “H” moderator is also 100 by 100 by 45 mm in size, and is poisoned with gadolinhm
at the centerline. For both the ‘T” and “H” moderators, the poisoning is provided by 0.5 mm thick sheets of
a gadoliiium-aluminum alloy containing 17.2 weight percent gadolinkm. The “C” moderator is below the
rear of the uranium target, and is also solid methane at 30 K. The “C” moderator is an un-poisoned, re-entrant
moderator, 100 by 100 by 80 mm, with horizontal grooves 40 mm deep and 10 mm high in the viewed face.

2 Compared Quantities

The quantities examined in benchmarking our system include the neutron energy-dependent intensity
of the neutron beams and the neutron energy-dependent emission time distributions of the neutron beams.
While these do not provide a complete description of the moderator’s performance, such as might be required
for the optimized design of a scattering instrument, these two quantities do encompass the most significant
characteristics of a neutron beam.
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Figure 1: The IPNS target, reflector, and moderator system. Protons
view.

2.1 Intensity

enter from the rear on the left in this

The neutron beam intensity emitted from the moderator faces, normalized by the accelerator beam cur-
rent, corresponds to what in optics terminology is a normalked “luminous intensity.” This intensity is related
to a measured flux

L2
i(lq = ~ fj(E)lL , (1)

where #(13) is the time-averaged flux per unit energy at a distance L far from the moderator face, and I is
the time-averaged accelerator beam current. In general, the use of the luminous intensity rather than flux as a
metric permits the brightness of the moderator face to be specified independently from the length of the flight
path. For this metric to be usefid for a re-entrant moderator such as the Il?NS “C” moderator, the distance
L must be either large enough that there is no significant self-shielding of the moderator face, or L must be
similar to the actual dk.tance from the real moderator to the real sample. The units of i(~) are then neutrons
per steradian per second per electron-Volt per micro-ampere. The commonly-quoted measure of moderator
coupling effectiveness is then

[E x ‘(E)]]E=l .V o (2)

If the intensity i(.l?) is multiplied by .E, the resulting quantity is proportional to the normalized counting
rate seen in a thin I/v detector placed at a distance L from the moderator surface, scaled by a factor which
is independent of neutron energy. Thus-E x i(.l?) is easily compared to a time-of-flight beam intensity
measurement. This quantity is calculated directly in the Monte Carlo simulations, using point detectors as
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described below.
A combination of gold foil activation and time-of-fllght spectrum measurements provides the absolutely

normalized true intensities for the various neutron beams.2 A row efficiency I/v-detector operated in a
counting mode records the intensity of the neutron beam, while a cadmium-diierence gold foil activation
measurement (performed at the same time) provides the scale factor for the detector efficiency, and thus the
absolutely normalized detector output.

The time-averaged counting rate per unit time-of-flight at time-of-flight t at the beam monitor is

where E is the neutron energy corresponding to time-of-flight t, A is the area of the beam intercepted by the
detector, q is the energy-dependent efficiency of the detector at energy l?, @Dis time-averaged flux per unit
energy at the detector, and B is a steady background counting rate. For thin I/v-detectors (r.g., 3He in 4He
or BF3 in P-10), the efficiency can be expressed as

where A is the neutron wavelength corresponding to energy l?, and k is a constant unique to each detector
and electronic setup. Substituting Equation,4 into Equation 3, together with the de Broglie relation, gives -

(5)

where his Planck’s constan$ m is the mass of the neutron, and LD is the length of the f@ht path between the
moderator and the detector. We can then define an absolute efficiency (that accounts for detector geometry
and position as well as intrinsic efficiency)

2hhAK! - (6)
mLD’

relating the flux at the detector position to the counting rate such that

(7)

We can modify Equation 7 to relate the flux at the foil position to the net counting rate at the detector position,

(8)

where K is a scaled absolute efficiency
L:

K = K’z. (9)
D

Equation 8 is especially useful, as the time-averaged counting rate per unit time-of-flight C(t) is easily
obtained from the beam monitor, the background -B is a constant at all time-of-flight values t, and the
efficiency K will remain the same for any given detector, providing that the detector’s configuration (e.g.,
discriminator setting, etc.) is not changed. In contrast, the intrinsic efficiency k is nominally provided by the
manufacturer, as calculated from the cross section of the detecting medium, and its use requires knowledge
of many other parameters.
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Figure 2 Experimental layout for cadmium-dtierence gold foil activation measurements.

To measure the efficiency K of a particular detector in a given configuration, consider a cadrnium-
difference gold foil activation measurement, performed downstream from this beam monitor, as in Figure 2.
The neutron activation rate in the bare foil Rb is

J
m

& = Nb tTAu#dE,
o

(lo)

where Nb is the total number of atoms of gold in the foil and fYA~is the microscopic activation cross section.
For the covered foil.,

J& = N= we-zcdsGAu+dl?.,
o

(11)

where & and NC apply to the covered foil, and ~Cd ands are the macroscopic total cross section and the
physical thickness, respectively, for the cadmium cover. Rearranging Equations 10 and 11 and taking their
dflerence gives

(12)

The quantity (1 – e-Zc@) is very small and approximately constant at energies greater than the cadmium
cutoff. If we define ~ as a constant equal to the mean transmission through the cadmium cover for all energies
above some energy El, and divide our range of integration at El, we have

& &——— INbNc=o J
“(l –e-Ecds)~Au$dE +7 moi.~dE.

El
(13)

The second integrand in Equation 13 is from Equation 1(1-cmly the limits are different. We can therefore
say

& &———
JNbNc=o I J“(l – e-xcds)uAu$dE – 7 ‘1 uAu~dE + 7 m uAuc#dE

o 0

=
I

‘1(1 - ~-xc@ – ~)aAu@dE +7~-
0

(14)

ICANS-XIV Preprint Iverson 4

.~.,. 7-.-.-..=... ... - m— .,. -- -ba~,m.- .... .... ...- .:,, ..., . . . .. .. —-—---—- -- —--



......-
Analyzer Crystal

..-..-”
\ Ow

Moderator
Detector

Figure 3: Experimental layout for time-focused pulse shape measurements.

Combining Equation 8 with Equation 14 and converting the integral in Equation 14 from energy to time-
of-flight, then

(15)

where the cross sections are now expressed as a function of time-of-fligh~ and tl is the time-of-flight for
neutrons of energy El.

At very long times t, the counting rate C(t) approaches B, thus allowing the upper limit of the integral
in Equation 14 to be changed from oo to some t2. We can now solve Equation 15 for I-C,

The flux as a function of energy at the sample position can then be calculated as

(16)

(17)

from the counting rates ~(t) taken during the activation experiment, or from Equation 8, if using a value
of K generated in a previous experiment. The cadrnium-difference technique thus permits the spectrum
normalization to take place even without monitor data at higher neutron energies, corresponding to time-of-
flight less than -tI, where recovery from the initial prompt radiation pulse distorts the response of the detector,
and where resonance effects complicate the interpretation of activation data.

The rates at which the foils are activated, Rb and& are obviously equal to the saturation activity of
those same foils. The saturation activity am can be determined from

(18)

where tX is the time of exposure, ~A~is the decay rate of the activation product, and ~ is the foil activity at
the end of a short exposure.

2.2 Pulse Shapes

The time-dependence of the neutron emission from the moderator surface is a strong determinant of the
resolution which can be achieved in any experiment involving the neutron beam. These pulse shapes have
been measured, as a function of neutron energy, using a time-focused crystal analyzer system.3’4 Figure 3
shows such a time-focused crystal analyzer.
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The quantity measured in such an experiment is simply a counting rate as a function of time. A crystal
reflects a series of mono-energetic pulses to a detector. The operation of the time-focused crystal analyzer
is such that the dominant instrumental contribution to the resolution of the measurement is the flight time of
the neutrons across a 1 mm thick crystal and their lifetime in a 1 mm thick detector. ‘1’bus,the peak shape
of the counts registered in the detector matches the time distribution of the neutrons leaving the moderator
surface, delayed by the known flight time of each order of reflection.

In the Monte Carlo calculations, this quantity is determined by tallying the neutrons leaving the viewed
surface of the moderator as a function of time from the irdtial source pulse. The difference between the
simulation and measurement is then limited to the minimal instrumental resolution and the flight time of the
neutrons from the moderator to the detector. Unfortunately, this tally does not benefit from the use of the
point detector method described below, although it does benefit from the weight windows.

Experimentally, this time distribution can be measured on a pulsed source by using a c@al analyzer to
select a discrete set of neutron energies that are reflected to a detector. As in any crystal spectrometer, the
mosaicity of the analyzer combines with the width and angular divergence of the beam to define the portion
of phase space containing neutrons that will reach the detector. This can be represented as

R - A(?Bcd 8B. (19)

The challenge in making such a measurement comes about because the resolution required to accurately
measure short neutron pulses (such as we see with at IPNS) implies small, tightly collimated beams, and
thus low counting rates. Equation 19 indicates that the resolution can be improved (i.e., reduced) by using
the spectrometer in a backscattering config-uration-as the Bragg angle 8B approaches 90°, the resolution R
becomes small. Unfortunately, such backscattering geometries can be somewhat difficult to use, especially
when working around other dedicated instruments and associated equipment.

The backscattering analyzer can be generalized to function at other scattering angles if the correlations -
between scattering angle, scattering vector, and flight path lengths are accounted for and properly adjusted.
Such a generalization becomes the time-focused crystal analyzer as shown in Figure 3. For a beam of
transverse extent W and angular divergence Q, and a crystal of mosaicity /3, the variance of the resolution of
such an instrument is (to first order)

02 = ACY2+ B@2 + CW2 + O: + & (20)

where A, 13,and C’are coefficients determined by the system geometry:

(21)

(22)

(23)

If these coefficients are set to zero, then cr, /3, and W can be fairly large (increasing the counting rate) with-
out significantly impacting the instrumental resolution. Setting these terms to zero results in the following
focused conditions:

taR& = j (1 + Lz/Ll) cot OB, (24)

t~& = : (1+ LI/&) cd 6B, (25)

Cos edIhI & + Sin(2&J+ @d)
cot ec =

25in@Bsin(&J + dd) -
(26)
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3 Simulation Methods

The simulations reported here were performed using the MCNP (version 4B)5 and LAHET (version 2.70)6
computer programs. These codes are extremely popular, and in general quite well validated.’ Thus, our task
is not so much benchmarking the codes as it is benchmarking our application thereof. TM includes cross
section data specific to cold moderator materials, the geometric model of our system, and the appropriateness
and interpretation of our calculated results. These calculations were performed on an eight processor cluster
of Pentium-11 machines (running Linux), using MCNP’S inherent support of the PVM software from Oak
Ridge National Laboratory.*

MCNP, like any modem Monte Carlo code, has a rich selection of variance reduction features from
which to chose. We employed the so-called weight Whzdcw and Point Detector methods, described below,
to speed the convergence of our calculations. Using variance reduction is absolutely essential for obtaining
worthwhile estimators of cold neutron production in reasonable amounts of computer time. As an example,
consider the calculation of the intensity of neutrons in a typical range of interest say 4-14 ~. The use of these
variance reduction methods speeds the calculation to a specified precision by a factor of 104. The MCNP4B
manual describes these variance reduction methods in details A short description of these methods appears
below.

3.1 Weight Windows

Weight window variance reduction is a method of simultaneous space- and energy-dependent splitting
and roulette techniques. The basic concept is tha~ as particles move from one region of phase space to
another, more “interesting” region, they are split-i.e., replaced by multiple identical particles with the same
total weight as the inhial particle. These particles are then followed individually. Conversely, in the roulette
instance, particles moving from one region of phase space to a less interesting region have some finite
probability of being terminated. If the the particle survives the roulette process (the fractional probabtity of
which is p) then its weight is multiplied by l/p. This process vastly increases the fraction of CPU time spent
on particles in neutronically important portions of phase space, yet does not introduce a bias into the resulting
calculations. The use of weight windows requires then some assessment of the importance of each region
of phase space sampled within the problem. ‘IMs importance function can be estimated by a skilled user,
or from an adjoint multi-group calculation. MCNP also includes a very effective method for the iterative
generation of the importance function.

The phase space importance function used for these calculations was constructed using this automatic
generation method (called the Weight Window Generator). The importances thus calculated are subject to
statistical errors, is are all quantities calculated by Monte Carlo tectilques. In order to speed the convergence
of the weight window generator, intermediate results were averaged for “similar” regions of geometrical
space. In other words, the weight window generator might, for example, estimate the neutronic importance
of several different cells, each of which was physically part of the cadmium decoupler surrounding a given
moderator. When these importances are averaged, the statistical variation is smoothed somewhat, and the
iterative process converges more quickly.

Finally, the resulting importance function was smoothed, in order to guarantee no severe gradients in
the importance function. During the iterative process, the repeated appearance of such severe gradients in
a given location indicates that adjacent regions of phase space are “too large.” Breaking these regions into
smaller ones, either in physical space or in energy space, results in abetter importance function and a more
efficient calculation.

Using a well-defined importance function can result in interesting regions of phase space (such as a
viewed moderator surface between 1 meV and 1 ev) being sampled hundreds of times more frequently than
they would be in a strictly analog simulation, with corresponding increases in overall computing speed.
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3.2 Point Detectors

The point detector method of variance reduction is not actually a biasing of the random walks in the
Monte Carlo calculation, but is instead a next event estimator. One of the great disadvantages of Monte
Carlo methods is that they are intrinsically unsuited to calculating a particle flux at a given point, as opposed
to averaging over a large volume. Since the production of neutron beams is essentially a low probability
streaming problem, a strictly analog Monte Carlo calculation would almost never track particles in the small
portion of phase space that is of interest.

If one is interested in the flux at a given location, one can instead deterrninistically calculate the probabd-
ity that a particle at any other given point in space will contribute to the flux at that location. In MCNP, this is
implemented as the point detector. At every scattering even~ the transmission probability from the scattering
event location to the detector location is calculated, and the point detector tally is augmented by the product
of that probability and the particle’s weight. Thus every single collision which takes place anywhere in the
system contributes to the calculation, as opposed to only the miniscule fraction of the particles that happens
to leak through the system in the correct direction.

Consider a perfectly moderating material-i.e., all scattering is inelastic, and there is no absorption. A
source neutron entering thk moderator has perhaps 5 MeV of energy, and will eventually leak out of the
moderator. If one considers only the viewed face of the moderator, the chance that the neutron leaks out of
the appropriate face is approximately 25%. Thus a tally recording all leakage through the viewed moderator
face records some 0.25 contributions per source particle.

Jn an hydrogenous material, a 5 MeV neutron requires about twenty inelastic collisions to reach energies
of 1 meV. Using a point detector, every one of those collisions contributes to the detector. Even when one
considers only those scattering events below, say, 10 eV, there are a minimum of eight to ten collisions
that result in desirable contributions to the tally. Once elastic collisions are included, each source particle
can contribute to the tally up to twenty times or more. Thus the efficiency of the calculation per source
particle increases by nearly two orders of magnitude. This increase comes at a relatively trivial cost of some
ten percent or less in CPU time per source particle. This hundred-fold increase in calculation speed, when
multiplied by the similar increase described above horn the weight window methods, can turn a calculation
that might take the better part of a year into one which will be completed in an hour with the same statistical
precision.

3.3 Scattering Kernel Data

The accuracy of any Monte Carlo simulation is limited by the accuracy of the scattering kernel data used
in the simulation. This is especially true in the case of under-moderated, time-dependent systems such as
those we are studying. The scattering kernels of greatest importance are those for the cryogenic moderator
materials. The kernels that are widely available for use with MCNP appear in Table 1, rmd are apart of the
standard MCNP dkribution. These kernels are described in greater detail elsewhere.g The kernels we have

Table 1: Cryogenic moderator material scattering kernels available for use with MCNP.

used in these calculations are test versions of these same kernels, evaluated to somewhat higher accuracy,
and at addhional temperatures. These kernels are also i%rther described elsewhere,*Oand will hopefully be
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Figure 4 Absolute spectral intensity as measured on QENS from the 22 K solid methane “H’ moderator.

available for general use at the time of this publication.

4 Results

We have compared the output of our Monte Carlo simulations to corresponding measurements made on - .
the IPNS system. We have examined results from all three of the existing moderatom, and we have examined
both spectral intensities and wavelength/energy dependent pulse shapes. We have examined moderators
composed of both liquid and solid methane, moderators with and without heterogeneous poisoning, and
moderators of reentrant and non-reentrant geometries.

4.1 Spectral Intensities

We have measured the absolute spectral intensities of the neutron beams on several IPNS beam-lines.
Here we will only discuss the measurements on two of these beam-lines-the QENS beam-line, viewing
the solid methane “H” moderator, and the SEPD beam-line, viewing one side of the liquid methane “F”
moderator. A more complete description of these measurements appears elsewhere.11

In the case of the solid methane moderator, the scattering kernel information used in the simulations
corresponds to a temperature of 22 K, rather than the 30 K at which our solid methane moderators normally
operate. Wh.h thk in mind, we operated the solid methane “H” moderator at 22 K for a short time during
a dedicated machine research period. The absolute spectral intensity for the QENS beam line (normal to
the moderator surface), as measured at 22 K using the efficiency determined with a gold foil activation run
at 30 K, is shown in Figure 4, together with the corresponding simulation results. This simulation tracked
approximately 108 neutrons, of which some forty percent were original (spallation) source neutrons, as
produced by the LAHET code following 5 x 104450 MeV proton cascades. The point detector tally used
recorded contributions not only from collisions within the moderator volume, but also from the portions of
the graphite reflector which are nominally viewed through the beam line collimation, albeit perhaps after
transmission through moderator and decoupler regions.

The intensity was measured over a period of approximately one hour, at an average proton current of
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F@re 5: Absolute spectral intensity as measured on SEPD from the 100 K liquid methane ‘T” moderator.

12.36 pA. The measured moderator coupling is 3.3 x 1010 neutrons per steradian per second per micro-
Ampere of proton current. This quantity represents the integral over the entire 100 mm by 100 mm viewed
surface of the moderator. The simulation predicts a moderator coupling some 30% less than actwdly ob-
served. Furthermore, the shapes of measured and simulated spectra do not match very well at all, as discussed
fi.ut.herbelow. The nominal (measured) time-averaged moderator brightness at 1 eV, assuming constant pro-
ton operation at 14 pA, is 4.6 x 1013neutrons per steradian per second per square meter..

The liquid methane “F’ moderator is typically operated at 100 K, matching the temperature in the scat-
tering kernel library. We measured the spectral intensity for the liquid methane moderator on the SEPD
beam-line, normal to one side of the ‘T” moderator. Figure 5 shows the absolute spectral intensity as mea-
sured, again with the corresponding simulation results. These Monte Carlo results came from the same
simulation as described above, tracking approximately 108 neutrons, as produced by the LAHET code fol-
lowing 5 x 104450 MeV proton cascades and subsequent multiplication by both variance reduction methods
and physical processes. This point detector tally also recorded contributions from viewed portions of the
reflector as well as from the moderator volume, although the “F’ moderator is distinct in that there is no
reflector region immediately “behind” the moderator, as the moderator is viewed from both sides.

The intensity was measured over a period of some ninety minutes, at an average proton current of
13.95 PA. The measured moderator coupling is 2.4 x 1010 neutrons per steradian per second per micro-
Ampere of proton current. As before, this quantity represents the integral over the entire 100 mm by 100 mm
viewed surface of the moderator. The simulated moderator coupling and subsequent average brightness is
lower than that measured by approximately 30% (1.7x1010 and 2.3x1013, respectively). The nominal mod-
erator brightness at 1 eV, assuming constant proton operation at 14 PA, is 3.3 x 1013 neutrons per steradian
per second per square meter.

4.2 Pulse Shapes

The pulse shapes of the flat liquid methane “F’ moderator, the grooved solid methane “C” moderator,
and the flat solid methane “H’ moderator have been measured. These measurements were performed, as de-
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n A E
(A) (meV) &s)

1 5.686
3 1.895
4 1.421
5 1.137
7 0.8123
8 0.7107
9 0.6318

11 0.5169
12 0.4738
13 0.4374
15 0.3791
16 0.3554
17 0.3345
19 0.2993
20 0.2843

2.531 0:6958
22.78
40.49
63.27

124.0
162.0
205.0
306.2
364.4
427.7
569.4
647.8
731.3
913.6

1012

2.087
2.783
3.479
4.871
5.567
6.262
7.654
8.350
9.046

10.44
11.13
11.83
13.22
13.92

21 0.2708 1116 14.61

Table2 Theallowed (nnm) reflectionsfrom germaniumat25K and20=120°.

scribed above, using a time-focused crystal analyzer based on the (nrm) series of reflections from a cooled
germanium crystal. The pulse shapes were only measured for neutron energies corresponding to these re-
flections at the specific scattering angle, in this case 28 = 120°. Table 2 lists these reflections.. -

The fourth order reflection (40.49 meV neutron energy) as measured on the liquid methane “F” mod-
erator appears in Figure 6, together with the corresponding simulation results. Space limitations prohibk
the inclusion of all of the pulse shapes measured. However, one significant metric describing the neutron
pulses is the pulse width. The measured pulse width as a function of neutron wavelength appears in Figure 7,
and is compared to the simulated value. Note that Figure 7 does not show the often quoted full-width at
half-maximum of the pulse, but rather the time width of the central eighty percent of the integrated pulse
area. This metric is somewhat more robust than the FWHM for noisy pulses—the counting statistics on the
measured pulses are rather poor at both extremes of the measured range, and the Monte Carlo precision is
rather poor at the long-wavelength end of the range. This metric is also more sensitive to the tails of the
pulses, which are poorly sampled in the simulation.

The 40.49 meV pulse shape for the solid methane “C” moderator appears in Figure 8, from both measure-
ment and simulation. The measured pulse width for the “C” moderator as a function of neutron wavelength
appears in Figure 9, and is compared to the simulated value. Finally, the pulse width from the flat, poisoned
solid methane “H” moderator appears in Figure 10.

5 Discussion

The results of our simulations do, to a large extent, show strong similarity to the corresponding mea-
surements. There are, as discussed below, some difficulties with the neutron moderation predicted in solid
methane, but these dhliculties are not so pervasive that we cannot use the simulation model for the optimiza-
tion and analysis studies which we wish to perform. That is, we think that the calculated changes will be
reliable enough to support many optimization decisions.
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Figure 8: Tiie-dependent pulse shape for Ge (444) neutrons from the 30 K grooved solid methaue “C”
moderator.
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Figure 9: Pulse width as a function of neutron wavelength for the grooved solid methane “C” moderator.
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FQure 10: Pulse width as a function of neutron wavelength for the fla~ poisoned solid methane “H’ moder-
ator.

5.1 Spectral Intensities

Figure 4 compares the results of simulation mid measurement for the spectral intensity of the solid
methane “H” moderator. Whiie the spectmm displays many qualitative similarities, there are obvious, con-
siderable discrepancies. The moderator coupling (the intensity at 1 ev) is under-predicted by some 30’%.
This is in contrast to eadier results,l which indicated good agreement for this parameter. The only signifi-
cant aspect of the simulation which has changed in that time is a more accurate treatment of the high energy
source term. Therefore, we believe that the inaccuracy in the coupling is due to flaws in the model-based
calculation of neutron source term from the proton spallation on the uranium target. Similar errors have been
reported elsewhere for spallation neutron production from uranium at a proton energy around 500 MeV.*2

Furthermore, in the thermalized portion of the spectrum, there are great differences in the spectral shape.
These discrepancies are so pervasive that the spectral temperature of the moderator is incorrectly estimated,
as well as the actual thermal flux, as might be characterized by the thermal-to-epithermal ratio. The measured
spectral temperature is approximately 4.2 meV (49 K), while the simulated spectral temperature is about
2.5 meV (29 K). Note that the maximum value of a Maxwellian in i(lil) when expressed as E x i(@ is
located at 2kB2’. Furthermore, the cutoff energy, defined as that ener~ where the flux changes &om a
l/n behavior to a Maxwellian behavior, occurs at a significantly dtierent energy in the simulation from
&at actually observed. As a result, the simulation significantly under-predicts moderator performance from
10 meV to 1 eV, the range most relevant to, say, powder dtiaction and chopper spectrometer measurements,
and significantly overpredlcts moderator performance for cold neutrons, as relevant to quasi-elastic scattering
and small-angle diffraction.

Finally, the simulated spectrum has some non-physical features, including discontinuities, below 1 eV.
It is worth noting that the simulation treats the molecular scattering kernels in detail at neutron energies of
950 meV and below. The increased onset of inaccuracies and non-physical features just below 1 eV seems
indicative of some problems with the scattering kernel data, coming from either inaccuracy in the molecular
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description, or from discretization error in that description. The kernel is stored, in the code, as a set of
equally likely final energies for each inhial energy, and a set of equally likely scattering angles for each
pair of energies. For this solid methane kernel, there are sixteen final energies for each incident energy, and
sixty-four scattering angles for each pair of energies. The non-physical features observed are much less than
those previously observed in kernels with eight energies and sixteen angles. 1

The accuracy of the simulation of the liquid methane spectrum, as in Figure 5, is somewhat better. Whiie
the coupling and the thermal-to-epithermal ratio have discrepancies on the order of 30-50%, they offset
such that the thermal flux predicted by the simulation is nearly identical to that measured. The spectral
temperature is predicted very accurately. Another dficulty with the liquid methane simulation is, again, the
non-physical features caused by discretization errors in the scattering kernel representation.

We previously reportedl that the two spectr~ when taken together, might indicate a possible problem in
the geometric model of the system, given that the moderator coupling was accurately predicted in the case
of the solid methane moderator, but not in the case of the liquid methane moderator. This no longer appears
to be the case; the coupliig is under-predicted by some 3&50% in each case. We feel that this is further
evidence that the liiely origin of the problem is the physics model for spallation in uranium at 500 MeV
proton energy.

5.2 Pulse Shapes

The simulated pulse shapes from the liquid methane “F” moderator match the measured puke shapes very
well, as seen in Figure 6. Similarly, the pulse widths as shown in Figure 7 seem to behave very similarly.

The solid methane simulations were not so successful. There are significant differences in the relative
heights of the the bhnodal peak from the grooved moderator, as seen in Figure 8. The under-prediction of
the height of the earlier peak (from the tips of the moderator fins) also results in an under-prediction of total
pulse width. Examination of Figure 9 clearly shows that the solid methane simulation consistently under-
predicts observed pulse widths by 30% to 40% over all wavelengths. On a more positive note, the rise time
of the pulse appears to be accurately pre&cted. Thk is quite important for many instruments, as the resolving
power of the instrument is largely determined by the sharpness of that rise time, as opposed to the total width
of the pulse. The under-prediction of pulse widths is also seen for the flat solid methane “H” moderator in
Figure 10, although not as severely as for the grooved moderator.

It is further obvious that the selection of neutron wavelengths at which the pulse shape was measured is
not well matched to the physics of the solid methane system. The sharp increase in pulse width, correspond-
ing to the increasing importance of the storage term in the pulse shape as the neutrons come into thermal
equilibrium with the moderator material, is very inconveniently located in the exact range that is not mea-
sured at all in the germanium (nnn) series of reflections through 26 = 120°. These measurements should be
repeated for a set of wavelengths that will better match the characteristics of the solid methane moderators.

6 Conclusions

The Monte Carlo simulation of the methane moderators at IPNS shows clear dficulties with the solid
methane scattering kernel as implemented with the MCNP computer code. These problems take the form of
significant errors in the spectral temperature, intensity, and pulse shapes of the moderated neutron flux. These
emors are not as severe in the liquid methane simulations. Furthermore, the simulations show a consistent
under-prediction of the neutron production rate from the target, matching previous observations from the
literature.

While these discrepancies are significant enough to warrant serious attention, we do believe that the com-
parison between the measurements and the simulations is good enough that we can consider our simulation
model useful for some aspects of the target, moderator, and reflector system-e. g., target design, reflector
material, moderator position. For studies involving detailed study of neutron moderation in solid methane,
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however, our model requires fiu-therdevelopment and testing. The model will be morevaluable for observing
trends and making optimization, certainly, than it will for making absolute predictions.

One avenue for further testing involves comparison of the scattering kernel used in the simulations to
a scattering kernel actually measured on an inelastic neutron spectrometer. We propose that such measure-
ments be undertaken over a wide range of Q-and w-space for solid methane at the temperature used in the
development of the simulation data. Such a program of measurements could further be extended to cover
novel moderator materials, as well as conventional moderator materials at a wider range of temperature and
pressure conditions than has been considered previously.

Finally, some of the measurements used for these comparisons should be extended. While the intensity
measurements appear to be satisfactory, the pulse shape measurements, using this particular crystal analyzer
arrangement, do not have sufficiently dense wavelength coverage. The germanium (nnn) series used reflects
an adequate selection of wavelengths for the liquid methane moderators, but not for the solid methane mod-
erators, as no reflections exist in the critical region between two and five angshoms where the pulse width
changes most rapidly.
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