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Abstract

Heating and cooling energy lost through windows in the residential sector (estimated at
two-thirds of the energy lost through windows in all sectors) currently accounts for 3 percent (or
2.8 quads) of total US energy use, costing over $26 billion annually in energy bills. Installation of
energy-efficient windows is acting to reduce the amount of energy lost per unit window area.
Installation of more energy efficient windows since 1970 has resulted in an annual savings of
approximately 0.6 quads. If all windows utilized existing cost effective energy conserving
technologies, then residential window energy losses would amount to less than 0.8 quads, directly
saving $18 billion per year in avoided energy costs. The nationwide installation of windows that
are now being developed could actually turn this energy loss into a net energy gain. Considering
only natural replacement of windows and new construction, appropriate fenestration policies
could help realize this potential by reducing annual residential window energy losses to 2.2 quads
by the year 2012, despite a growing housing stock.

Introduction

Windows are responsible for a large portion of the energy used in buildings. Although
windows do not consume electricity or natural gas directly, the heat energy lost or gained through
windows directly affects the amount of energy required to maintain comfortable indoor
conditions. Significant advances in fenestration technology have been made to the point where
windows can actually be net sources of useful heat to a building. As a result of these advances, a
wide array of new, energy-efficient windows are entering or are soon to enter the market.

These technologies have yet to realize their full potential energy savings. This potential
lies both in the construction and design of new buildings and in the retrofitting and remodeling of
existing ones. Public and private sector interventions into the fenestration market could cost
effectively accelerate the adoption of these energy saving fenestration technologies. We therefore
need an understanding of the magnitude of this resource and how to best utilize it.

However, the installation of windows, like most energy efficiency opportunities, is
inherently diffuse, decentralized, and diverse. The energy lost through windows is the cumulative
loss from millions of windows installed in a variety of building structures, operated in a variety of
ways, and located across the country. Understanding the potential for window energy efficiency
improvements on a regional or national basis, consequently, requires an appreciation of these
unique characteristics of the resource.



This paper describes an analytic tool developed to estimate window energy use and the
potential for advanced window technologies to save energy. It combines highly disaggregated
data on existing and projected window stocks, building thermal integrities, and heating, ventilation
and air conditioning (HVAC) equipment efficiencies on a consistent basis to produce regional
estimates of window energy losses for a variety of window technologies.

We use the tool to estimate the contribution of energy losses from residential windows to
total US energy use. We also estimate the annual savings which are resulting from the adoption
of more energy efficient windows since 1970. Finally, we speculate on the potential energy
savings that could result from greater adoption of currently available advanced window
technologies in the residential sector. The commercial sector, although having one third of the
national window stock, has different energy needs, requiring a different physical model and is
therefore not modeled in this paper.

The tool which we have developed addresses a middle ground between forecasting models
and technical potential studies. We rely on the rich data structure of end use forecasting models
to assemble a consistent framework for assessing the impacts of window energy loss on the basis
of location, building type, fuel, and HVAC equipment type. We go beyond traditional end use
forecasting models by further characterizing the energy use consequences of various fenestration
technologies on residential heating and cooling loads with the use of a butlding energy simulation
model. This detailed, technology-based description is traditionally considered by technical
potential studies. However, whereas technical potential studies often suppress details of market
dynamics, we rely on forecasting data for the turnover of housing stock and technology diffusion
to estimate an explicit rate of adoption for window technologies.

We describe this tool and its application in the five sections following this introduction.

Window Technologies and Energy Consumption

The last decade has seen many advances in our understanding of energy transfers through
windows; this understanding has been reflected in the introduction of new energy conserving
fenestration products to the market [Selkowitz 1985, Warner 1990]. These products are aimed
at reducing heat losses (or gains) through windows by controlling (1) thermal conductance
resulting from temperature differences between inside and outside air, (2) solar gains from direct
sunlight through windows, and (3) infiltration of air from outside the building.

Efforts to reduce thermal losses through windows have focused mainly on reducing the
heat transferred directly through a window's materials: the thermal conductance. A window's
thermal conductance is captured in the measurement of its U-value, the amount of heat
transferred via thermal conductance through the window per unit of temperature difference
between the inside and outside. Many technologies have been developed to reduce a window's U-
value. A prime example is insulating glass, which uses two or more sheets of glass separated by
air or gas filled gaps in place of the traditional single pane of glass; insulating glass can more than
cut in half the thermal conductivity of a glazing system (see Figure A) [Arasteh, Selkowitz, and
Hartmann 1986]. This cost-effective use of multiple glazing layers to reduce thermal losses has
become the most common glazing system in the national window market and is in many states
required to meet new construction standards [AAMA 1979 - 1991, NCSBCS 1991].

Other more recently developed technologies to reduce thermal conductivity are steadily
increasing in market shares. Low-emisivity (low-€) coatings, which virtually eliminate internal



radiative heat transfer by absorbing infrared radiation [Arasteh, Selkowitz, and Hartmann 1986},
have in the past decade moved from the research laboratory to occupy a third of the residential
window market. Also, low-conductivity gases, like argon, are now being used to replace air in a
sealed insulating glass unit, further reducing heat transfer through windows [Reilly, Arasteh, and
Rubin 1989]. :

As glazing systems have become less conductive, it has become apparent that the window
frame is also a source of heat loss. Of the frame types in general use, metal frames, made out of
aluminum or steel, have been shown to have the highest conductivity. To mitigate the
conductivity of aluminum frames, thermal breaks -- non-metal structural elements in metal
extrusions which significantly reduce heat transfer through the frame -- are often used. Vinyl
frames, which have a thermal conductivity as low as or lower than that of wood, have also been
developed for mass production and can often be purchased for less than the cost of an aluminum
frame with thermal breaks. Vinyl frames have grown in the past decade from occupying only a
small fraction of the market to representing a quarter of residential window sales. Today's low-¢,
argon filled window in a vinyl frame has a resistance to heat transfer about four times that of a
single-glazed aluminum framed product manufactured in the 1970's [ASHRAE 1991].
Superwindows, comprehensively utilizing all of these technologies, can cut these heat losses in
half while still allowing useful solar heat gains to enter a space, thereby turning the windows from
sources of energy loss into sources of energy gain [Arasteh 1989]. Table A gives a comparison
of the U-values of different available technologies [Window 4.0 1992].

In cooling dominated climates, thermal conductance is not the primary source of energy
loss. Solar heat gains through windows, a boon during the winter heating season, can
significantly increase air conditioning loads during the summer cooling season (see Figure A). A
number of technologies counteract the effects of solar gains. One of the simplest and oldest is the
external shade. A shade outside the house, such as an awning or tree, blocks direct solar radiation
and reradiates the heat outside of the dwelling (an internal shade would reradiate primarily inside
the house, reducing glare but still contributing somewhat to unwanted heat gain) [Selkowitz
1985]. Reflective and tinted coatings on windows have a similar effect but for aesthetic reasons
aren't used often in residential settings; these technologies reduce the cooling load, but block
desirable light. In response to the negative aspects of tinted coatings, spectrally selective coatings
have been developed. These coatings, which are just becoming widely available, block solar
radiation outside of the visible spectrum, preventing most unwanted solar gains while leav'ng the
perceived interior daylighting from visible light relatively unchanged [Schuman 1992]. Thus, one
can have a window which is visually indistinguishable from a clear glass window of twenty years
ago, but which results in one half of the solar heat gains. Still in the research stage is the
technology of electrochromic glazings, which have an electronically switchable tint, like the liquid
crystal technology of the electronic watch or calculator. Electrochromic glazing can be adjusted
to reduce daylight and solar heating when the sun is at its peak and to allow in more daylight
when the glare is not as great [Selkowitz 1986]. Table A also compares the shading coefficient -
- the fraction of solar heat gain in comparison to that from a single glazed window -- of different
glazing technologies [Window 4.0 1992].

In addition to thermal conductance and solar gain, a third main avenue of heat transfer
through windows is infiltration, unintended ventilation through a closed window (see Figure A).
If an installed window has too many or too large air gaps, then conditioned air from inside the
building will escape, and unconditioned air will enter, resulting in heating or coocling energy



losses. This problem is reduced by tighter design of windows and better installation and caulking
of joints [Wiedt and Wiedt 1980]. Acknowledging the effect of infiltration on energy
consumption, industry standards have been getting tighter. In the early 1980s, the industry
standard for infiltration was 0.5 cubic feet per minute per linear foot of crack under 25 mile per
hour wind conditions; the standard is now 0.37 cfm per linear foot under the same conditions.
Due to problems arising during installation or wear and tear on the window, the actual infiltration
of installed windows in the housing stock is often found, however, to be up to 1 to 1.5 cfm per
linear foot. A well-designed and well-installed window, on the other hand, can allow less than 0.1
cfm per linear foot.

Recent Trends in the Fenestration Market

An important measure of a technology's impact is its performance in the market. By this
measure, energy-efficient windows have had a strong impact during the past two decades. The
sales of energy-efficient window technologies have been climbing rapidly since 1970, though the
sales of some have been leveling off during the past few years.

Figures B and C and Table B present national sales data on windows in the residential
market by frame and glazing technology since 1974, gathered from a variety of sources [AAMA
1979 - 1991, AAMA 1988b, NWWDA 1990, Azon 1992, Cunningham 91, Barbee 1988, Energy
Design Update 1989 and 1992, Koomey et. al. 1991]. The quality and accuracy of the different
sources vary. For example, although the NWWDA and AAMA data are within a few percent of
each other for regional new construction figures, NWWDA cites a much larger remodeling
market - in a few regions up to 50 percent larger than AAMA identifies. Despite such problems
with the data, some features can fairly reliably be distinguished. A main feature that stands out
from the data is the decline in window sales since 1987. This decline coincides with the fall of the
new housing market after the overbuilding of the early eighties [Dodge/Sweet 1992, AAMA
1991]. Though the residential market did not overextend itself as much as the commercial
market, it will still take time before the dip in sales levels out especially given the current state of
the economy. The rise in remodeling and retrofitting expenditures, however, has saved the
residential market from a more serious collapse, illustrated in Figure D.

The data in Figures B and C and Table B also indicate that the market has been moving
toward the sale of lower U-value windows. Wood frames are now half of the market, while vinyl
frames have been climbing rapidly and are now at almost 25 percent market penetration.
Aluminum frames have been declining in use, but when one looks at finer details of aluminum
frame sales, one sees that the use of aluminum frames without thermal breaks is plummeting,
while aluminum frames with thermal breaks are experiencing only a minor decline in use. Further,
data from the last decade suggest that vinyl frames are displacing aluminum frames in 2 significant
percentage of their market niche. Given the steepness of the changes in both aluminury, and vinyl
frame markets, this pattern of market evolution can be expected to continue for some iime before
leveling off. It is also apparent from Figure D that the penetration of energy-efficient frames is
greater in the remodeling market although it is unclear if this effect is caused by a greater concern
for energy savings on the part of the home owner as opposed to the builder, the geographic
distribution of remodeling vs. new construction, the effects of targeted advertising, or some other
factor.



With regard to glazing type, it is clear that insulating glass units are taking over the
market. In 1970 they represented only 14 percent of the market, but today they are almost 90
percent of the glazing market and still climbing. Among insulating glass units, there has also been
a great deal of market movement during the last ten years toward lower U-value units. In 1982,
the most insulating window widely available on the market was a simple double glazed system;
today, however, one third of insulating glass units have both argon fill and low-e coatings. Also,
there is a fledgling market developing for superwindows with three or more glazing layers and
multiple low-e coatings.

Figure E traces the mean U-Value of windows sold during the past twenty years. The
move toward a lower U-Value implies significant savings in home heating costs, as will be shown.

Figure F shows that storm window sales have been declining since 1986. Compared to the
window market as a whole, the market for storm windows has been in a state of decline since
1978, when the sales of storm windows (in terms of number of units sold) were almost twice that
of prime windows. This decline is possibly the result of the use of double glazing as a substitute
~ for storm windows and of the saturation of the retrofit market.

The market has also moved towards glazing systems that have lower shading coefficients.
In most climates, where heating concerns dominate, this move is perhaps just a side effect of
moving toward a lower U-value. However, this move toward lower shading coefficients will also
bave significant benefits in cooling dominated climates, especially as new technologies hit the
market. Rich Brown illustrated this point by calculating the effect of using spectrally selective
glazings in California [Brown, Arasteh, and Eto 1992]. If 90 percent of windows were sold with
spectrally selective coatings in California by the year 2010, then by that time, approximately 1
Tbtu would be saved annually in cooling costs -- the equivalent of 200,000 barrels of oil per year.

Of course, the relevance of different energy conserving technologies depends on where
they are sold. Unfortunately, not many regional data are available. Some regional data on frame
type, however, are available from NWWDA, these are illustrated in Figure G. Data are available
from NAHB on average glazing layers installed in 1987 in new, single family detached homes,
shown in Figure H (Though these figures cannot be readily extrapolated to window sales as a
whole, being representative of only a fraction of the new housing market, they can give an
indication of where multiple glazing systems and single glazing systems are being sold.). As
would be expected, lower U-value technologies are concentrated more in the north, where heating
is more of an expense, while aluminum frames are largely concentrated in Florida and California,
where there is both a large new housing market (which has a much higher use of aluminum frames
than does the remodeling market) and a warmer climate.

Any extrapolation from this set of data to future sales must be tentative, at best, for a
number of variables in the window market picture are still unresolved. A straight line
extrapolation from the current data may be good as a first guess at where window sales will be
going, but possible building codes, standards and regulations under discussion could have drastic
effects on the window market. In addition, the new national energy strategy for window
technologies is expected to have significant effects on the market, both through direct effect on
consumer awareness and indirect facilitation of standards and regulations. In order to understand
the possible or probable effects of these different scenarios, one needs a methodology for |
estimating future sales and building activities in different market and policy environments and
implications of new window installation for local and national energy consumption.



Methodology

Predicting the energy implications of different fenestration policy and technology scenarios
involves three points of analysis: demographics, physical modeling, and market analysis/social
modeling. Demographic information is necessary to determine "what is out there" and to identify
current trends. A detailed physical model is necessary to determine accurately the energy
implications of different fenestration technologies in the very different climate zones of the United
States. Finally, a model that can capture the effects of market dynamics and policy decisions is
necessary for the analysis to have practical importance.

Demographics

Demographic information is needed on the housing stock, sales of window technologies,
and other social, legal, and climate factors that influence the choice of fenestration technology.
Much of this information is available at some level of aggregation, ranging from national to state
or even finer levels. Demographic searches must cover several different ranges of variables:
residential window stock; residential window sales (flow); the heating, ventilation and cooling
equipment (HVAC) stock and sales; climate types; and social, market and policy factors affecting
window installation.

Detailed information by region on the window stock, covering the different glazing and
frame technologies, is necessary for an estimate of energy losses that is more precise than a simple
order of magnitude calculation. Total square feet of each window type must therefore be derived
for each region from housing surveys, construction surveys, and past regional sales data. These
data allow the accurate calculation of residential windows' contribution to our national energy
consumption.

In order to estimate how this energy consumption will change, however, one needs not
just the window stock, but the additions to and removals from the stock through new
construction, remodeling, and housing demolition. Unless draconian measures are employed to
force a change in everyone's installed windows, windows purchased for new construction and
remodeling will determine significant portions of our heating and cooling expenditures for several
decades into the future. Given the 35-year to 45-year life span of the average home window, a
window, once purchased and installed, is a commitment to a certain level of energy consumption
for several decades. For forecasting purposes then, the estimates of past window sales gathered
from industry and construction surveys and from trade journal reports *ill be used as the basis of
projections, while the National Energy Strategy estimates for housing growth and the EIA Annual
Energy Outlook projections of energy prices will be used to evaluate impacts (NES 1990, EIA
1993).

This window stock and flow must also be associated with an HVAC stock and flow, so
thermal loss and gain numbers can be converted into actual units of fuel consumed (gas,
electricity, oil, or other fuels). Information on HVAC systems is available from housing surveys
and past LBL housing modeling efforts.

Once these data have been gathered and organized by region, regional energy losses and
savings through windows can be estimated, and plausible projections of energy-efficient window
technology implementation can be calculated using appropriate physical and market models.



Physical Model

The Windows and Daylighting Group at LBL has done extensive research on the thermal
conductivity of window systems, ranging from direct experimentation and observation with IR
cameras in simulated climate conditions to computer simulations of window technologies. Two
of these computer simulations serve as the basis of our physical medel: WINDOW 4.0 and
RESFEN [Windows and Daylighting Group, Sullivan]. WINDOW 4.0 is a publicly available
software tool for the PC, which takes window specifications and accurately calculates window U-
values and shading coefficients. RESFEN takes the given U-value, shading coefficient, infiltration
rate, and orientation for a window and calculates the heating and cooling losses through the
window, given its location in one of ten climate sites, based on a regression model of DOE-2
building simulation model runs [DOE-2].

These models have been validated empirically in a variety of contexts, and they capture
complex physical dynamics not captured by more simplistic calculations. For example, using the
standard heating/cooling degree day calculation, one would miss the "whole house" dynamics
captured by the DOE-2 building simulation; these dynamics result in a small, or even inverse
relationship between U-Value and cooling expenses, depending on the climate zone. Neglect of
these dynamics can thus lead to an overestimate of the importance of U-Value to cooling costs
[ASHRAE 1992, DOE2].

Because of the large variations in climate and heating and cooling needs among the
regions of the US, the window stock must be broken down into regions reasonably
characterizeable by a given average weather pattern. The climate types are taken from the ten
climate sites built into RESFEN. With future RESFEN upgrades for more climate sites and
higher resolution of the regional window stock and sales data, the physical model will be the most
accurate component of the energy consumption forecasting calculation.

Market Penetration Model

There is no consensus on any one best market model, which is reasonable given the
complexity of the market and the general lack of information it. What we need is a range of
different models to choose from, depending on what effect we are attempting to analyze and what
sort of data we have available. For example, in a fairly static market for apples and oranges, a
price based econometric model may be just the tool to suggest how very small price differences
among apples and oranges may affect overall sales. However, in attempting to determine how
effective a given utility rebate program will be for insulation or double glazed windows, an
econometric model may be inadequate because its linear approximations cannot effectively
analyze large changes in the market, and it fails to account for dynamics that have often proven in
case studies to be more important in determining sales than consumer price; a rebate program's
perceived legitimacy and its advertising technique are but two examples of factors that have
proven to be as important, if not more, than differences in the size of the rebate and thus price
[Nadel 1991, Stern 1986, Lutzenhiser and Hackett 1991].

A market-diffusion-based model was selected as the basis of our market model so that
data requirements can be more easily met and actual use and methodology will be transparent (see
Appendix A). In the diffusion model of market dynamics, it is postulated that for a given product,



there is a certain "market potential” for sales, conceptually similar to the econometric notion of a
market equilibrium level of sales. This market potential is determined by a complex combination
of factors, including price dynamics, consumer needs and attitudes, and regulations that affect
both availability of technologies and their prices as seen by the consumer. The market potential is
not immediately realized, however, as a simple econometric analysis postulates. In theory, a
product is introduced to the market, and certain individuals, the "market pioneers", are drawn to
the technology. Next, other consumers are convinced to adopt the new technology after
observing it in use. This process continues until a stable level of sales -- the "market potential" --
is reached. The time pattern of sales follows a logistic curve with different technology types
having different diffusion coefficients and different market potentials, given by
S=P[1-(1+pe™"]
where S is sales, P is the market potential, and B is the logistic curve coefficient determining the
"speed" with which sales approach the market potential, P. This diffusion curve is illustrated in
Figure L.

Just as the econometric model has problems, so does the market diffusion model.
Determining the market potential and the coefficients of the logistic curve is the first problem
encountered; limited data on sales along with a playing field of dynamic regulations and
technological innovations, makes the calculation of these parameters difficult at best. Estimating
a market potential can be accomplished, however, through a combination of extrapolation from
sales data and a region-by-region cost benefit analysis, given a regional distribution of homes,
windows, incomes, climate, regulations, incentives, and lifestyles. Because of uncertainties in
these numbers, the nature of their interrelations, and the cost of the technology at different levels
of production, this estimate is by nature a rough one. The coefficients of the logistic diffusion
curve can be taken from historical data on window technologies. Existing data on insulating
glass, low-e coatings, argon fills, vinyl frames, and thermal breaks can indicate typical speeds of
adoption for new fenestration technologies, as is illustrated in Figure J.

The primary problem, however, is the modeling of regulations and incentives. The
traditional diffusion model approximates an effect that is the aggregate of many individual
decisions; however, it does not model, by itself, the dynamics of individual decision making.
Therefore, it does not explicitly have a means of modeling the effects of regulations and
incentives. The model used will therefore be a modified diffusion model, taking into account the
discrete choices that can be made with regulations and incentives. Regulations can be modeled as
discrete changes in market sales; what would, before the discrete change, be sales in "banned"
technologies are redistributed according to newly calculated market potentials. Incentive
programs are more difficult to model. On the one hand, they change the market potential by
changing the prices. On the other hand, they may more strongly increase awareness of a
technology and legitimize the technology, so they should be modeled as increases in the diffusion
coefficients, rather than as increases in the market potential. Incentive programs are therefore
modeled as a combination of change in diffusion coefficient, change in market potential, and (in
the case of intensive "promotional blitzes") as discrete change in sales, depending on the program
in comparison to the growing body of other programs that have been tried and studied in the
energy conservation field.

The market modeling tool, as described in this section, is a database of regional window
stock and window market factors and a formalized framework for applying historical data and



case study information; as such, it can serve as a strategic planning tool for regulators,
researchers, and utilities.

Model Implementation

Figure K is a flow chart of the actual model. It is broken down into the three stages:
window stock characterization, energy consumption calculation, and market forecasting.
Associated with each block of the model are the outputs from the model and a group of data
sources, used to derive variable values.

Characterization of the Window Stock and HVAC Stock

Our demographic search generated the data in Figures L, M, and N. These figures present
estimates of various parameters of the window stock in the US in square feet by region. These
results were derived from a number of sources, primarily 1987 RECS, 1991 Statistical Abstract,
NPPC, and the past sales data [RECS 1987, Statistical Abstract 1991, NPPC 1991; see Trends
section for sales references]. A number of problems arose, however, in attempting to get an
accurate picture of the window stock aggregated to the desired levels. These problems included:
data being too aggregated, data being unavailable in the desired form (such as being only available
in window units, instead of window area), data being only available for certain regions, and
accumulation of successive estimation errors. These problems were addressed by reasonable
assumptions and extrapolations as detailed in Appendix B.

Outstanding in the data on glazing stock is the large, remaining presence of single-glazed
windows. Despite the strong current market penetration of insulating frames, the thirty-year to
fifty-year life span of the average residential window implies a slow turnover of the glazing stock.
Also, a larger aluminum frame stock is evident in the western states where the construction
market has been more characterized by new construction -- in response to migration west -- as
opposed to remodeling, which has characterized the market in the east and Midwest. Further, as
is to be expected, the less thermally conductive glazing systems represent a higher percentage of
the stock in colder climates where space conditioning needs are more of an issue.

Tables C and D present data on HVAC stock and representative efficiencies. The
information on the stock was taken from RECS while the data on representative efficiencies of the
stock was taken from LBL-REM [RECS 1987, LBL-REM 1992].

Calculating Heating and Cooling Losses by Fuel type

Given the window stock depicted in Figures L, M, and N, the physical model was applied
to derive energy losses by region. The RESFEN model of window heating and cooling losses was
used to calculate these thermal losses through windows. Assuming that the 1987 RECS HVAC
stock gives representative figures for 1991 heating fuels used and air conditioner installation, we
can apply the RESFEN model to the window stock to generate the figures in Table E for energy
consumption by fuel type. We assume that each window type has the same distribution with
respect to the different HVAC types; however, in reality, more energy-efficient windows may be
associated with the more energy-efficient HVAC systems, so these figures represent a slight



underestimation of energy consumption, but the error from this assumption is assumed to be small
compared to other errors. ,

As is illustrated in Table E and Figure O, windows in the residential sector were
determined to be responsible for about 2.8 quads, or about three and a half percent of our
national energy consumption. Given current energy prices, this 2.8 quads directly costs $26
billion in heating and cooling bills each year, not to mention the environmental costs of increased
energy consumption and additional reliance on foreign sources of energy to which this 2.8 quad
annual drain contributes [EIA, State Energy Price and Expenditure Report 1990].

This energy loss can be broken down further by function. Most of this energy, 2.4 quads,
goes toward heating losses, while 0.4 quads goes toward cooling. However, although only 15
percent of these energy losses are due to cooling losses, cooling losses are responsible for 25
percent of the costs of energy losses because of the higher price of electricity. Approximately 70
percent of the window energy losses are to be found in the northern half of the US.

Calculating Future Changes in the Window Stock and the Resultant Energy Savings or Losses

As a precursor to implementing the more complicated market diffusion model, estimates
of possible energy savings from new window technologies and new fenestration codes can be
made, based on sales information and projections of policy targets. Detailed estimates of this kind
have been made for California and the North Central Federal Region by Brown, Arasteh, and Eto;
estimates for the whole nation are given in the next section.

Demonstration of the Model

Brown, Arasteh, and Eto used an earlier version of the model to analyze the implications
of different fenestration policies in two regions: the Central Valley of California and the North
Central Federal Region (MT, UT, CO, WY, ND, SD) [Brown et al. 1992]. They compared the
energy savings from two different policy scenarios, one encouraging the implementation of
advanced energy-efficient fenestration systems, and the other a "hands off" approach without
market intervention. The two technologies examined were superwindows for the North Central
region and a selective glazing system in California's expanding Central Valley Region. The
encouragement of superwindows in the North Central Region led to a calculated savings of 1.6
TBtu/yr over the "no policy" scenario by the year 2005. The encouragement of selective glazing
in California led, by the year 2005, to a savings of 6.1 TBtu/yr over the "no policy" scenario. (See
Appendix C.)

Energy Savings in the US Window Stock

Applying the model to a more broad scope, we answered two questions about the impacts
of energy efficient fenestration technologies on the US housing stock:

1. What energy savings have resulted from advances in the sales and installation of
energy conserving fenestration systems since 1970?
and
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2. What are the potential energy savings attainable from the use of advanced energy
efficient windows?

Achieved Savings

In order to answer the first question, we compared the energy losses due to the existing
fenestration stock to a hypothetical stock that would have resulted in 1991 without either the
increasing sales of double glazing since 1970 or the introduction of more advanced glazing
systems. We assumed that market shares of different fenestration technologies were frozen at
1970 levels, but that the sales volumes were otherwise unaffected. Some of the implications of
this freeze are that vinyl frames, thermal breaks in aluminum frames, low-e coatings, and argon
fills would not have been sold (or installed) and that double glazing sales would have been frozen
at the level of 14 percent of the market. In contrast, the current market has almost 90 perceut
market penetration of double-glazed windows. It was assumed that the vinyl frames would have
been sold as aluminum frames and that the aluminum frames with thermal breaks would have been
sold without thermal breaks.

Using the same HVAC stock and physical calculation as that used in the estimate of
current energy losses, the results of Table F were generated. The total annual US energy losses
through windows would have been 3.4 quads without the advances in energy-efficient window
installation since 1970 - a difference of 0.6 quads. Given current energy prices, this is a direct
realized savings of $5 billion per year in avoided heating and cooling bills. The savings can be
broken down into 0.77 quads heating and 0.01 quads of cooling. The vast majority of these
savings are apparently to be found in heating savings.

In perspective, our 1991 energy consumption as a nation in all sectors was 81 quads.
Thus, the implemented changes in window design since 1970 are already paying off with energy
savings in the residential sector which are equivalent to half a percent of our national energy
consumption.

Potential Savings

There are a number of ways to describe the potential energy savings from energy-efficient
windows. One could calculate the energy losses would if all residential windows were retrofit
with the best windows available or possible, thus avoiding questions about the change in the size
and location of the window stock and the rate at which it can be changed. This method is useful
for getting a picture of the performance of existing windows versus the performance of optimal
windows. One could also project the stock to some future point in time under a range of window
sales scenarios and calculate the energy losses of these stocks. These projections are useful for
getting a sense of how fast change can happen and to what levels of energy consumption we are
now committed. We describe the potential for energy savings with both methods.

To calculate the heating and cooling losses from a US window stock composed of the best
available windows, we assumed that the HVAC stock and the size of the window stock are again
identical to the status quo. The northern climates (Northwest, Mountain North, West North
Central, East North Central, New England, and Mid Atlantic), however, will have only today's
best available superwindows installed, and the cooling dominated southern climates (California,
Mountain South, West South Central, East South Central, South Atlantic, and Florida) will have
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only selective glazing systems with therinally resistant frames installed (see Table A for U-Value
and Shading Coefficient. The infiltration rate was assumed to be 0.1 cfm/linear ft). Table G
shows the energy consumption results of this installation pattern.

With complete implementation of existing energy-efficient window technologies, windows
would lose only 0.80 quads per year of space conditioning energy, saving $18 billion in heating
and cooling bills. Two thirds of the heating and cooling losses through windows could then be
saved through the implementation of the two technologies mentioned above. This 0.80 quads can
be broken down to 0.62 quads of heating and 0.17 quads of cooling - a 1.8 quad savings in
heating energy and a 0.19 quad savings in cooling. Cooling energy use could be cut in half, and
the heating energy lost through windows could be cut to one quarter of current levels. The
energy savings from the installation of these technologies in residences alone would result in
annual energy savings that are equivalent to two percent of our national energy consumption or
12 percent of our net energy imports.

This 1.41 quad savings is not, however, the limit to attainable savings. Window
technologies still being researched have the possibility of being net energy gainers for the house,
where winter heat gains from the windows more than compensate for both the winter heat and
summer cooling losses through the windows. Complete installation of this type of window in the
housing stock, modeled as a 0.1 U-Value electrochromic window (except in Florida, where a U-
Value of 1.0 was used) results in a net energy gain for the US of 1 quad per year (see Table H).
A $26 billion dollar a year drain thus has the eventual potential of turning into a $5 billion dollar a
year resource. Looking more closely at the table reveals that all locations except Florida have a
net energy gain. As window: can only contribute heating energy and Florida is cooling
dominated, there isn't enough heating savings to counterbalance cooling savings.

To project window energy losses in the year 2012, we assumed that the window stock of
each region would be growing at the same rate as the national housing stock, which we took to be
following the path assumed in the National Energy Strategy (NES 1991). This assumes that the
growth in stock falls from 1.3 percent per year in 1992 down to 0.9 percent in 2012 (Table I).
Further, we assumed that the window stock decay rate would be 2 percent and that sales would
match decay plus growth. We tiien compared the calculated energy loss resulting from two
different patterns of window sales through the year 2012. In the first, the mix of technologies
currently being sold stayed the same; this assumption effectively characterizes the lower bound of
projected gains in window energy efficiency in this period. In the other, only the most energy
efficient and cost effective windows were sold - superwindows in the northern states and
spectrally selective glazings in the southern states; this assumption effectively characterizes the
upper bound of projected efficiency improvements. In this way, we were able to specify a
plausible range in which policy can affect window energy losses. Energy prices of the year 2012
were calculated by assuming that the national energy price rises by fuel type given in the EIA
Annual Energy Outlook 1993 applied uniformly to the regional energy prices (EIA 1993, EIA
1992). '

In the first case, total residential window energy losses declined only slightly over the two
decade period -- by 0.13 quads/year. The improvement of the window stock just counterbalanced
the increase in its size (Table J). This nearly static energy loss, however, can be compared to the
rising energy use of the US, which has had an average 1.6 percent annual growth over the past
decade. Thus, in this static sales scenario, total energy losses through windows declines slightly in
magnitude but declines more rapidly as a fraction of national energy expenditures.
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Despite the small decline in energy loss, however, the cost of the lost energy would still
climb due to rising energy prices. If sales were to remain static, the cost of lost energy through
residential windows would climb to $31 billion per year -- a 20 percent rise in monetary costs.

In the more energy efficient scenario, total residential window energy loss drops by 22
percent to 2.2 quads despite the 21 percent increase in the size of the window stock (Table K).
By the year 2012, residential fenestration policies can thus aim to achieve a 0.6 quad reduction in
our heating and cooling losses, considering only existing technologies. This reduction in energy
consumption will little more than counterbalance the expected rise in energy prices, however, as
this 2.2 quads in 2012 will come at the same $25 billion (1992 dollars) price tag. Thus, unless we
see the most stringent regulations on new windows installed combined with encouragements for
more retrofits, we will still see a rise in the real cost of energy lost through residential windows.

Figure P combines these results with information on past window energy losses to show
the path that these energy losses have taken over the past two decades and the range in which
they are likely to fall in the future. The growing housing stock implied increases in the energy lost
through windows, though the use of storm windows and insulating glass has caused the energy
losses to start to decline. Much of this decline is attributable to the establishment of fenestration
codes requiring minimum U-Values in many states. Without further improvements in the energy
performance of windows sold, through more demanding fenestration codes or other market
forces, This small decline is likely to stay small. Further advances in the sales of energy efficient
windows, however, have a marked potential for decreasing US energy consumption.
Encouragement of more retrofits has the potential to reduce our window energy losses even more
the high energy efficient sales scenario, allowing energy losses to fall closer to the technical
potential.

Conclusion

A detailed analysis of the current residential window stock shows that 2.8 quads of energy
are being used each year to offset heating and cooling losses through residential windows.. With
three percent of our national energy budget devoted to heating and cooling losses through
windows in the residential sector alone and $26 billion per year going to pay the bill, it is
important to understand the energy saving potential of new fenestration technologies and how
best to design regulations and incentive programs to maximize energy conservation.

The adoption of energy efficient window technologies in homes since 1970 has already
resulted in annual energy savings of 0.6 quads -- equivalent to half a percent of our national
energy consumption. Existing technologies such as superwindows and spectrally selective
glazings have the technical potential to save 2.2 quads per year; at current energy prices, the
installation of these technologies would save $18 billion per year in energy bills. Window systems
now being researched have even greater potential -- the potential to turn a 2.8 quad per year drain
into a 1.0 quad per year gain.

Considering only new construction and natural rates of window replacement, strong
energy efficiency standards for windows have the potential to reduce annual energy losses due to
windows by 20 percent by the year 2012, despite an expected 21 percent growth in the window
stock Given a background of an expected 26 percent rise in energy consumption [EIA 1993]
windows thus represent a huge relative opportunity for energy-efficiency improvements.
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These conclusions demonstrate the usefulness of integrating market information with
detailed demographic data and an accurate building energy simulation model. This integrated
model will be a useful tool with wide applicability for fenestration and energy research.

Future Research

This project has demonstrated the impact that advanced fenestration technologies have
had on US energy consumption in the residential sector and the potential savings yet to be
achieved; it has also defined residential windows' contribution to national energy demand. Much
1 :search remains to be done; future research on this project will include analysis of the
commercial sector, the improvement Yf the data set, improvement and implementation of the
market model, and eventual software implementation.

The commercial sector has approximately half as much square feet of windows as the
residential sector. Complicating the analysis of this sector, however are the different energy
demands of the two sectors. Commercial sector analysis will require a different physical model
taking into account the different time-of-day uses of the HVAC system and the lighting savings
achievable from such technologies as electrochromics and spectrally selective glazings.

The data set can be improved significantly in a number of ways. Particularly lacking is
accurate information on the regional distribution of glazing types in stock and in sales, as well as
more disaggregated information of all kinds within regions. California, for example is composed
of several distinct climate zones, yet little to no information is available on glazing distributions
within California. More localized data would facilitate more accurate energy savings calculations.
To this effect, we will pursue three avenues for gathering data. The first will be the distribution of
this report to government agencies, industry analysts, and utilities, to encourage feedback on
improving the data set or model; the second will be a more thorough survey of state energy
agencies for local information on building practices; the third will be a direct survey of builders to
determine window types installed by region.

The implementation of the market model also remains. With more accurate local
information, the implementation of the market model will give a firmer base from which to
forecast energy savings and perform policy analysis.

Finally, with the market model in place, the model will move from spreadsheets into a
software package. Software implementation will then facilitate the distribution and use of the
model.

Acknowledgment

This work was supported by the Assistant Secretary for Conservation and Renewable Energy,
Office of Building Technologies, Building Systems and Material Division of the US Department
of Energy under Contract No. DE-AC03-76SF00098.

14



Appendix A: Market Forecasting

Market Forecasting is a hodge-podge field with many different tools available. These
tools vary in effectiveness, applicability, and data requirements.

The most used market models are variations of the following five: judgmental, linear
extrapolation, econometric, diffusion, and consumer choice. The "judgmental" model simply asks
an expert to make a judgment. In industry, this method is the most commonly used form of
market forecasting. Using individual judgment and intuition has its obvious advantages and
drawbacks. The advantage is the experience of the forecaster in the field and a lack of restriction
to any particular mathematical tool. The disadvantage is that the method is only as good as the
judge. In a sense, what any mathematical model attempts to do is to codify proven expert
techniques; a mathematical model tries to reproduce an expert on a floppy disk or spread sheet.
However, this task is often futile, because once the code is written, it is fixed and can no longer
adapt to new experience and information. Our computer model will be designed as a tool for the
expert "judge" -- to help inform the expert and to allow the expert to better codify his or her
experience. With this objective in mind, it is necessary to examine the formalized models of
market dynamics in order to choose the most appropriate modeling fram=work for the residential
window market.

A linear extrapolation is the crudest form of mathematical modeling of markets. In its
simplest form it simply entails drawing a line through the past data into the future; as such, it is
relatively low in detailed data demands. Linear extrapolation is fair enough for either a steady-
state market or one in which change is occurring at a known, constant rate; this description does
not, however, apply to the window market, as many technologies either have only just emerged in
the market or will do sc in the future, creating a dynamic and unstable market.

The econometric model is one of the most data-intensive models. By measuring a linear
elasticity (change) for demand and supply with respect to a number of variables, like income, cost,
and price, it creates a foundation for projecting where price, supply, and demand will go with
small perturbations in these variables. "Small perturbations" is the key phrase, here; with any
significant change in any variable related to the market, a new market environment is produced.
The actual nonlinearities of real world supply and demand relations make the linear predictions of
an econometric model of decreasing relevance and the large data acquisition necessary for the
model of vanishing worth. Because we do not have the data for a detailed econometric model
and, more importantly, because we are interested in large changes in the market, an econometric
model is also inappropriate.

The diffusion mode! rests on the observation that adoption of new, cost effective
technologies does not occur instantaneously, as assumed by microeconomic theory, but follows,
roughly, a logistic curve: first, a few innovators pick up the technology; then, as others observe
that the new technology can work, they become reassured and adopt the technology themselves,
increasing demand and decreasing price through economies of scale. More consumers then
purchase the new product at the economy-of-scale price until the market nears saturation, and
sales stabilize at replacement rates. The data requirements and mathematical detail of the
diffusion model are less cumbersome than those of the econometric model; one must estimate the .
potential market for the technology, which in the case of new windows is some subset of the total
window market, and use historical data to estimate the speed of the logistic acceptance. A

15



diffusion model is limited, however, as it is based on an aggregate phenomenon and thus is not
applicable to the prediction of individual purchases.

Discrete consumer choice models come in a wide variety of complexities and formats.

The most simple is the neoclassical microeconomic model, which assumes that the consumer is
all-knowing and perfectly rational according to economic standards and makes decisions
according to a straightforward cost-benefit analysis. As this model makes no attempt to model
dynamic market effects and fails to straightforwardly account for non-price variables, it is
unsuitable by itself for market forecasting [Stern 1986, Lutzenhiser & Hackett 1991]; however,
its implied framework of cost-benefit analysis is a useful tool for estimating market potentials.

A new generation of models takes more sophisticated psychological dynamics into
account. One of these models is the logit model [Cowing and McFadden 1984]. Motivated by
the fact that consumer choices do not fall strictly into line with the micro economists' cost-benefit
analysis, logit models postulate that the consumer has a desirability function, similar to the utility
function in the traditional micro framework, which, instead of indicating what is definitely chosen,
gives a probabilistic weighting to the consumer's choices. The consumer then uses a random
decision-making process, with probabilities weighted by the exponentiated desirability function.
In application, this explanation of consumer choice appears to be ad hoc and is often simply used
to avoid having to model a heterogeneous population, highly non-uniform in their decision
criteria. If one ignores the explanation of dynamics and derives a tautological desirability function
for a given population from the observed market behavior, then one can ask the question, "Will
this model be adequate for predicting future market dynamics?" This case is similar to the case of
deriving linear elasticity functions from market behavior and using an econometric model; for |
small changes in the market, the model will work well enough, but if the market is dynamic -- as
the residential fenestration market now is -- then the predictions of the model will diverge quickly
from what's observed because of a lack of foundation in actual dynamics. The market is not
characterized by one uniform decision criterion, but by a collection of heterogeneous decision
makers.

Other discrete decision models, called adoption process models, attempt to root their
modeling in the details of the decision-making process, accounting for the different stages in the
mental process of adopting a technology and how societal factors may affect these steps
differently [Kendall and Cates 1991]. They typically divide the decision making process into a
number of steps. An example divides the market population into a set of consumer mental states
regarding the technology: Unaware, Aware, Adopting, and Not Adopting. There will then be an
associated matrix which specifies the probability that someone in a particular state will transform
into another state; the coefficients of the matrix are estimated from historical data. The flow of
population into the Adopting state is equivalent to sales.

In choosing what kind of model to use, it is important to consider the data reqmrements of
the model, the data available, and the context for use of the model. In this case, data are available
on yearly sales of different window and frame types from AAMA, NAHB, and NWWDA, and
some limited information on window stock is available from RECS, aggregated to the federal
region level. Cost data can be obtained from NAHB [Koomey et al 1991] or by doing some
phone shopping (leading to the odd observation that prices vary by orders of magnitude for the
same product from one source to another). More detailed information may in the future be
obtained by contractor and home owner surveys, but a yearly supply of such surveys would be
necessary to warrant the use of the econometric or logit type models on grounds of increased
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accuracy. More important, however, is the intended audience of the model. The complexification
of models works in the opposite direction of communication, toward obfuscation. A survey of
the literature on econometrics or logit analysis releases a dense pile of mathematica. Lacking a
clear presentation of the derivation of the results, however, the decision maker is left to either
have blind faith in the results or to blindly doubt them. It is important for the process of
forecasting to be communicable to the decision maker, along with the results.

For reasons of data availability and communicability of process, we use a diffusion-based
model for market forecasting; we use historical analogy to set diffusion rates and a combination of
historical, psychological, and microeconomic analysis to estimate market potentials. Such a
model will be more versatile in accommodating users' experiential knowledge of market behavior
and be less obscured by unnecessary and inappropriate mathematical complexity.

Appendix B: Calculation of Database Parameters from Existing Data

The first step in the process of calculating the energy implications of windows is the
characterization of the window stock. In the optimal case, we would know exactly where all of
the windows were, what the climate was like in the area, and how people behave with regards to
window installation and use; then, if we had unlimited computing time, we would model each
window separately. However, we have neither such specific data nor such amounts of computing
time, so the inputs must be aggregated to a level appropriate for the data sources and the research
resources. To facilitate calculation, the window stock was broken down into a number of distinct
sub populations characterized by particular climates and socio-economic environments -- the most
relevant socio-economic factor being building code applicability. Each sub-population was then
be treated as a separate unit in calculation. The particular sub-populations have been chosen to
reflect available data and magnitude of window sales.

The data are available at many levels of aggregation. On the one hand, the Statistical
Abstract offers some data at the state level. On the other hand, some of the data necessary for the
project are only available from RECS at the level of the Four Federal Census regions. For the
purposes of this study, information will be aggregated to the level of twelve regions (Figure O).
These regions correspond to the nine Federal Census sub-regions, with finer detail given for
California and Florida and a splitting of the Mountain States Region into two regions. This choice
reflects the wide use of these approximate breakdowns of the states in many data sources, the
large window sales (and therefore relevance of window technologies' impacts) in both Florida and
California, and the necessity of treating parts of the Mountain Region separately, because of
extreme climate variations across the region. The choice to neglect Alaska and Hawaii resulted
from the lack of data on window sales in these states and their small window stocks, estimnated at
less than one percent of the total US window stock. In future studies aggregated at the state
level, these states should be included. Where significant differences exist between states within a
given study region, they will be effectively disaggregated by applying separate calculations to
different fractions of the study population but will be aggregated in output results. Again, in
future studies at the state level, these differences will be reflected in the more disaggregated
outputs.
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Total Window Area

There is no one existing source which claims to characterize the window stock in the US,
so an approximation of the stock had to be derived from figures available from a number of data
sources. The number of households is available by state from the Statistical Abstract, and the
average square feet per household is available from RECS by Federal Census region. To translate
these figures into the window stock, one must know the relationship between square feet of floor
area and window installation. This relationship is by no means straightforward, but a rough cut
can be made by estimating the average area of installed window per area of constructed floor
space. Estimates of window area per housing unit range between the equivalent of ten and twenty
percent of floor area, depending on the location, builder, and building type. Some more precise
estimates in the Northwest have been done by the Northwest Power Planning Council [NPPC
1990]. The NPPC estimates range from 10 percent in Montana to 17 percent in Oregon,
indicating that the warmer the state, the higher the glazing fraction. Also, figures are available
from Huang et. al, broken down by housing type [Huang et. al. 1991]. Given figures for window
to floor ratio estimated from these sources, one can then estimate the total glazing area by study
region illustrated in Figures L and M. Taking California as an example, the Statistical Abstract
gives the figure of 10 million households while RECS gives a figure of 1600 sq ft per single-family
home, 910 sq ft per multi-family home, and 1000 sq ft per mobile home. Estimating an average of
17 percent glazing to floor fraction in single family homes and 13 percent in multi-family and
mobile homes, this gives 2.0 billion sq ft of windows in the California housing stock. The other
regions' window areas were calculated similarly. From the uncertainties in each of these figures,
an error bound of plus or minus 10 to 20 percent is reasonable on these window stock
magnitudes.

Characterizing the details of the window stock composition is a more difficult task. RECS
has figures by Census region on how many windows per state have glazing better than single
glazing (including storm windows) for 1987, but for greater detail on glazing type and any detail
on frame type, extrapolations must be made from past sales and construction data. Regional sales
data exists by frame type from both NWWDA and AAMA. Given the total sales of vinyl frames
and thermally broken aluminum frames from national level data and the past local ratios of
aluminum to wood sales, an estimate of the frame composition by state can be made. However,
these sales figures are in window units, not in square feet of window surface, as the stock figures
are. The simplest way to translate these figures into square feet is to multiply the window units by
the mean area per window unit, estimated to be roughly 12 square feet, though this figure varies
region to region and vintage to vintage.

Frame types

As an example, California has a window stock of approximately 2.0 billion sq ft.
NWWDA's regional data, in 1990 show that California accounted for approximately 1.7 percent
of vinyl frame sales. Extrapolating this percentage to past sales, which total to 45 million units,
and assuming average window size of 12 sq ft, this implies a California vinyl window stock of 16
million sq ft. As vinyl frames have only been on the market for a little more than a decade, about
a third of the average window life span, the finite life span of the window can be ignored in
calculating the stock from sales. Similarly, 90 percent of the sales of aluminum frame with
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thermal breaks have been made in the last decade, so the life span question can be ignored. A
similar calculation then gives 110 million sq ft of thermally broken aluminum frames.

An estimate of aluminum and wood frame stocks can then be made by assuming that the
ratio of the stocks of aluminum frames to wood frames is equal to the ratio of the average yearly
sales (equivalent to assuming that the life spans of the frames are the same). However, regional
data only exists for 1988-1990 in the NWWDA study, so the use of the average flow of this
period will disguise previous variations in the flow. National data exist for the 1968-1991 period
from AAMA, and the mean ratio of aluminum sales to wood sales over this period was 1.3, as
opposed to the same ratio from the same data, taken over the 1988-1990 period, which is 0.69.
From the NWWDA data, the mean ratio of sales in California was 6.6. Adjusting for the longer
term variations in aluminum and wood window sales evident from the AAMA data gives a ratio of
10. Thus, given the total window stock, the constitution of that stock is estimated as 1.7 billion
sq ft of aluminum frames without thermal breaks, 110 million sq ft of thermally broken aluminum
frames, 190 million sq ft of wood frames, and 16 million sq ft of vinyl frames.

Glazing Types

Very little data exist on local sales of advanced glazing systems. The most detailed data
come from NAHB for single-family detached home construction. NAHB gives the average
number of glazing layers installed in 1987 by state, as was illustrated in Figure H. The survey,
though, has problems with small data sets and states with few or no responses. Further, because
it surveys only new construction, it does not necessarily represent most of the market. Advanced
glazing systems have only had a recent history, however, national data are available for all of their
sales and these sales over the years can be summed to get the total amount installed. A
reasonable estimate of the distribution of advanced glazing can then be calculated by assigning
location to the advanced glazing stock based on the window stocks of the regions weighted by the
NAHB advanced glazing sales data (alternatively, the RECS storm window installation figures
could be used, but different dynamics cause the installation of advanced glazing systems and
storm windows, as is evidenced by California's exceptionally low storm window installation rate
and rather high rate of installation for windows with multiple glazing layers). Because the NAHB
results have shown an anomalously high figure for double or better glazing in the South Atlantic
Region, this data point was thrown out and the average of Florida and the Mid Atlantic region
was used for the South Atlantic area.

The results of calculations for the glazing systems and frame types by region are illustrated
in Figures L and M. Storm window distribution derived from RECS data is illustrated in Figure
N. For practicality, it was assumed that storm windows werz applied randomly across the
window stock. There may, however, be a stronger weighting toward less efficient glazing
systems, so some small error in the resulting energy calculation may be found from this
assumption. The residential window stock resulting from these calculations is given in Table L.

Appendix C: Brown, Arasteh, and Eto
In 1991, Brown, Arasteh, axid Eto compared the energy savings implications of two

policies having the effects of 25 percent and 90 percent market penetration, respectively, of
advanced fenestration systems by the year 2005. In the North Central federal region, which is
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heating dominated, the appropriate technology was determined to be the superwindow, a triple
glazed window with two low-e coatings, argon fill, and a highly insulating frame. In California,
most growth is projected to occur in the Central Valley where cooling is more of a concern, so
the appropriate technology was determined to be a double glazed window with argon fill,
spectrally selective glazing, and an insulating frame.

Using PEAR, a DOE2 regression model similar to RESFEN, and reasonable assumptions
about the volume of window sales and size of the window stock in these regions, the yearly
energy savings from the use of advanced technology windows was calculated. For the North
Central federal region, it was found that the savings from avoided cooling energy was negligible,
but that the heating savings were significant. Moreover, the energy efficiency policy case of 90
percent market penetration led to an energy savings of 2 TBtu per year by 2005, as opposed to
the "no policy" case, leading to an energy savings of only 0.4 TBtu. The benefit to cost ratio for
the superwindow varied by heating type, but using 1988 energy prices and a seven percent
discount rate, it was found to be 1.2 for gas heating, 2.1 for homes with heat pumps, and over 4.3
for electrically heated homes ( a benefit-cost ratio of greater than one implies that from an
economic perspective, a project should be undertaken).

Similarly, using PEAR and applying the results to California, there were found to be
significant savings from converting to new technologies. There were significant cooling savings -
1.2 TBtu/yr and 0.3 TBtu/yr for the efficiency policy case and no policy case respectively-, but the
big savings was found to be in heating energy. The no policy case led to a heating energy savings
of 1.2 TBtu/yr, but the efficiency policy case had the effect of inducing a savings of 6.4 TBtu/ yr.
‘The differences in the savings in these two regions is large, but has more to do with the size of the
housing market and housing stock than with the effectiveness of the technologies. Again, the
benefit to cost ratio varied in Califc nia from one heating and cooling system to the next, but they
were, in all three examined fuel types, greater than one.
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Figure A: Thermal Transfer through a Window

(,—-q;>$ _&5 Radiation

Forced
Convection

Convection
and Conduction

Thermal
v ’ Radiation

~ Infiltration

25



Figure B: Frame Sales over Time
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Figure H: Mean Glazing Layers per Windiow in New Single-family Homes, 1987
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Figure K: Window Energy Conservation Model Flow Chart
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Figure M: 1992 Glazing Stock by Region
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Table B: US Residential Fenestration Sales, 1974 to 1991

Frame Material Type
Total Wood  Vinyl Aluminum Storm Windows
Year Non-Broken  Thermally Broken
74 17 71 0 9.4 0 30.5
75 16 6.9 0 8.6 0.09 315
76 16 6 0 8.6 0.95 33.1
77 19 71 0 10 1.8 36.5
78 21 7.1 0 10.9 2.7 38.1
79 17 5.9 0 8.7 25 342
80 26 10.1 0.54 11.8 33 27.2
81 27 11 0.41 11.6 35 21.1
82 23 8.7 0.69 8.4 47 15
83 31 12.5 0.96 10.9 7 1741
84 32 116 1.7 114 7.7 17.4
85 36 15 3.6 8.8 8.1 173
86 37 16 4.4 8.4 7.8 17.8
87 40 18 5.5 83 7.7 16.6
88 39 19 6.2 7 7 14.3
89 38 19 6.8 6 6.5 121
90 35 17 6.7 48 6.1 10.5
91 33 16 7.3 3.9 57 8.9
Glazing System Type
Single Double Triple
Year Plain Argon Fill Low-e Coating Low-e and Ar Plain Low-e and Argon
74 107 6.3 0 0 0 0 0
75 93 6.7 0 0 0 0 0
76 8.5 7.3 0 0 0 0.16 0
77 89 9.5 0 0 0 0.57 0
78 84 12 0 0 0 0.84 0
79 68 10.1 0 0 0 0.85 0
80 86 15 0 0 0 1.6 0
81 8.9 16 0 0 0 1.9 0
82 74 15 o 0 0 1.4 0
83 99 19 0 0 0 1.6 0
84 96 21 0 0 0 1.3 0
85 9.7 25 0 0.36 0 1.08 0
86 8.5 24 0.37 3.7 0 1.1 0
87 8 24 0.8 0.8 6.8 1.2 02
88 6.63 19 27 0.39 10.1 1.3 0.2
89 57 17 3.8 0.38 10.2 14 0.45
90 4.9 16 39 0.18 8.1 1.5 1
91 43 15 4 0.17 . 7 1.7 1.6

1 — All Figures in millions of units sold
2 — Sales in italics are extrapolations
3 - Sources — AAMA 1971 - 1991, Azon 1991, Barbee, C 1988, Cunningham, R 1991, Energy Design Update 1989 and 1992, NWWDA 1890
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Table C: Heating and Cooling Equipment - Fraction of 1985 Housing Stock

Heating Equipment Cooling Equipment

Region Gas Electric HeatPump Oil Other Air Conditioner Heat Pump
New England 044 0.09 0.005 04 0.11 046 0.005
Middle Atlantic 04 009 0.04 05 0.02 0.66 0.04
East North Central 0.74 0.06 0.01 01 012 068 0.01
West North Central 0.74 0.06 0.01 0.1 0.09 068 0.01
South Atlantic 042 0.18 0.11 01 021 082 0.1
Florida 046 032 0.09 0 0.09 0.88 0.09
East South Central 042 0.18  0.11 0.1 021 085 0.1
West South Central 042 032 0.09 0 0.13 0.87 0.09
Mountain North 049 026 0.03 0 018 0.24 0.03
Mountain South 0.74 0.11 0.05 0 0.09 044 0.05
North West 049 026 0.03 0 0.18 0.24 0.03
California 074 0.11 0.05 0 0.09 044 0.05

Source - RECS 1989

Table D: Efficiency of Heating and Cooling Equipment Stock

Heating Fuel Stock Energy Efficiency Ratio * Units

Electric 34 (Btu/hr - out)/(W - in)
Gas 0.672 (Btu/hr - out)/(Btu/hr - in)
Qil 0.758 (Btu/hr - out)/(Btu/hr - in)
HP 5676 (Btu/hr - out)/(W - in)
Cooling Equipment

AC 8.2 (Btu/hr - out)/(W - in)

HP 84 (Btu/hr - out)/(W - in)

* = not including duct losses, estimated at 30%
Source - LBL-REM 1992
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Table I: Assumed Housing Growth and Energy Price Rise

I | l
Energy Prise Rise

Year | Housing Growth | Primary Energy | Electricity | Nat Gas Qil
1992 0.013 0.003 0.005 0.013 | 0.017
1994 0.0125 0.003 0.005 0.013 | 0.017
1996 0.0125 0.014 0.003 0.017 | 0.017
1998 0.012 0.014 0.003 0.017 | 0.017
2000 0.011 0.015 0.01 0.025 |0.017
2002 0.01 0.015 0.01 0.025 | 0.017
2004 0.001 0.015 0.01 0.025 |0.017
2006 0.009 0.008 0.001 0.007 | 0.016
2008 0.009 0.008 0.001 0.007 |0.016
2010 0.009 0.01 0.002 0.015 |0.017
2012 0.008 0.01 0.002 0.015 | 0.017
Sources NES 1992, Annual Energy Outlook 1993

48




124

8¢
98’0
144"
8.0
L't
4
gl
144
6l
s
8'S
(X4

9T

(4]
860°0
$20°0
£€80°0

4]

1’0
$20°0
ce0

IT°0

290
wo
S0

(z661) uonpqs iA;spenb

iejol

ocy

[A%
8.0
Zl
6¢C
66
13
0.
¥9
6l
1% 4
i€
L'l
wngl
Bujjoo)n

00¢cc

0L}
16
Zl
08
001
ovi
oy
05¢
061
029
oLy
orl
Hmig)
BugesH

09¢

Sl
8l
}
1
143
ot
S¥0
9S
9l
0L
I8
St

mgl  Amgr AmglL

1BY10

0gE

9l
14
o
17>
vy
Ll
(A
114
Ll
34
08l
0s

1o

(€661) VI3 %00n0 ABsau3 [enuuy 6o w0l USHE] SusHe|eas] aoud ABseuz - £
(1661 - 30Q) Z Xauuy [eojuyo] ABajens ABieu3 euojieN Lol uaxe) sised.0) YymoiB BuisnoH — 9

(z661 vI3) 0661 Hoday ainypuadx3 pue aoud ABISUT 9l8}S W0 USHE) 830l ABRUT - §
(1661 ¥ ‘ueAlins ‘2661 dnoi BupyBiikeq pue SMOPUI) SiSPOW UofiEINLAS MOPUIM N3 JISTN PUR 0% MOPUIA Buisn paausp sassol ABieu3 - ¢

(2661 187) W3Y-181 Pue (6861 JOA) SOIY WOJ) SI|IUSIOYS pue 42018 OYAH — €

(siiejop Joj @} 99s) shanuns xoo)s Bujsnoy pue ejep sajes jsed Woij paaLap }20}S MOPUIM —~ Z
9d1 pue poom Ajuewnd s YO ‘Jusuidinbs Bujioos pue Bugeay Aq pawnsuod Ayoindaje Arewpd s) AoLoei3 - |

oovi

ovi
SS
v'e
14
Zs
89
9
ol
0si
o6v
o8l
69

061

St
£9
6¢
6'S
8¢
8l
(¥4
€€
8
¥4
61
L'S

IKYML

174

S¢
S0
0
¢90

S

Vi

A

Le

Ll

1 44

9¢

i

"y "bs uolliq
seo [eimeN Aouos|3  4o0}S MOPUIAA [eRuapisay

1elol sn

Blulojijed

JSOM YUON

ynog uiejunopy
YuoN utejunopy
jenuad yInos JSa\
[enuad yincs jsegz
epuoj4

Jjuepy yinosg
jenua) Yyuon Isam
lesua) yuon jse3
Jnueny piN
puejbug maN
uoibay

sdjes 2ije)s ‘Z1L0Z - $9ss0 ABidug MOpUIp :f dlqel

&9



sz 917
ze L0
zL0 180°0
zeo0 8100
€90 290°0
¥z S1°0
Sl £1o
¥l 1500
£¢ A
gl Lo
vy 150
A 8c0
gL g1'o
(ze61) uoniiqs iA/spenb

lejor

(£661) VI3 Xoopno ABIBu3 |enuuy €661 WO US)E) Suojiejeds] edjid ABieul ~ £

(1661 - 30Q) Z xauuy [eojuyse} ABajess ABIsu3 (euoyeN woy uaxe) 8jseda10) Uwmoib Buisnoy — 9

(2661 VI3) 0661 Hoday amypuadx] pue aoud ABieu3 aiBjS wouj usxe} saoud ABeul - §

(1661 ¥ ‘UeAlINS 'Z66} dnoi BupyBikeq pue SMOPUIAN) S{OPOW UCHEINWIS MOPUIM NIISTY PuB 0y MOPUIAA Bursn paauap sassoj ABJau3 — ¢
(z661 197) W3y-181 Pue (6861 30Q) SOTY W0J) S3[OULHOYJS PUB XI0}8 DVAH —~ €

(sife19p 1o} e} 938) sAaains 008 Bujsnoy pur Bjep sales jsed Wiol) PAALISP 3OO} MOPUIM —~ Z

9d1 pue poom Kuewyd sj 18O ‘Juswdinbe Buiood pue Bupeey Aq pausnsuod Ayonoeie Arewpd 8] Ayo0e3 — |

oce 0081 oic 06¢ 00ti 091 1574 fejol sn
74 ovi cl i Okt 4 §C eluioje)
190 18 Si 1% Sy €S S.°0 IS9M YuoN
1’6 98 S0 €800 69 6¢ 144Y) yinos uejuncy
ve S9 4 9¢ 9t 8y . 90 YUoN uejunoly
SL L Ll £t 6¢ 6¢ X4 |enjuad yinosg Issp
L2 00l 174 98 LS 14 vi jeua) yynos jse3
€S St ¥€0 SI0 4 ol A epuojd
6v 061 (A4 ol S6 74 e Jnpuepy yinog
9l 09l €l Si oci 89 A {enuad Yuop 3sem
e 0€s 6S 1> V134 8l vy jeuad yuon ise3
9c 0S¢ 69 09l 091 Ll 9¢ nueRy piIN
S9 oci el 114 6S vy Vi puejbuz meN
AmglL wmal WmgL JAmgL  JAmgl JAYML "y "bs uoliq uoibay
Buijood BupeoH 48410 IO se9[einjeN Ayouloa|3  %90jS MOPUIM [equapisay

ZL0Z - 2661 PIOS SMOPUIM Z661 dlqe|ieAy 3sag AjuQ ‘ZL0Z - sassoT ABiaug mopuim ) 3jqel

(=
wn



¥€0 LEO ¢C
[ ci ¢t¢
0 0 gl
8l GC 67
0 L'}
0 [4
0 ce
0 6¢
158 ¢¢c 9¢
Sl S¢ 9¢
L0 620 Lt
10 620 8¢

(=~ N = R =]

10dns-M M ++P-M IV+P-M Bj+P-M P-M S-M 3GV ++P-Q1'IV JV+P-GI'IV 81+P-Q¥'IV P-QVIV S-QiIV P-IV S-Iv Y bs uolig
’20}S jeuolBay Jo Jusosad

.tbv:_;._&:onto%n.ivcu?tﬂn_3.n-u:oui&.(.uca-ooo.;o.&o_.::8»5_!o.a:ov.ooﬂa!&a»t.::oﬁﬁio.o:ﬁ..oouu.uoﬁ:ovo_v.ouc.oo_u:_nkn

Ll €0 L'}
9l IE0 61
A o 98}
e 6€0 69
cl €20 It
St 820 Ol
9t €0 98
(A 6€0 ¥l
9¢ 60 9
9¢C 8vy0 9t
Lc S0 Lg
LT 250 ¢S

ct
Ll
1€
14
6L
L
9c
0c
LI
Ll
8l
i

20
160
0
€60
0
0
0
0
9z0
620
€00
9200

L
8l
i

i
€80
150
vo
€50
o
o
o
¥e0

¢l
€l
3

8.0
190
A
620
6€0
€0
620
€0
LAY

€20
20
c0
SL0
Lo
L1200
§S0°0
¢l00
9500
GS00
2S00
S¥0°0

1
St
9l
9¢
9l
8¢
9l
ST
by
19 4
(A4
oY

€T
1>
8¢
S’y
14
l'e
A 4
9t
61
4
4
6l

6¢
1514
ce
ov
174
[4%
14
[44
174
174
¥4
98

Vs
ov
14°]
°14
LS
1
(34
4%
36
S5
86
S€

“PooM Jo JAUIA S} M "¥E8Iq euLIey S| ) wnujwn(e i [y

v0Z ejuiojed
19°0 1S90 YUON
8Z'0 yinos ujeunon
150 YHON ujejunoly
10T [eJ3ua) yInos Jsom
Si'L [eajued yinos jse3
86°0 eppol4
{4 opueny ynos
6c’} [e13uaD YUON ISSM
85’ [enuad YuoN isel
¥6'Z apjuejiv 3IPPIN
NS pueiBug maN

uopeindod
iejoL

uoibay Aq suonejndod MOpUIA [el3uUapISay Z661 -1 dlgel

-

wn









