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1. INTRODUCTION tires.First,itmakes the computationalca_
The Computer Hardware,Advanced Math- pabilitiesof scalableparallelcomputers avail-

ematics,and Model Physics(CHAMMP) pro- abletoscientistsusingCCM2 forglobalchange
gram (Department of Energy 1990) seeks to pro- studies, allowing increases in spatial resolution,
videclimateresearchers withan advancedrood- incorporationofimproved processmodels,and

elingcapabilityforthe study of globalchange longersimulations.For example, the 16 gig&
• bytesof memory on a 128-processorIBM SP1issues.Currentgeneralcirculationmodels are
usuallyappliedatcoarsespatialresolutionwith allowssimulationsatspectralresolutionsgreater
minimal couplingbetween ocean,atmosphere, than T200 (0.6degreesby 0.6 degreestrans-

and biosphere.As a firstgoalin the program, formbfid). Second,itprovidesa testbedthat
state-of-the-artmodelsarebeingadaptedforex- can usedtocompare theperformanceofcur-
ecutionon scalableparallelcomputers.(A par- rentscalablecomputersand conventionalvector
allelcomputer issaidto be scalableifitsper- computersand toinvestigateissuessuchas load
formance can be increasedby adding proces- balancing,parallelI/O, and couplingthat &re
sots. The In,elParagon, IBM SP1, Thinking |mportantforfutureparallelmodels.

l_..chinesCorporationCMS, and Cray T3D are PCCM2 uses a message-passing,domain-
extmples:eachcan incorporate10- I0_ micro- decompositionapproach,inwhich each proces-
processors.)Accomplishment of thistaskwill sot isallocatedresponsibilityforcomputation
laythe groundwork forthe couplingofoceanic on one partofthecomputationalgrid,and rues-
and atmosphericmodels to produce advanced sagesare generatedto communicate data be-
climatemodels withimproved processrepresen- tween processors.Much of the researcheffort
tationsand capableof exploitingthe teraflops associatedwithdevelopmentof a parallelcode
computersthat are expected to become avail- of thissortisconcernedwith identifyingeffi-
ablelaterthisdecade, cientdecompositionand communication strate-

gies.In PCCM2, thistaskiscomplicatedby
One of the more ambitiousprojectsbeing theneedtosupportbothsemi-La.grangiantrans-

undertakenintheCHAMMP program isthede- port(formoisture)and spectraltransport(for
velopmentofPCCM2, an adaptionoftheCorn- otherfields).Load balancingand parallelI/O
reunifyClimateModel (CCM2)for scalablepar- techniquesarealsorequired.In thispaper,we
allelcomputers. This projectinvolvesa team reviewthe variousparallelalgorithmsused in
ofcomputer scientists,appliedmathematicians, PCCM2 and thework done to arriveat a vali-
and climatemodelersatArgonne NationalLab- datedmodel.
oratory(ANL), Oak Ridge NationalLaboratory
(OB.NL), and the National Center for Atmo-
sphericResearch(NCAR). InSeptember1993,a 2. THE NCAR CCM

significantmilestonewas reachedwhen PCCM2 Over the pastdecade,the NCAR Climate

was validatedwith respectto the CRAY ver- and GlobalDynamics Divisionhas provideda
sionofCCM2 and a five-monthsimulationwas comprehensive,three-dimensionalglobalatmo-
performedsuccessfullyon the512-processorIn- sphericmodel to universityand NCAR scien-
telDeltacomputer. This isbelievedto be the fistsforuse in the analysisand understanding
firstvalidatedimplementationofa globalatmo- ofglobalclimate.Becauseofitswidespreaduse,
sphericcirculationmodel on a scalableparallel themodel was designateda Community Climate
computer. Model (CCM).

Development of PCCM2 servestwo objec- The most recentversionof the CCM,
CCM2, was releasedtothe researchcommunity

*Correeponding ==uthor addre_: Ian Foater, in October 1992 (Hack et al. 1992; Bath, Rosin-
Mathematica and Computer Science Division, Arg- ski, and Olson 1992). This incorporates im-
onne National Laboratory, Argonne, rlllnois 60439; proved physical representations of a wide range
foater_Dmca.ard.gov, of key climate processes, including clouds, ra.
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Figure 1" Shallow-water algorithm comparison on Intel Delta (see text for details)

diation, moist convection, the planetary bound- 3. PARALLEL ALGORITHMS
ary layer, and transport. Changes to the pa-
rameterized physics include the incorporation of CCM2 incorporates two major dynamicsalgorithms: the spectral transform method
a diurnal cycle, along with the required multi- (Eliasen, Machenhauer, and Rasmussen 1970;
layer heat capacity soil model; major improve- Orszag 1970) and semi-Lagrangian transportments to the radiation scheme, including a 6-
Eddington :,olar scheme (18 spectral bands); a (Williamson and Rasch 1989). The spectral
new clol,d albedo parameterization; a new cloud transform method is used for the approxima-
emissivity formulation using liquid water path tion of all terms in the equations except for the
length; a new cloud fraction parameterization; advective term in the moisture transport equa-
and a Voigt correction to infrared radiative cool- tion, which is updated using a semi-Lagrangian
ing in the stratosphere. Gravity-wave drag and transport method. The spectral transform pro-
explicit planetary boundary layer parameteriza- ceeds in two stages. First, the fast Fourier trans-
tions are now included, and the moist adiabatic form (FFT) is used to integrate information
adjustment procedure has been replaced with a along each east-west gridline in the longitudi-
stability-dependent mass flux representation of nal direction, transforming physical space data

to Fourier space• Second, a Legendre transform
moist convection, is used to integrate the results of the FFT in

The spherical harmonic (spectral) trans- the north-south, or latitudinal, direction, trans-
form method is still used for the horizontal dis- forming Fourier space data to spectral space. In
cretization of vorticity, divergence, temperature, the inverse transform, the order of these opera-
and surface pressure, but a semi-Lagrangian tions is reversed. In addition, numerous calcu-
transport scheme has been substituted for the lations are performed to simulate other physical
advection of water vapor as well as for an arbi- processes such as clouds and radiation, moist
trary number of other scalar fields (e.g., cloud convection, the planetary boundary layer, and
water variables, chemical constituents). The surface processes. These other processes share
vertical coordinate now makes use of a hybrid the common feature that they are coupled hot-
(or generalized a) formulation. The model has izontally only through the dynamics• These
been developed for a standard horizontal spec- processes, collectively termed "physics," have
tral resolution of T42 (2.8 degrees by 2.8 de- the important property of being independent for
grees) with 18 vertical levels and a top at ap- each vertical column of grid cells in the model.
proximately 2.9 mb. The model code has also The parallel algorithms employed
been entirely rewritten with three major ob- in PCCM2 are based on domain decomposi-
jectives: greater ease of use and modification, tion techniques. The three-dimensional data
conformation to a plug-compatible physics in- structures containing model variables are de-
terrace, and incorporation of single-job multi- composed in two dimensions to obtain a hum-
tasking capabilities, ber of contiguous blocks. Two such blocks,
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Figure 2: Modeled and observed execution times of shallow-water testbed on Intel Delta

one from the northern hemisphere and one from to move between the latitude/longitude decom-
the southern hemisphere, are allocated to each position employed in physical space, the lat-
processor, which performs the computation re- itude/wavenumber decomposition employed in
quired for those blocks and communicates with Fourier space, and the latitude/vertical decom-
other processors when data located in other position employed during Fourier transforms be-
blocks is required for a computation. North- tween the two spaces. Second, communication
ern and southern latitudes are paired on pro- is required within the Gaussian approximation
cessors to take advantage of symmetry in the of the Legendre transform into spectral space.
spectral transform. Further details on the ba- The latter operation is achieved using a parallel
sic strategies and data structures employed have vector sum algorithm (Drake et al. 1993); other
been provided in a previous paper (Drake et al. algorithms have been found to be slightly more
1993). efficient in some cases, but are harder to inte-

grate into PCCM2 (Worley and Drake 1992).
A variety of different domain decomposi-

tions, and hence parallelalgorithms, are possible The semi-Lagrangian transport method
(Foster and Worley 1993). Currently, PCCM2 used in CCM2 updates the value of the mois-
uses a latitude/longitude decomposition ofphys- ture field at a grid point (the arrival point, A)
ical space, a latitude/vertical decomposition by first establishing a trajectory through which
during FFTs, and a latitude/wavenumber de- the particle arriving at A has moved during the
composition of Fourier space. Spectral space, current timestep. From this trajectory the de-
which is reached by a Gaussian approximation parture point, D, is calculated, and the moisture
of a Legendre transform, is dimensioned M by field is interpolated at D using shape preserv-
N, where M is the highest Fourier wavenum- ing interpolation. Since the semi-Lagrangian
ber and N is the highest degree associated Leg- transport occurs entirely in physical space, these
cadre polynomial. Spectral space is decom- calculations are decomposed by using the lat-
posed in M only; the N dimension is replicated itude/longitude decomposition used to paral-
over processors. The physical space decom- lelize the physics and spectral transform. Com-
position allows "physics" computations to pro- munication is then required whenever D and A
ceed without communication within each verti- are on different processors. In the current im-
cal column, while the latitude/vertical decompo- plementation of PCCM2, this communication is
sition allows the FFT to proceed without com- achieved by extending tile arrays on each proces-
munication within each longitude. Communi- sor so that "overlapping" regions are assigned to
cation is nevertheless required in two places, neighboring processors. Overlapped portions of
First, matrix transpose operations are required the array are updated prior to each timestep via
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Figure 3: Speedups from load balancing

interprocessor cc.mmunication, so that calcula- utilized in general circulation models, so as to
tions on the difl\_rent processors can proceed in- maximize the applicability of results to these
dependently. This strategy has the advantage models. In particular, it has been extended with
of simplicity. However, it is computationally in- vertical levels.

efficient, as the distance travelled (and hence Preliminary results suggest that the op-
the required overlap region) can be as high as timal parallel algorithm for computers such
16 grid points near the poles at T42 resolution, as the Intel Paragon may employ a lati-
Improved parallel algorithms that reduce corn- tude/longitude decomposition of physical space,
munication requirements are a topic of current a latitude/vertical decomposition for FFTs, and
research, a M/vertical decomposition of spectral space

and may, furthermore, employ a recursive sum-
4. ALGORITHM COMPARISONS mation algorithm for the approximation of the

Legendre transform (LT). Like PCCM2, this al-
The domain decompositions and parallel al- gorithm requires a matrix transpose; however,

gorithms employed in PCCM2 are not the only the use of an N/vertical decomposition rather
ones possible, nor necessarily the most efficient, than an N/M decomposition in spectral space
Hence, empirical and analytic studies have been halves the number of transpose operations re-
conducted to provide a detailed understanding quired.
of performance issues in various parallel algo-
rithms/Foster and Worley 1993). The empiri- Figure 1 shows time required for 25 time
cal studms utilize a parallel shallow-water equa- steps as a function of processor count on the 512-
tion solver designed specifically for these exper- processor Intel Delta, for four different paral-
iments. This code is derived from the sequential lel algorithms and three different spectral trun-
Fortran code STSWM developed for numerical cations. (Notice the use of log scales.) The
studies of the shallow water equations (Hack and three sets of curves are, from top to bottom,
Jackob 1992). It incorporates a wide variety of for T85, T42, and T21 resolution. The parallel
algorithm variants in a modular fashion. Care algorithms studied are parallel FFT/recursive
has been taken to ensure that experiments are summation LT (0/0); transpose FFT/transpose
as fair as possible; that is, that one algorithm is LT (1/1); parallel FFT/transpose LT (0/1); and
not unduly favored through choice of data struc- transpose FFT/recursive summation LT (1/0).
tures, greater optimization, etc. In addition, the Algorithms 1/0 and 1/1 are clearly superior to
code structure has been designed to mimic that algorithms 0/0 and 0/1, and algorithm 1/0 is
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Figure 4:PCCM2 performance on 512 nodes of the Intel Delta, showing detailed breakdown of time
spent within the model. Interprocess communication in forward and inverse Fourier transforms, as well
as in initialization of extended arrays in the semi-Lagrangian transport (SLTINI), consumes a significant
portion of total time

slightly faster than algorithm 1/1. this project, the development of PCCM2 has
also required the development of a number of

Results also suggest that the optimal paral- other techniques. These include the develop-
lel algorithm depends on both problem size and ment of efficient global summation algorithms,
machine characteristics. Hence, performance non-power-of-two FFTs, parallel I/O tech-
studies are continuing to investigate different al- niques, and load-balancing algorithms. Work on
gorithm benefits and different machines, includ- the latter two topics is summarized here.
ing the Intel Paragon and IBM SP1.

As parallel computers are used to execute
Analytic studies have been conducted that climate models faster, the rate at which data is

use performance modeling techniques to relate generated also increases. For example, PCCM2
observed performance to algorithm and machine currently executes at a rate of about one simu-
characteristics (Foster, Gropp, and Stevens lation day per minute on the Intel Delta. If di-
1992; Foster and Worley 1993). Good fits be- agnostic data (a "history tape" record) is to be
tween model and observed execution times have recorded once every twelve hours for diagnostic
been observed, as illustrated in Figure 2 which purposes, then clearly the output of this data to
shows results for the transpose FFT/recursive disk cannot take more than a few seconds if it
summation LT algorithm at T42 and T85 reso- is not to be a serious bottleneck. A history tape
lution. Notice that the model works well except record is about 6 megabytes (MB) at T42 reso-
at T85 resolution on 512 processors, where pre- lution, so burst bandwidth of at least 2 MB/sec
dicted times are too high. The development of is required. As model performance improves,
these analytic models allows the evaluation of bandwidth requirements will increase.
performance tradeoffs on different parallel com-
puter architectures. Fortunately, parallel computers also provide

a natural mechanism for improving I/O perfor-
mance: different processors can perform output

5. OTHER ISSUES operations concurrently, writing different data
Although the development of efficient par- to different disks. However, this requires the de-

allel spectral transform and semi-Lagrangian velopment of specialized parallel libraries both
transport algorithms has been a major focus of to write data in this fashion and to read the



data once it has been written. Libraries of this Mflops run. Parallel efficiency is about 25 per
sort have been developed for the Intel Delta. cent; the rest of the time is spent in communica-
These write a T42 restart dataset of 30 MB in tion, particularly in the FFT and SLT routines,
approximately 4 seconds, which corresponds to and in idle time becuase of load imbalanc_ in
a transfer rate above 7 MB/sec. Using asyn- physics. Since these results were obtained, per-
chronous write on the Delta reduces the effective formance has been improved by the incorpora-
cost to on the order of several milliseconds, the tion of load-balancing algorithms and a trans-
time needed to initiate the write request. After- pose FFT. On the other hand, the size of the
wards, the program continues computing while semi-Lagrangian transport overlap regions has
the output operation completes. The algorithms been increased, which has reduced performance.

are currently being refined and adapted for the For comparison, CCM2 executes at just
Intel Paragon and IBM SP1. over 1 Gflops for CCM2 on a CRAY Y-

Parallel I/O is complicated by the fact that MP/8 and significantly faster on a CRAY C90.
the program that reads an output data set may Clearly, PCCM2 performance is creditable but
not run on the same number of processors, or not yet competitive with vector supercomputers.
even on the same computer. The I/O libraries Preliminary experiments suggest that perfor-
developed for PCCM2 allow for this. For exam- mance should improve significantly on the Intel
pie, in a recent experiment, a four-month sire- Paragon and IBM SP1 to which PCCM2 is be-
ulation was conducted on 256 processors of the ing ported at ORNL and ANL, respectively. In
Intel Delta, and then restarted and continued addition, various aspects of the parallel code are
for two additional months on 4 processors of an being refined with a view to improving perfor-
IBM SP1. mance on these computers. The improved SLT,

load balancing, and parallel I/O algorithms re-
Load imbalances can arise in parallel cli- ferred to previously are all part of this work.

mate models as a result of spatial and tempo- Another is the blocking of FFTs so as to reduce
ral variations in the computation requirements the number of communication operations. At
of "physics" routines (Michalakes 1990). For ex- T42 resolution and on 64 Intel Delta processors,
ample, CCM2 performs radiation computations this reduces time spent in FFTs by 34 per cent
only in grid points that are in sunlight. This and total execution time by 5 per cent.
situation can be corrected by employing load-
balancing algorithms that, either statically or
dynamically, map computation to processors in 7. VALIDATION
different ways. The first simulations with PCCM2 were per-

A flexible load-balancing library has been formed in late 1992. These gave what appeared
developed as part of the PCCM2 effort, suit- to be realistic results. Detailed validation stud-
able for use in PCCM2 and other similar cli- ies were then undertaken in order to verify cor-
mate models. This library has been incorpo- rectness. Simulations performed on an IEEE-
rated into PCCM2 and used to experiment with compliant microproce_or such as the Intel i860
alternative load-balancing strategies. One sim- or the IBM RS6000 cannot be expected to be
pie strategy swaps every second grid point with identical to those performed on a CRAT: differ-
its partner 180 degrees apart in longitude. This ences in machine arithmetic result in low-order
does a good job of balancing the diurnal cycle: divergences, which grow slowly over time. Nev-
because CCM2 pairs N/S latitudes, it ensures ertheless, it is important to distinguish these ac-
that each processor always has approximately ceptable differences from subtle errors caused by
equal numbers of day and night points. How- algorithmic errors or insufficient machine preci-
ever, it generates a lot of communication. An- sion, since the latter may produce incorrect cli-
other strategy uses a dynamic data-distribution mate statistics. The strategy employed was to
strategy that performs less communication but study the rate at which PCCM2 and the origi-
requires periodic reorganizations of model state nal model diverged, as measured by differences
data. Currently, the former scheme gives bet- in RMS values of output fields such as temper-
ter performance in most cases, and succeeds in ature, vorticity, divergence, and pressure and
eliminating about 75 per cent of the inefficiency to compare this divergence rate with that ob-• ' ' " tattributable to load imbalances when PCCM2 served when the original model s mpu data was
runs on 512 Intel Delta processors. The second perturbed in the least significant bit. Figure 5
scheme is expected to become more competitive shows two plots, the first of which shows error
with further tuning, growth in the sequential model when a mini-

mal perturbation is introduced. The second plot
shows error growth comparing a run of the se-

6. PARALLEL PERFORMANCE quential model with a run of the parallel model.
Performance studies in early 1993 revealed To be considered a valid port, the separation of

that PCCM2 achieved about 750 Mflops on 512 the parallel model from the original should grow
processors of the Intel Delta at T42 resolution, no faster than the minimal perturbation error
Figure 4 shows where time was spent in this 750 grows in the original code. This was the case



Figure 5: Error growth in temperature field: A shows growth comparing runs of sequential code with a
1-bit perturbance; B shows growth comparing the parallel code with the original code.

for single and double precision on the IBMs and studies. It has successfully completed five-
in single precision on the Intel Delta (double has month simulations and incorporates the history
not been tested), tape output and restart capabilities required for

long simulations. Its performance on the 512-
Validation of PCCM2 was simplified by the processor Intel Delta is comparable to that of

fact that the code had been designed to give CCM2 on a CILAY Y-MP; preliminary results
identical results independent of the number of suggest that performance on the Intel Paragon
processors on which it was running. This unifor- and IBM SP1 should be considerably better.
mity is not straightforward to achieve, because
of the lack of associativity in floating-point addi- In future work, PCCM2 will be optimized
tion, but was obtained in PCCM2 by modifying for more efficient execution on scalable parallel
the sequential implementation of various sum- computers. The goal of this work is to produce a
mation operations to use the same tree-based climate model that outperforms the fastest vec-
summation algorithm as the parallel code. This tor supercomputers.
work reduced the validation task to studying er-
ror divergence with a fixed number of processors ACKNOWLEDGMENTS
and to verifying that the results computed by This research was supported by the DOE
the parallel model were identical for all processor CHAMMP initiative. Access to the Intel Delta
counts. A related benefit of this "reproducibil- was provided by the Concurrent Supercomput-
ity" is that PCCM2 simulations can be restarted ing Consortium.
with varying numbers of processors without af-
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