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1. INTRODUCTION

Deep convection has an important role in the large-
scale thermohaline circulation, which in turn plays a

central part in determining global climate. Manabe and-

Stouffer’s (1993) climate simulations have shown that
the thermal and dynamical structure of the oceans have
pronounced changes in model climates with increased
CO,. In their simulations, the addition of low-salinity
surface water at high latitudes prevents the ventilation
of the deep ocean, thus reducing or in some cases nearly
extinguishing the thermohaline circulation. Siegenthaler
and Sarmiento (1993) remarked that whereas the ocean
is the largest of the rapidly exchanging global carbon
reservoirs and a major sink for anthropogenic carbon,
this uptake capacity becomes available only when the
whole ocean is chemically equilibrated with the new
atmospheric CO, concentration. The dynamics of the
oceanic uptake of CO, is therefore strongly determined
by the rate of downward transport of CO,-laden water
from surface to depth.

The importance of deep convection in moderating
the uptake of CO, by the ocean and its role in the merid-
ional circulation, which affects climate by transporting
heat from the tropics to the polar regions, motivates this
research. The experiments described here were designed
to study the sensitivity of the onset time and strength of
deep convection to changes in the heat flux, latent heat
flux, and perturbations of the surface mixed-layer tem-
perature and salinity. '

2. MODEL DESCRIPTION

The ocean large-eddy simulation ‘model (OLEM)
described here is non-hydrostatic, Boussinesq and three-
dimensional. The primitive equation model uses a turbu-
lent kinetic energy sub-grid model and flux corrected
transport advection scheme. The momentum equations
are those presented in Denbo and Skyllingstad (1994):
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where the velocities #, v and w are in the x, y and z
(zonal, meridional and upward) directions, respectively,
and where
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A modified pressure is defined as

D P 2 ”
P = p_ 3
where
= 1/2(u"2+v”2+w"2).

The double primed variables denote sub-grid quan- .
tities. The angle brackets denote horizontal means, €2,
and €2, are the vertical and horizontal components of the
Coriolis parameter, respectively, and P, and Ty are the
zonal and meridional background pressure gradients,
respectively. '



The diagnostic equation for pressure is formed by
taking the divergence of the momentum equations (1)
thru (3) and then substituting equation (4) to yield:
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where ¢ can be ©, S, or a tracer.

Sub-grid Model.

The sub-grid scale turbulence parameterization fol-
lows the method described by Deardorff (1980), where
an eddy viscosity scheme is used for fluxes and the eddy
coefficient is set proportional to the square root of the
sub-grid turbulent kinetic energy (TKE). The sub-grid
TKE is calculated using a prognostic equation.

The eddy coefficients are defined as
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The dissipation rate, €, is prescribed by
C—372 A
= Ze¢ and C = C;+ CssZ__;.'
The empirical constants (Deardorff 1973, 1980) are
defined as Cg; = 0.19, C = 0.51, C;=0.76, (3, = 0.1,
Chl= ]., and Chs =2.
In the grid points next to the solid boundaries, C is

. increased by a factor of 3.9 to compensate for boundary -

effects (Deardorff 1980).

Numerics and Boundary Conditions

OLEM uses a three-dimensional staggered grid
with pressure and scalars in the center of a cube and the
velocity components on the faces. The coordinate sys-
tem origin is in the lower, left-front corner of the
domain. Grid spacing in the model is uniform with
Ax = Ay = Az. This is not a severe limitation, given the
scale of problems for which OLEM is best suited.

The boundary conditions used with OLEM were
chosen to be consistent with the assumption that the

model domain, horizontal scale of a few kilometers, is
being placed in -a region that is horizontally homoge-
neous at scales many times larger than the model
domain. The horizontal boundary conditions were there-
fore chosen to be cyclic, where flow out a horizontal
boundary enters the opposite boundary. We make the
rigid lid approximation and use a flat bottom,
w=0 at z = O,LZ.

The surface boundary conditions, z = L, for the
surface fluxes use a formulation where the fluxes
directly force the surface grid cell. The surface bound-
ary conditions for horizontal velocity components, ©,
and S, are
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where 1, Ty, Hy, and Ly are the zonal wind stress, merid-
ional wind stress, total heat flux, and latent heat flux,
respectively. The superscripts on the model variables
denote the current time step number, where At is the
time step increment. The values of specific heat, ¢, and
latent heat of vaporization, L,, are chosen for seawater at
10°C, 35 PSU, and atmospheric pressure. The bottom
boundary conditions, z = 0, are no-slip for the horizon-
tal velocities and no-flux for © and S.

The control of the non-physical 2Ax motions is
accomplished by applying a Shapiro filter to all three
velocity components. In this study, a sixth-order Shapiro
filter, with the highest order term of V12, was applied in
all three directions every third time step.

The accurate advection of © and § is very important
in OLEM. Small errors in advecting these two compo-
nents of density can result in significant errors in the
resultant density field and velocity perturbations that are
of the same magnitude as the motions of interest. There-
fore, the advection of ©, S, ¢”, and tracers is accom-
plished using a flux-corrected transport scheme based
on the work of Collela (1990) using the flux limiting
step from van Leer (1977). This scheme has the property
that strong fronts of the advected quality, after a small
amount of numerical diffusion, reach an equilibrium



shape that is then transported without significant addi-
tional numerical diffusion.

3. EXPERIMENTS

The relationship among heat flux, latent heat flux,
and perturbations of the surface mixed-layer tempera-
ture (A, and salinity (ASy,, and the onset time
and strength of deep penetrative convection were deter-
mined by conducting 26 experiments (Table 1). A small

Table 1: Summary of runs.

H L A®, | AS
dent | ) | wad | & | @SB |
base-1 -300 0 0 0
hf-1 -150 0 0 0
hf-2 -450 0 0 0
hf-3 -600 0 0 0
hf-4 -900 0 0 0
ht-5 -1200 0 0 0
If-1 -300 -50 0 ol
1f-2 2300 -100 0 0
1£-3 -300 -150 0 0
1f-4 -300 -200 0 0
dt-1 -300 o] -005 0
dt-2 -300 o| -0.10 0
dt-3 -300 o| -01s 0
dt-4 -300 o] -020 0
dt-5 -300 ol -025 0
dt-6 -300 o] 0.0 0
dt-7 -300 o| 020 0
dt-8 -300 o 030 0
ds-1 -300 0 ol o0.00s
ds-2 -300 0 ol 0010
ds-3 -300 0 0| 0015
ds-4 -300 0 o| 0.020
ds-5 -300 0 ol -0015
ds-6 -300 0 o| -0.010
ds-7 -300 0 o] -0.005
ds-8 -300 0 0| -0.020

domain of 2000 m by 2000 m by 2000 m depth with a
grid spacing of 50 m was used in the experiments in
order to economically generate this large number of
runs. The results’ dependence on the grid spacing was
checked using a 2000 m by 2000 m by 2000 m depth

with a grid spacing of 25 m domain; which yielded
quantitatively similar results. The initial T-S profiles are
based on a profile taken in the Greenland Sea (Figure 1).
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Figure 1: Initial potential temperature (solid line)
and salinity (dashed line) profile, based on a
profile taken at 2° W, 74° 45’N during Febru-
ary, 1988, in the central Greenland Sea (Rudels
et-al. 1989). :

The time of maximum potential temperature vari-
ance in the upper 800 m is used as a proxy for the onset
time of penetrative convection (Figure 2). This proxy
was chosen because large perturbations in the position
of the mixed-layer base, which gives rise to large poten-
tial temperature variances, occur at the onset of penetra-
tive convection. The magnitude of this variance is used
as a proxy for the strength of the penetrative convection.

If the onset time of the penetrative convection is
determined only by the buoyancy change in the surface
mixed layer, the onset time will be proportional to Hy !
(Figure 3a), Ay, (Figure 4a), and ASg,,r (Figure 4c).
These relationships, over the parameter range in the
experiments, fit the model results exceptionally well,
with r°=0.9996, r’=0.9987, and r* = 0.9970 for the heat
flux, A@smf’ and AS, surf experiments, respectively. If the




maximum temperature variance in the upper 800 m is
primarily caused by the deformation of the mixed-layer
base, we might expect the temperature variance to be
proportional to the vertical velocity variance, which is
— proportional to HfZ/ 3 (Figure 3b). The model results’ fit
to this relationship is extremely high (r?=0.9968).

Evaporation of water (negative latent heat flux)
— increases the surface salinity, thus reducing the static
stability. The faster loss of static stability decreases the
onset time of penetrative convection (Figure 3¢). How-
— ever, the increased salinity also reduces the strength of
the thermobaric instability, and with it, the maximum
temperature variance (Figure 3d).

The strength of convection decreases with increas-
ing A®,,r (Figure 4b). Since the onset of convection is
delayed with increasing A®,,the mixed layer depth at
the time of convection is correspondingly greater. The
mixed layer therefore incorporates a greater amount of
relatively high salinity water from below the mixed
layer, reducing the strength of the thermobaric instabil-
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Figure 2: Maximum potential temperature variance

in the top 800 m as a function of time for the
five heat flux experiments and the base case.
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Figure 3: Time of maximum potential temperature variance in the top 800 m for thé heat flux (a) and latent heat
flux (b) experiments, and maximum potential temperature variance for the heat flux (c) and latent heat flux
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Figure 4: Time of maximum potential temperature variance in the top 800 m for the surface mixed-layer temper-
ature (a) and salinity (b) perturbation experiments, and maximum potential temperature variance for the sur-
face mixed-layer temperature (c) and salinity (d) perturbation experiments.

ity with increasing A®y,,; and therefore the maximum
temperature variance.

The strength of convection also decreases with
increasing ASg,r (Figure 4d). Increasing the surface
salinity decreases the static stability and thermobaric
instability. Again, the decreased thermobaric instability
leads to a decrease in the maximum temperature vari-
ance.

4. CONCLUSIONS

The sensitivity study results demonstrate that the
onset time of deep convection is controlled by the
amount of heat extracted from the ocean and is not
strongly related to the rate at which heat is removed or
the initial mixed-layer temperature. This result implies
that high frequency forcing of OGCMs may not be nec-
essary to produce the correct timing of deep convection.

However, the onset and strength of convection is
sensitive to the strength of the thermobaric instability
and those processes that can change it: namely, the mag-

nitude of the latent heat flux, mixed-layer deepening,
and the T-S profile.

The empirical relationships developed from the
sensitivity study results help improve our understanding
of deep convections’ response to changes in forcing and
environmental conditions and provides a basis for
improving deep convection parameterizations used in
climate modéls.
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