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1. INTRODUCTION tires.First,itmakes the computationalca_
The Computer Hardware,Advanced Math- pabilitiesof scalableparallelcomputers avail-

ematics,and Model Physics(CHAMMP) pro- abletoscientistsusingCCM2 forglobalchange
gram (Department of Energy 1990) seeks to pro- studies, allowing increases in spatial resolution,
videclimateresearchers withan advancedrood- incorporationofimproved processmodels,and

elingcapabilityforthe study of globalchange longersimulations.For example, the 16 gig&
• bytesof memory on a 128-processorIBM SP1issues.Currentgeneralcirculationmodels are
usuallyappliedatcoarsespatialresolutionwith allowssimulationsatspectralresolutionsgreater
minimal couplingbetween ocean,atmosphere, than T200 (0.6degreesby 0.6 degreestrans-

and biosphere.As a firstgoalin the program, formbfid). Second,itprovidesa testbedthat
state-of-the-artmodelsarebeingadaptedforex- can usedtocompare theperformanceofcur-
ecutionon scalableparallelcomputers.(A par- rentscalablecomputersand conventionalvector
allelcomputer issaidto be scalableifitsper- computersand toinvestigateissuessuchas load
formance can be increasedby adding proces- balancing,parallelI/O, and couplingthat &re
sots. The In,elParagon, IBM SP1, Thinking |mportantforfutureparallelmodels.

l_..chinesCorporationCMS, and Cray T3D are PCCM2 uses a message-passing,domain-
extmples:eachcan incorporate10- I0_ micro- decompositionapproach,inwhich each proces-
processors.)Accomplishment of thistaskwill sot isallocatedresponsibilityforcomputation
laythe groundwork forthe couplingofoceanic on one partofthecomputationalgrid,and rues-
and atmosphericmodels to produce advanced sagesare generatedto communicate data be-
climatemodels withimproved processrepresen- tween processors.Much of the researcheffort
tationsand capableof exploitingthe teraflops associatedwithdevelopmentof a parallelcode
computersthat are expected to become avail- of thissortisconcernedwith identifyingeffi-
ablelaterthisdecade, cientdecompositionand communication strate-

gies.In PCCM2, thistaskiscomplicatedby
One of the more ambitiousprojectsbeing theneedtosupportbothsemi-La.grangiantrans-

undertakenintheCHAMMP program isthede- port(formoisture)and spectraltransport(for
velopmentofPCCM2, an adaptionoftheCorn- otherfields).Load balancingand parallelI/O
reunifyClimateModel (CCM2)for scalablepar- techniquesarealsorequired.In thispaper,we
allelcomputers. This projectinvolvesa team reviewthe variousparallelalgorithmsused in
ofcomputer scientists,appliedmathematicians, PCCM2 and thework done to arriveat a vali-
and climatemodelersatArgonne NationalLab- datedmodel.
oratory(ANL), Oak Ridge NationalLaboratory
(OB.NL), and the National Center for Atmo-
sphericResearch(NCAR). InSeptember1993,a 2. THE NCAR CCM

significantmilestonewas reachedwhen PCCM2 Over the pastdecade,the NCAR Climate

was validatedwith respectto the CRAY ver- and GlobalDynamics Divisionhas provideda
sionofCCM2 and a five-monthsimulationwas comprehensive,three-dimensionalglobalatmo-
performedsuccessfullyon the512-processorIn- sphericmodel to universityand NCAR scien-
telDeltacomputer. This isbelievedto be the fistsforuse in the analysisand understanding
firstvalidatedimplementationofa globalatmo- ofglobalclimate.Becauseofitswidespreaduse,
sphericcirculationmodel on a scalableparallel themodel was designateda Community Climate
computer. Model (CCM).

Development of PCCM2 servestwo objec- The most recentversionof the CCM,
CCM2, was releasedtothe researchcommunity

*Correeponding ==uthor addre_: Ian Foater, in October 1992 (Hack et al. 1992; Bath, Rosin-
Mathematica and Computer Science Division, Arg- ski, and Olson 1992). This incorporates im-
onne National Laboratory, Argonne, rlllnois 60439; proved physical representations of a wide range
foater_Dmca.ard.gov, of key climate processes, including clouds, ra.
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