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Section 1
Executive Summary

This report describes results from a multi-institutional research project involving the
University of Arizona (UA), the University of lllinois at Urbana Champaign (UIUC), the U.S.
Environmental Protection Agency, National Risk Management Research Laboratory (EPA,NRMRL) and
Sandia National Laboratories (Sandia). The objective was to provide the underlying scientific
infrastructure behind the use of turbulent thermal reactors for the scavenging of cesium and strontium
wastes. Thermal reactors allow these metals to be vaporized, and subsequently to react on kaolinite
based substrates to form unleachable metal containing alumino-silicates. To this end, the project
consisted of the following components. Chemistry of interaction was to be investigated at the UA by
personal from both UA and UIUC. Theoretical models describing the motions of drops and particles in
turbulent flow-fields were to be developed at UA working with Sandia and at UIUC. It was hoped that
progress in both areas would allow:

1) modeling of the contacting of every last piece of metal waste with the kaolinite sorbent

and;

2) prediction of the chemistry of interaction.

Finally, EPA, NRML was to conduct tests in a turbulent flow thermal reactor to confirm the findings of
the more fundamental investigations. The goal was to develop a modeling tool that it can be used to
help guarantee safe and effective operation of turbulent flow reactors (Wendt, 1992) that use kaolinite
powders to scavenge and isolate radioactive cesium and strontium.

The overall project demonstrated that toxic metals (cesium Cs and strontium Sr) in aqueous
and organic wastes can be isolated from the environment through reaction with kaolinite based
sorbent substrates in high temperature reactor environments. In addition, a state-of-the-art laser
diagnostic tool to measure droplet characteristic in practical ‘dirty’ laboratory environments was
developed, and was featured on the cover of a recent edition of the scientific journal “Applied
Spectroscopy” [Cabalo et al.,, 2002]. Furthermore, great strides have been made in developing a

theoretical model that has the potential to allow prediction of the position and life history of every



particle of waste in a high temperature, turbulent flow field, a very challenging problem involving as it

does, the fundamentals of two phase turbulence and of particle drag physics.

1.1 Background

Metal-bearing solutions and slurries can pose environmental hazards. Among the most acute of
these hazards is the accumulation of radioactive wastes, held in underground steel tanks at locations
such as Hanford, WA and the Savannah River Site at Aiken, SC [Terrell, 1994; Zorpette, 1996; Stewart,
1997]. Vitrification of radioactive wastes, either as glass logs [Tollison & Finger 1997] or cement
[Gougar et al. 1999] is the approach most actively being followed to sequester radionuclides over the
millennia required for decay to negligible activity levels. An important step in preparation of vitrified
material is removal of water and organic material, resulting in volume reduction. Among the ways to
perform solvent removal, that simultaneously destroys organic matter, is thermal treatment. This
process simply consists of spraying the waste into a high temperature (T>1800K) reactor and adding
powdered sorbent material. Water is vaporized, organics are oxidized to water and carbon dioxide,
and metallic species oxidized. Scavenging of metal ions by kaolinite [Davis et al. 1999; Davis et al.
1998; Davis and Wendt 2000A; Davis and Wendt 2000B] prior to cooling and oxide formation is a
promising technology for high efficiency collection of gas-phase radionuclides. Under optimized
conditions, Destruction/Recovery Efficiencies (DRE's) of up to 99.99% of metal ions in an entering
waste stream can be scavenged.

It has been observed that in the incineration of liquid hazardous wastes there exist “rogue”
droplets (=300 ?m diameter) which penetrate past the flame zone and burn as isolated droplets in the
postflame gasses [Mulholland et al. 1991]. Detailed knowledge of the droplet burnout points are
essential to keeping the destruction removal efficiency in excess of the 99.99% required by law. These
drops avoid hot zones in the reactor, resulting in either incomplete vaporization or vaporization in a
zone with insufficient temperature to vaporize the metal contents.

The processes considered all require the metal in question to be volatilized in a hot chamber and
then to be reactively scavenged by inexpensive sorbents, which are introduced downstream. The

metal is isolated within the molten like particles, which are subsequently collected. In order for this



process to be rendered effective and safe two issues must be resolved. First, the optimum application
and choice of sorbents must be determined; second, there must be a method to guarantee that not one
particle of radioactive waste (or, for that matter, any undesirable byproduct) can escape the system.
The research performed in this project was designed to create the underlying knowledge that allows
these issues to be addressed in practice so that the process can be realized in the field.
1.2 State of Knowledge before Initiation of Current Project

Prior to the current research grant, the nature of suitable sorbents for DOE relevant metals had
yet to be identified, although, previous work on sodium capture by kaolinite suggested that sorbent to
be a possible candidate for cesium sorption. No sorbent had been identified for strontium, another
metal of interest to DOE. It was required to show that high temperature scavenging reactions
between cesium and strontium metal vapors and dispersed kaolinite powders, were sufficiently rapid
to allow isolation of both metals. Prediction of droplet trajectories and of contacting between metal
vapor and dispersed kaolinite is also required to make this process viable. Available experimental
results [Mulholland et al, 1991] showed that turbulence exerted a profound effect on the trajectories
and final burnout points of identically injected droplets. A newly developed model framework, the
One Dimensional Turbulence (ODT) model created by Kerstein, (1999) appeared to show promise of
being able to predict this phenomenon, without requiring the unreasonable (in practice)
computational effort of Direct Numerical Simulation (DNS) for the high level of turbulence which the
waste would be exposed to during incineration. We believed this model could be extended to predict
the individual trajectories of individual droplets and, for that matter, of fluid particles in hot turbulent
flow-field. The development of a state-of-the-art Laser diagnostic apparatus was necessary to
measure drop size as a function of position, drop and gas-phase temperature, and to observe
speciation in the reactor including free atoms, small molecules, and soot. This would create the
science supporting a future methodology that would be able to guarantee safe operation of the
proposed process for metal scavenging in turbulent thermal reactors.
1.3 Accomplishments

1.3.1 Screening Studies on Cesium and Strontium Capture. Screening studies suggested that

thermal treatment might be effective in capturing both cesium and strontium on dispersed kaolinite



powders, at high temperatures. Strontium required addition of chlorine to enable metal vaporization at
moderately high temperatures, and it was shown that even under those conditions, significant
capture was possible. These results are described in more detail in the Master’s Thesis of Jonathon
Amos [Amos, 1999], attached in its entirety as Appendix A. These results consist of:
a) theoretical equilibrium calculations;
b) experimental studies on cesium and strontium partitioning in the presence of kaolinite
sorbent in a 17kW laminar flow reactor; and

¢) inferences on pertinent mechanisms based on particle morphologies.

Fundamental kinetic rates and mechanisms of the sorption process were beyond the scope of these
screening studies., but would properly be the subject of future work.

1.3.2 Theoretical Two-Phase Flow Model Development for ODT. Results of this portion of the project

are found in the University of Arizona Master’s Thesis of John R. Schmidt [Schmidt, 2000], which is
attached as Appendix B. The major accomplishments of this research are the development of a two-
phase flow model, which is consistent with the phenomenology of ODT for predicting the particle
trajectories of individual droplets and the implementation of many of these drops with burning to
simulate individual evaporating droplet streams injected into a turbulent combustor. The spread in
trajectory endpoints of these droplet streams was investigated numerically. Results are in good
agreement with the measurements and consisted of:

a) Theoretical development of a two-phase flow model which is consistent with the

phenomenology of ODT
b) Implementation of a droplet burning model into ODT.
c) A parametric study of how burnout points are effected by initial droplet size, initial

droplet velocity, interdroplet spacing, and droplet injection angle.

1.3.3 Laser Diagnostic apparatus. It was desired to measure droplet trajectories in turbulent
thermal reactors. To this end a laser diagnostic apparatus was designed, built, and tested. The major
accomplishments of this portion of the work was to build a laser imaging instrument for emission,

fluorescence, and scattering diagnostics of a 17 kW gas/air thermal reactor which consisted of:



a) Design of a laser apparatus using Z-pair parabolic (reflective) mirrors.

b) Building of this apparatus in a dirty lab environment.

c) Demonstration of the laser tool’s imaging capabilities

Examples of data show non-axisymmetric flow in a nominally laminar flow system, drop
shapes in situ, and Mie scattering from soot. Details of the state-of-the-art laser apparatus, which was

also featured on the cover of the volume of the journal, are published in Cabaloet al. [2002],



Section 2
Research Objectives

2.1. A Generic Technology for treatment of DOE Metal-Bearing Liquid Waste

The DOE metal-bearing liquid waste inventory is large and diverse, both with respect to the
metals (heavy metals, transuranics, radionuclides) themselves, and the nature of the other species
(annions, organics, etc.) present. Separation and concentration of metals is of interest from the
standpoint of reducing the volume of waste that will require special treatment or isolation, as well as,
potentially, from the standpoint of returning some materials to commerce by recycling.

The variety of metal-bearing liquid waste in the DOE complex is so great that it is unlikely that
any one process (or class of processes) will be suitable for all material. However, processes capable of
dealing with a wide variety of wastes will have major advantages in terms of process development,
capital, and operating costs, as well as in environmental and safety permitting. Moreover, to the
extent that a process operates well with a variety of metal-bearing liquid feedwastes, its performance
is likely to be relatively robust with respect to the inevitable composition variations in each waste
feed.

One such class of processes involves high-temperature treatment of atomized liquid waste to
promote reactive capture of volatile metallic species on collectable particulate substrates injected
downstream of a flame zone. Compared to low-temperature processes that remove metals from the
original liquid phase by extraction, precipitation, ion exchange, etc., some of the attractive features of
high-temperature reactive scavenging are:

The organic constituents of some metal-bearing liquid wastes (in particular, some low-level
mixed wastes) must be treated thermally in order to meet the requirements of the Resource
Conservation and Recovery Act (RCRA) and Toxic Substances Control Act (TSCA), and the
laws of various states.

No species need be added to an already complex liquid system. This is especially important
in light of the fact that DOE has already experienced problems with organic complexants
added to precipitate radionuclides. For example, the Defense Nuclear Facilities Safety Board
has expressed, in a formal Recommendation to the Secretary of Energy, its concern about the
evolution of benzene vapor in concentrations greater then the lower flammability limit from
tanks to which sodium tetraphenylborate has been added to precipitate **’Cs in the “In-Tank
Precipitation” (ITP) process at the Savannah River Site. Other species added to the waste in
the ITP process are sodium titanate (to adsorb ®Sr and Pu), and oxalic acid. Avoiding addition
of organics to radioactive waste has the additional advantage that is likely to significantly
reduce the rate of radiolytic and radiolytically- induced hydrogen generation (c.f. Meisel et al.,
[1993], in which it is shown that removal of oranics reduces the rate of hydrogen generation in
simulated waste from Hanford tank 241-SY-101 by over 70%).

Organic species already present are destroyed with very high efficiency. This attribute is
especially attractive with respect to high-level tank waste at the Hanford Site, in which large
amounts of citrate, glyoxylate, EDTA (ethylenediaminetetraacetic acid), and HEDTA [N-(2-
hydroxyethyl)-ethylenediaminetriacetic acid] were added to precipitate radionuclides. These
organic species are important in the thermal and radiolytic generation of methane, hydrogen,
and nitrous oxide, flammable mixtures of which are episodically vented from 25 tanks on
Hanford’s Fammable Gas Watch List [Hopkins, 1994].

The same basic approach can be used to treat a broad range of liquid wastes, in each case
concentrating the metals (regardless of liquid-phase oxidation state or association with
chelators or absorbents) using a collectable sorbent, and destroying any organic species
present. In common with the Army’s approach (see section 2.2) to the thermal destruction of a



range of chemical warfare agents (GB, VX, and two blister agents), this may drastically
simplify process and plant design and facility permitting, and reduce capital costs, by
avoiding development of a separate “wet” process for each type of liquid waste source.

The expected robustness of the process with respect to gross feedwaste composition

suggests a relatively high degree of tolerance with respect to inevitable variations in the
composition of a given metal-bearing feedwaste.

For these reasons, high-temperature reactive scavenging is a potentially attractive approach
to the removal of metals from liquid waste in the DOE complex.

2.2. Community Acceptability of High-Temperature Waste Processing

One of the issues affecting the viability of large-scale nuclear waste remediation processes is
community (i.e. political) acceptability. If a process is not and cannot be made acceptable to a
community, it will not operate there. In light of the financial and potential environmental costs of
moving large quantities of liquid waste from sites at which a particular treatment process is
unacceptable, it is fair to conclude that waste from such a site will not be destroyed by that process
anywhere. If a process is unacceptable at all sites where treatable waste is stored, then the process
is unusable. In this section, we discuss issues relevant to acceptability, with special emphasis on
high temperature processing of extremely hazardous materials.

High-temperature treatment of non-nuclear hazardous waste has been plagued by problems of
community acceptability for some time. In some cases, permitting of waste incinerators has been
delayed so long that the would-be operators have abandoned the application process. As discussed
below, there are, however, cases in which high-temperature treatment facilities have been
successfully build and operated. The similarities of those cases to DOE’s problems are important.

The primary public concern with regard to thermal treatment is emissions. Under proper
conditions, the problem is both technically and politically solvable. This has been proven by the
Army’s Office of the Program Manager for Chemical Demilitarization (formally the Army Chemical
Materiel Destruction Agency) which is successfully using incineration to destroy large volumes of
liquid chemical warfare agents (nerve and blister agents). The technology underwent a four-stage
Operational Verification Test at Johnston Atoll during 1990-1993. Since then, it has been successfully
demonstrated on a production scale at Johnston Atoll Chemical Agent Disposal Facility (CADF) in the
Pacific (over 1 million kg of agent destroyed), and since August 1996 at the Tooele CADF in Utah (over
380,000 kg of agent destroyed). These facilities have been designed, built, and permitted to meet all
applicable civilian regulations (including RCRA, TSCA, the Clean Air Act, the clean Water Act, and the
Occupational Safety and Health Act). In February 1997, a $586 million systems contract (for design,
construction, operation, and closure) was awarded to Raytheon Demilitarization Company for a
thermal treatment plant at Umatilla, Oregon.

With passage of the National Defense Authorization Act for Fiscal Year 1992 (Public Law 102-
190), Congress prohibited the transport of stockpiled chemical warfare agents. After that date, the
major factor in gaining community acceptance of incinerators in Utah, Oregon, Alabama, and
Arkansas has been the realization that the alternatives are a) thermal destruction; b) further research
on alternative technologies, followed by process development and testing, during which time
munitions, canisters, and other containers would continue to degrade; or c) indefinite continued
storage, again during this time munitions, canisters, and other containers would continue to degrade.
The relative attractiveness of proven technology, coupled with diligence in operations and a concerted
Army effort at community involvement and outreach, has led to the present state of affairs.

This project demonstrated how Cs and St could be captured by kaolinite. It also took large

strides in developing a novel two-phase flow model able to predict individual droplet trajectories and
environments in combustor turbulent flow fields. This was not merely a random process, since we
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wished to capture the physics of turbulence and dominant turbulent mixing and eddy characteristics
without DNS (direct numerical simulation). Kerstein’s [1999] One Dimensional Turbulence (ODT)
Model appeared to posses the correct attributes to do this. Like DNS, the ODT method requires
multiple realizations. However, unlike DNS, ODT for droplet trajectories in a practical configuration, is
currently “doable” for the turbulent intensities seen in turbulent combustors. We needed to produce a
laser diagnostic apparatus to both give in-situ measurements of droplets in an actual combustor and
capable of aiding the kinetic studies with in-situ gas phase species measurements. This requires the
ability to generate drops, both as sprays and as monodisperse streams, to measure drop size as a
function of position, to measure drop and gas-phase temperature, and to observe speciation in the
reactor including free atoms, small molecules, and soot.

Section 3
Methods and Results
3.1 Metal Capture

3.1.1 Experimental methods: Screening Studies on Cesium and Strontium Capture. Screening
studies focused on capture of cesium and strontium (two important metallic wastes of interest to
DOE) and consisted of:

a) theoretical equilibrium calculations;
b) experimental studies on cesium and strontium partitioning in the presence of kaolinite
sorbent in a 17kW laminar flow reactor; and
¢) inferences on pertinent mechanisms based on particle morphologies.
Fundamental kinetic rates and mechanisms of the sorption process were beyond the scope of these
screening studies.

Thermodynamic Predictions. Equilibrium calculations were performed to predict the metal dewpoints
and speciation. Calculations were performed with the NASA Chemical Equilibrium and Applications
(CEA) code. Calculations were performed to match experimental conditions {100 ppm metal,
Stoichiometric Ratio (SR)=1.2, 1000 ppm of dopant gas}. Input thermodynamic data for cesium and
strontium compounds were added to the database [Barin, 1994]. Twenty-three strontium and
seventeen cesium compounds were considered [Amos, 1999 and Appendix A]. Cesium by itself has a
dewpoint of 675 K, which categorizes it on the low end of semi-volatile. The presence of chlorine in
the system raises the dewpoint to 900 K. This is slightly unusual, in that the presence of chlorine
tends to lower the dewpoint of most metals. When sulfur is added to the system, it raises the
dewpoint even higher, to 1300 K. On its own, strontium has a dewpoint of 2000 K. This classifies
strontium as a refractory metal. In the presence of chlorine, strontium vaporizes with a dewpoint of
1400 K. This indicates that the presence of chlorine may be necessary in order to reactively capture
strontium.

Experimental Studies. Experiments were performed in the University of Arizona 17kW laminar,
downflow furnace, operated a SR=1.2, with time-temperature profiles similar to those of practical
combustors. Metals were injected into a natural gas flame as aqueous solutions of metal salts (cesium
acetate and strontium nitrate). Flow rates were set to provide a metal concentration of 100 ppm in the
furnace. The sorbent powder (kaolinite, lime) was injected below flame using a water-cooled probe.
The sorbent was fed at a rate of 2 g/min. The furnace temperature at the sorbent injection point was
1400K. Dopant gases (Cl,, SO,) were mixed with the combustion air prior to entering the furnace.
Samples were withdrawn from the furnace with a water-cooled isokinetic-sampling probe. The
samples were withdrawn after a two second residence time in the furnace, and at a temperature of
1120K. The sampling rate was 1.3 liters per minute, and samples were collected for ten minutes. The
sample stream was diluted with nitrogen at a ratio of 18:1 to quench reactions. Gas samples were
passed through a Berner Low-Pressure Impactor (LPI) to segregate particles by size [Hillamo and
Kauppinen, 1991], and particles were collected on greased polycarbonate substrates. The substrates
were then digested in a strong acid solution prior to analysis. Strontium, aluminum, and calcium were
analyzed by flame atomic adsorption spectroscopy, and cesium was analyzed by flame atomic
emission spectroscopy. Reactive capture on sorbents was determined by sampling above the
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predicted metal dewpoint and by using the aerosol size fractionation methods described by Davis et
al. [1998]. Strontium, aluminum, and calcium were analyzed by flame atomic adsorption spectroscopy,
and cesium was analyzed by flame atomic emission spectroscopy.

3.1.2 Screening Experimental Results. Key results of the cesium tests are shown in Figures 1 and 2,
which show the response of the cesium Particle Size Distribution (PSD) when kaolinite sorbent are
added to the system. Without sorbent, the cesium alone forms a peak near 0.06 microns, indicating
that the cesium is completely vaporized, and then nucleates to form a fume upon cooling in the probe
[Davis et al, 1998]. The aerosol size fractionation method identifies the area under the curve, at
approximately 1mm, as the fraction of cesium that is captured, and the area to the left of this, in the
nano-particle size range, as that fraction of the cesium that remains uncaptured [Davis and Wendt,
2000A,B]. In Figure 1, when kaolinite is added to the system, the cesium peak shifts to near 1 micron
because it has reacted with the substrate particles. Figure 2 shows that the presence of chlorine
diminishes the Cs capture, probably because of the formation of the cesium chloride in the gas phase,
although this must be confirmed through in-situ measurements. When lime is added to the system,
which is indicated by the calcium peak, there is no shift in the cesium PSD, meaning the cesium does
not react with the lime. Data were also obtained with sulfur present, the main effect of which is to
raise the metal dewpoint and diminish the time available for reaction.
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—&- Csw/ kaolinite 3
—- Cs w/ kaolinite .-&-- Al (kaolinite)
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Fraction of total metal captured
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Fraction of total metal captured
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=
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Aerodynamic diameter [mm] Aerodynamic diameter [mm]
Figure 1. Cesium capture by kaolinite. No Figure 2 Diminished cesium capture by
chlorine. kaolinite in presence of chlorine.

The key strontium results are shown in Figure 3. Without chlorine present, the strontium does
not volatilize and therefore cannot be captured by a sorbent. It forms large residual particles of
unreacted strontium, as shown on the LHS of Figure 3. The presence of chlorine serves to volatilize
strontium, as shown on the RHS of Figure 3, and this does allow capture, if not complete capture, as
demonstrated by aerosol size fractionation and the narrow psd on the RHS of Figure 3. Lime as a
sorbent showed no capture either with or without chlorine. Sulfur complicated the metal/sorbent
interactions.

Figure 4 shows the morphological changes that occur upon reaction of cesium and strontium
with kaolinite. In all cases where reaction occurs, a glass melt is formed (center and right), while very
little (probably due to impurities) was formed when the kaolinite passed through the same
temperature zone alone (left). These experimental screening results are very significant. First, they
show that cesium and strontium can be scavenged by an inexpensive sorbent, kaolinite. Second, they
show that chlorine is required to devolatilize strontium, but this can also diminish the reaction of
cesium. Clearly, additional fundamental data on the pertinent kinetic mechanisms is required in order



to optimize the use of high temperature kaolinite to reactively scavenge both cesium and strontium in
mixed wastes.

0.5 4 —@ .- Sronly (no sorbent) 0.7 1 -@. Sronly (n.o .sorbem)
' —8- Srw/ kaolinite —4- Srw kaolinite
-.& .. Al (kaolinite) 0.6 - - Al (kaolinite)

Fraction of total metal captured
Fraction of total metal captured

Aerodynamic diameter ] Aerodynamic diameter [mm]

Figure 3. Strontium capture by kaolinite does not occur without chlorine (LHS) but does
occur with chlorine (RHS).

Figure 4. Morphology of unreacted kaolinite (left); product of scavenged
cesium, no chlorine (center); product scavenged strontium with chlorine
present (right).

3.3 Mathematical Modeling of Individual Droplet Trajectories.

3.2.1 Modeling Goals. We wished to determine whether it was possible to predict individual
droplet trajectories and environments in combustor turbulent flow fields. This was not merely only a
random process, since we wished to capture the physics of turbulence and dominant turbulent mixing
and eddy characteristics without DNS (direct numerical simulation). Kerstein’s [1999] One
Dimensional Turbulence (ODT) Model appeared to posses the correct attributes to do this. Like DNS,
the ODT method requires multiple realizations. However, unlike DNS, ODT for droplet trajectories in a
practical configuration, is currently “doable.”

The Problem. The following issues can be raised:
Experimental data show wide range of droplet endpoints for identical initial conditions

[Mulholland et al, 1991]
We wished to predictindividual, as distinct from average, droplet burnout points.

13



We adapted Kerstein’s [1999] One Dimensional Turbulence (ODT) model for droplet
trajectories.

We developed new two-phase flow model to be incorporated within ODT, consistent with
phenomenology and assumptions in ODT.

There were three phases:

1.

To confirm that ODT can adequately reproduce the axial evolution of average
temperature and z velocity as measured by Mulholland. Calibration with
experimental data occurred only through initial conditions. The model requires
measured mean v, and mean T at z=0, and then only one free parameter to be
chosen to allow reasonable agreement between predicted and measured mean gas
axial velocities and temperatures downstream. It is worth noting that, although a
triplet map assumes a specific form of stretching and distortion due to turbulence,
ODT is implemented such that turbulent energies and momenta are conserved.
Triplet maps are modeled to occur instantaneously; yet there is a “turn over” time
associated with them that is used to compute the transverse velocity component.
ODT contains enough of the physics to replicate the downstream laminarization of
the turbulent flow as measured also by Mulholland et al [1991].

To develop a droplet trajectory model which is consistent with the linearity of ODT.
This consumed a major portion of the theoretical modeling effort of the current
project, and required implementation of several innovative approaches. It is
important to note that NO additional adjustable parameter was required.

To implement burning droplets into the ODT domain and track many realizations of
the drop (of order 100) while keeping track of the burnout points.
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Figure 5. Implementation of two phase flow into ODT. Upper, middle and lower panels show
interactions between triplet map and low, medium and high inertia droplets respectively.
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3.2.2 Implementation of Droplet Trajectory Model in ODT. Figure 5 depicts the major model
development in this research. It schematically shows how droplet drag is implemented in the model.
A particle traversing the ODT distance-time domain now can interact with areas (boxes, LHS of Figure
5) rather then lines (which are infinitesimally thin, RHS of Figure 5). Low inertia particles (top) follow
the gas; medium inertia particles (center panel) do not, and are affected by the drag law, while high
inertia droplets show no interaction with local turbulence (as postulated through the local triplet
map). Another issue was to determine when and where a droplet actually did enter a triplet map.
This was complex and is described by Schmidt [2000] and Schmidt, Wendt and Kerstein [2001A, B].

Conservation equations for the heat and mass transfer with burning were solved to predict the
burning rates of the drop. The following approximations are used: spherical symmetry, infinitely fast
chemical reaction at the flame sheet, pseudo steady state, adiabatic flame temperature. The authors
direct you to Schmidt [2000] or Appendix B for further details on the burning model.

3.2.3 Results for ODT Model. Results are shown on Figure 6. For an ensemble size of 350,
experimental results depict the predicted axial spread for the four variations of initial stream
conditions, namely diameter, velocity, droplet spacing, and injection angle. Analysis shows excellent
agreement of the predicted spread with the measured spread for the variation in initial diameter. The
agreement with the variation in initial velocity is also good with both the simulated and experimental
data showing a downward trend as the initial velocity increases. The model shows a marked change
in behavior of the spread as the initial spacing/diameter (s/D,) changes. Above a value of s/D, of 10,
the particles behave independently. There is very good agreement in the second grouping (the last
three cases) of the spread as compared to the measured data. The first grouping is not a good match.
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The lack of s/D, parameterization in the ODT droplet submodel is probably the cause of this
discrepancy. The agreement for the zero and thirty-degree injection angles is good. The trend of the
simulated data is significantly different from the measured data. This is probably due to the artifact
created in ODT by the assumption that eddies are instantaneous in time. As the injection angle
increases the y-component of the particle velocity increases and the error due to this artifact becomes
more pronounced.

3.3 Laser Diagnostic Equipment Methods

3.3.1 Laser Diagnostic Goals. We needed to produce a laser diagnostic apparatus to test the rogue
drop hypothesis. This required the ability to generate drops, both as sprays and as monodisperse
streams, to measure drop size as a function of position, to measure drop and gas-phase temperature,
and to observe speciation in the reactor including free atoms, small molecules, and soot. With the
exception that a lack of a tunable laser prevented observation of free atoms, the apparatus reported
here is capable of all these measurements. Drop generation is by use of an electronically-driven
oscillating piezoelectric bimorph [Mulholland et al. 1991; Clampitt & Hieftje, 1972]. Temperature
measurement within drops is based on exciplex fluorescence [Melton, 1983 and 1993; Murray &
Melton, 1985; Gossage & Melton, 1987; Nickle & Melton, 1989; Bai & Melton, 1997; Lu & Melton, 2000].
While we had hoped to measure soot temperature via laser-induced incandescence (LII) [Melton,
1984; Wainner, 1999; Witze et al., 2001], the dispersion of the available spectrograph is more
appropriate for atomic or molecular line/band emission rather than the LIl continuum.

3.3.2 Design Principles for Laser Diagnostic Tool. To have freedom from chromatic aberration and
because of the success of all-reflective spatial and temporal resolution spectrometric systems in recent
years, only reflective focusing elements were employed. The only transmissive components are
windows in the sides of the reactor and one beam splitter.

The excitation laser beam was focused to a sheet illuminating a plane passing through the
axis of the cylindrical reactor (Figure 7). A cylindrical mirror, dielectric-coated for maximum
reflectivity at 308 nm, converted the rectangular (24 mm by 6 mm) beam from the excimer excitation
laser to a 50 mm high, 1.6 mm thick illumination sheet. The central plane of this sheet is the object
plane for the observation optics.

Z
o —
= P1
—= e y
o “lr:*; %
g P2 FocalPlane gy rieid Optics
& Uspinia
Laser i S 53 :
\ Combustor
L L )
P1 Over-Under
Mirrors
et i

Figure7. Optical Layout. Two planar folding mirrors direct the 308 nm, 25 ns 400 mJ beam to a cylindrical
mirror that focuses the beam through a quartz window into the center of the reactor. The observation optics are
orthogonal to the illumination optics, directing the fluoresced/emitted/scattered light to either a non-dispersed focal
plane or to a 2 m spectrograph.
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Stigmatic imaging was based on the work of Goldstein and Walters [1976] as later
implemented by Klueppel et al. [1978], Hsu et al. [1989], Scheeline et al. [1984], and Scheeline et al.
[1991]. In this arrangement, images are relayed from point to point using parabolic mirrors,
illuminated off-axis. Mirrors of nearly identical focal length are used in Z-pairs, so that each pair has
no third-order coma and a controlled amount of astigmatism. Parabolic figure guarantees freedom
from first order spherical aberration. In contrast to most previous implementations of this design,
closed-form approximations in the placement of optics have been supplemented by ray traces using
Zemax (Focus Software, Tucson, AZ).

For some experiments, either wavelength-integrated measurements or measurements limited
only by bandpass filters are desirable. For other measurements, sub-nanometer resolution as most
conveniently provided by a scanning spectrograph is desirable. The optical system was designed
with two focal planes (Figure 7), one of which used a 2 m Czerny-Turner spectrograph for dispersion
(Minuteman Laboratories, Acton, MA), the other of which simply focused an image onto an intensified
CCD camera. Because of the 10.92 mm astigmatism of the spectrograph, different astigmatism
compensation optics were designed for the two focal planes. The initial image transfer was from a
single Z-pair of mirrors; just beyond the astigmatic focal region for this pair was located a UV beam
splitter.

In contrast to typical spectroscopic work, the optical system resided in a lab that can most
succinctly be described as "dirty." Coal dust from experiments and infiltrating sand particles from the
Arizona desert are frequent specimens in the reactor bay. UV laser optics are highly susceptible to
damage from surface dust, yet dust was a concomitant of nearly all experiments. We thus covered the
optical system with Lucite (which also served to enhance eye safety, as polymethylmethacrylate
absorbs 308 nm laser light), and pumped dry HEPA-filtered air into the enclosure. Despite months of
experiments on coal dust combustion taking place on both the reactor in which we observed drop
dynamics and in an adjacent reactor, which together left a thick coating of dust on the outside of the
spectrograph and Lucite box housings, the optical path remained free of detectable dust and the
mirrors never suffered damage.

The only excitation yet employed on this apparatus is the 308 nm XeCl laser band (Lambda
Physik COMPex 201, Ft. Lauderdale, FL). Ultraviolet wavelengths were chosen so that signals would
be well away from the blackbody continuum emitted by the reactor walls. Pulsed illumination
assisted in temporal selection against continuum while assisting in obtaining strong signals from
single drops. Signal-to-noise ratio calculations suggested that illumination at over 10 mJ per pulse
would be required to obtain adequate LIF, LII, and Mie scattering signals.
3.3.3 Laser Diagnostic Equiptment Results. To date, work has focused on the use of filtered full-field
images to characterize drop trajectories and sooting behavior. Spectrographic/high resolution data
have not been useful for single laser firings, as no atomic or diatomic molecular species present in the

reactor absorb and efficiently fluoresce at 308 nm. Both the Al | and OH" X?P, ® A?’S" band

overlaps with excimer emission, however, several conditions (see Cabalo et al., 2002) precluded
observation.

We thus confine discussion to observations of drops, gas flows, and soot. Drops of either
water or diesel fuel were used. Water had an acitone (5%) tracer added. No tracer was required with
diesel drops because of naturally occurring aromatic hydrocarbons that are present in diesel fuel and
are strongly pumped at 308 nm, fluorescing strongly as shown in Figure 8.

The drop sizing capability of the apparatus was investigated by comparing the size measured
by the apparatus with known drop sizes. Results are shown in Table I. In all cases, optically
determined sizes are less than those expected, typically by approximately 1 pixel or 5%. Considering
that some evaporative loss is expected and that optical magnification is calculated to be 1.003, this is
acceptable. In addition to drop sizing, drop imaging was quite effective in determining drop shapes.
Smaller drops (d<<500 ?m) tended to be spherical, and larger drops tended to be slightly flattened.
Drop shape and size are extremely important for determining drop drag coefficients that help predict
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Figure 8 Drop stream showing agglomeration of adjacent drops.

the penetration of drops into the combustor. The drop size and shape also affect the transport of
vapor material away from the drop.

At sufficiently high spray rates, drop collisions and coagulation can be seen (Figure 8). Drop
growth as well as vaporization can thus be observed. The fate of diesel drop groups was observed at
three points positioned along the centerline of the furnace 12.1 cm, 42.6 cm, and 73.0 cm downstream
from the burner. At low gas flow rates, drop groups tended to remain intact even down to the third
port, with no coagulation evident. However, as the gas flow was increased, the drop stream was
broken up, the drops were observed to form clump like formations, and coagulation was observed at
the second and third ports. Except at the highest flow rates, the drop groups were not broken up at
the first port. We attribute the breakup of drop formations to turbulence. Except at the lowest flow
rates, drops were rarely observed at the third port, and these drops no longer remained in linear
formation.

Another issue of importance for thermal destruction of liquid waste is the gas phase transport
of material originating from the liquid drops and possible uptake by sorbent particles. This was
investigated by observing the transport of PAH from diesel drops, as shown in Figure 9. With the
Schott BG-25 and WG-320 filters, the camera was optimized for imaging light in the range of 350 nm to
450 nm, the emission wavelength range for PAH. The most intense PAH signal arises from the liquid
phase, where the strong attenuation of laser light through the thickness of the drops appears as the
signal rapidly decays from the right to the left in Figure 9A. Fluorescence from the gas phase PAH in
a gas phase concentration map clearly shows the transport of vapor away from the drop array.

Figure 10 shows the radial cross sections of PAH fluorescence from the middle of the drop
stream to the edge of the observable volume. The lower curve is the signal through the saddle point
between drops, and the upper curve is a cross section through the middle of a drop. The signal
through the saddle point decreases in an exponential fashion until it reaches a cusp, which
incidentally is where this curve intersects the cross section through the drop. The position of this
intersection point does not change with respect to drop injection velocity. This can be explained by
the fact that the decay in PAH signal is a combination of diffusive and convective transport away from
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Figure 9 PAH fluorescence both in drops and in the atmosphere surrounding drop trajectories.

the drop stream and the thermal degradation of the PAH. Material vaporizing from the drop stream
should experience rapid heating from the diesel wet bulb temperature to ~1700 K. Thus, thermal
degradation should be a dominant factor in the decay of PAH signal.

In the case of combustion, soot formation is an important process. Thus, it is important that
this system also have the capability of detecting small particles. Soot was imaged, as shown in Figure
11. Though the CCD camera does not have the resolution to image individual particles less than 25
?m in size, the scattered light intensity was much more intense than the fluorescence signals. The
apparatus is capable of detecting zones containing sufficient concentrations of particles. Soot
appeared in clouds surrounding the drop streams. Only for lean conditions did soot appear to be
forming in the wake of individual drops. Otherwise, the soot appeared to be formed from the diesel
vapor from previous drops. Some of the images showed clumping of the soot. Soot was also helpful in
visualizing the motion of the gas surrounding the drop stream. At the second and third port, the soot
also revealed turbulent eddies, as well as how diesel drops also interacted with the surrounding gas.
Itis clear from Figure 11 that even at port 2 the drops pulled soot material into their wakes when they
were still traveling faster than the surrounding gas.

Table I. Observed vs. computed drop diameter.

Measured diameter (weighed drop stream) Apparent diameter
405 nm 375 nm
511 mm 500 Mm
606 nm 575 nm
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Figure 10  Cross sections of the PAH fluorescence in Figure 9. The ordinate axis
position marks the midpoint of the drop array.
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Figure 11  Image of scattered laser light from diesel drops passing through clouds
of soot recorded at the second port. The soot material entrained in the drop
wake indicates the high drop velocity with respect to the surrounding gases.
Note that the drop acts as a lens and focuses laser light to a bright spot.

3.4 Summary of Accomplishments of Current Grant.

Research results from the current grant are encouraging. The experimental screening studies
show that kaolinite will reactively capture cesium and strontium, to form glassy melts. The conditions
under which this capture are complex, and for mixtures of cesium and strontium, require optimum
levels of chlorine. The mechanism and kinetics of the process have not been delineated. To
accomplish this will require in-situ measurements of metal species within the laminar flow combustor.

The One Dimensional Turbulence Model of Kerstein promises to make it possible one day to
track every particle of waste, and every droplet injected into a hot turbulent flow reactor. A turbulent
flow reactor would be the practical realization of this process. Public acceptance and process safety
of this process would be greatly enhanced if the trajectories and instantaneous locations of all waste
and sorbent particles were to be predicted, and the local chemistry known.

A new, high fidelity imaging apparatus has been constructed for the observation of drop
dynamics and vapor transport properties in multi-kilowatt thermal reactors. The apparatus is capable
of optically determining the size and shape of drops for the determination of drag coefficients.
Important events such as drop coagulation can be observed. In addition, suspended and vapor phase
material, such as soot and PAH vapor surrounding the drops that pertain to gas phase transport, have
been imaged. Soot images showed the interaction between the drops and the surrounding
combustion gases as the drops ploughed through. The instrument was also shown to be capable of
recording emission spectra within the combustor.
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Section 4
Relevance, Impact, and Technology Transfer

The relevance of this project lies in its relationship to providing solid scientific underpinnings
required to make thermal treatment of radioactive metal wastes a viable and publicly acceptable
technology. Two impediments to this technology must be addressed:

1. Lack of knowledge whether the chemistry of interaction between metal vapors and

sorbent substrates is appropriate to make the process practical

2. Inability to quantitatively predict the physical processes of interactions between droplets,

turbulent flows, metal vapors and dispersed particles, so that there is complete confidence

that all the metal vapor is contacted by sorbent within the proper temperature regime.
This project was designed to surmount these two impediments, and to provide predictive tools that
allow safety guarantees for thermal treatment processes.

The short term impact of this project is curtailed because, even though great progress has
been made, further work was still required to meet these very ambitious goals, and thermal treatment
of radioactive wastes remains an anathema both to the public and to practitioners in the field. The
long term impact of this work may be substantial, because this work led to a basis for productive
future research that may well make thermal treatment more acceptable. It also has led to advances in
understanding the fundamentals of turbulent two phase flow.

Technology transfer to the scientific community is detailed below in Section 7. There has not
been significant technology transfer to the field at this time, because application of the project results
required further work.

Section 5
Project Productivity

This project was extremely ambitious and therefore fell somewhat short of meeting all its
stated goals. Both the turbulence modeling and the laser diagnostics were at the cutting edge of their
respective fields, and, not unexpectedly, very difficult problems in each area emerged, and were
solved, but at the cost of time and money. They are described in detail in the appendices attached.

The successes of the project can be listed as follows:

1. Thermal scavenging of both cesium and strontium was shown to be a viable option for
isolating those metals from the environment.
2. A new approach to model two phase turbulent flow was developed, and shown to be

the only method currently available to predict individual droplet trajectories that have
been measured in combusting turbulent flowfields.

3. A diagnostic tool was developed that allowed droplet positions to be observed non-
intrusively. This work was featured on the cover of the October 2002 volume of the
scientific journal “Applied Spectroscopy”. With additional work, this tool could be
improved to allow simultaneous measurement of droplet positions and species
concentrations in a turbulent flow thermal reactor.

Details of all of the above are in the Appendices.

Section 6
Personnel Supported

Personnel who were supported with this research effort at the University of Arizona were:

Dr. Jost O.L. Wendt, Professor and Head, Department of Chemical and Environmental
Engineering, University of Arizona

John R. Schmidt, Graduate Student, U of A



Jonathon M. Amos, Graduate Student, U of A
Dr. Sheldon B. Davis, Post-Doc, U of A
Dr. Jerry Cabalo, Post-Doc (work completed at UA, funded through UIUC)

Section 7
Publications

7.1. Published in peer-reviewed Journal.

“Spectrometric System for Characterizing Drop and Powder Trajectories and Chemistry in Reactive
Flows,” by Jerry C. Cabalo, John Schmidt, Jost O. L. Wendt, and Alexander Scheeline
Published in Applied Spectroscopy, January, 2002

7.2. Published in unreviewed publications.

Preliminary results for this project were presented at the following symposia and published in the
corresponding unreviewed proceeding.
- The First Joint Meeting of the US Sections of the Combustion Institute, George Washington
University, Washington, DC March 1999 [Amos & Wendt, 1999].
The Sixth International Congress on Toxic Combustion By-Products, Invited lecture, University of
Karlsruhe, Germany, June 1999.[Wendt, 1999].
The 4" International Syposium & Exhibition on Gas Cleaning at High Temperatures, University of
Karlsruhe (TH),September 1999. [Davis et al. 1999].
American Flame Research Council Semi-Annual Meeting, Tucson, Arizona, 1999. Papers
distributed at the meeting. [Amos & Wendt, 1999B].
2000 Spring Meeting Western States Section The combustion Institute, March 2000. [Schmidt et
al., 2000 A].
2000 American Flame Research Committee International Symposium, September 2000. [Schmidt
et al., 2000 B].
The Second Joint Meeting of the US Section of the Combustion Institute, March 2001. [Schmidt et
al., 2001].

7.2. Submitted/in preparation for publication.

An article dealing with the numerical modeling portion of the completed project was submitted to
the peer-reviewed journal. It is entitled, "Trajectories of Evaporating Droplets in a Turbulent
Combustor Using the One Dimensional Turbulence Model". The manuscript submitted for publication
is reproduced in its entirety in Appendix C.

A second article dealing with the experimental portion of the completed project is in preparation. It
will be submitted to the peer-reviewed journal Environmental Science and Technology [Amos et al., in
preparation].

Section 8
Interactions

This project resulted in a close working relationship between UA and Sandia, to the extent that
Dr. Alan Kerstein acted as a co-advisor to Schmidt’'s MS Thesis and Ph.D. Dissertation, and
participated in all the exams. This collaboration is enduring.

This project also required close collaboration between UIUC where the laser diagnostic tool was

constructed and UA where the tool was made to work and put to use. This collaboration will also
continue.
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Presentations of the preliminary results from this research were given at:

ESMP workshop Chicago, July, 1998

The First Joint Meeting of the US Section of the Combustion Institute, March 1999

The Sixth International Congress on Toxic Combustion By-Products, Germany, June 1999.

The 4" International Syposium & Exhibition on Gas Cleaning at High Temperatures, (TH),
September 1999.

ESMP workshop, Atlanta, April 2000

Western States Section The combustion Institute, March 2000.

American Flame Research Committee International Symposium, September 2000.

The Second Joint Meeting of the US Section of the Combustion Institute, March 2001.

Section 9
Transitions

The results form this work need further refinement (see future work Section 11) in order to undergo the
transition to a hazardous waste incineration technology.

Section 10
Patents

10.1 New Discoveries

Cesium alone vaporizes readily in the flame, and subsequently nucleates in the sampling probe
to form sub-micron particles. Cesium is almost completely captured in the presence of kaolinite. Itis
not captured by lime. Chlorine raises the dewpoint of cesium. This is unusual, in that chlorine tends
to lower the dewpoint of most metals. The presence of chlorine does appear to have some effect on
the reactive capture of cesium by kaolinite. It does not appear to affect the capture of cesium by lime.
The presence of sulfur also raises the dewpoint of cesium. However, this appears to have little effect
on the capture by kaolinite. It does enhance the capture of cesium by lime. This is probably due to
the speciation of the cesium compounds.

Strontium alone does not vaporize in the flame, and is only minimally captured on kaolinite and
lime, probably by physical coagulation processes and not reactive scavenging. The presence of
chlorine enhances the vaporization of strontium and subsequent capture by kaolinite. In this sense,
strontium behaves similarly to nickel. However, this vaporization does not promote capture on lime.
In contrast to the equilibrium predictions, sulfur enhances the volatilization of strontium. However, it
does not aid in capture.

A novel two-phase flow model was added to the ODT turbulence model utilizing one-way
coupling between gas flow and particle trajectories. Correlation between the spread in the burnout
points and initial droplet size, droplet velocity, interdroplet spacing, and droplet injection angle are
examined. The numerical investigation also includes a droplet heating/burning model. Results are in
good agreement with the measurements of Mulholland et al. [1991].

An instrument for emission, fluorescence, and scattering diagnostics of a 17 kW gas/air thermal
reactor was successfully designed buildt and tested. Z-pair parabolic mirrors provide diffraction-
limited imaging in field center, with worst-case blur over a 12.8 mm field of view having a radius of
0.044 mm RMS. Either full-field filtered or transverse line dispersed viewing can occur simultaneously.
Dispersion is achieved using a 2 m spectrograph f-matched to the feed optics. Examples of data show
non-axisymmetric flow in a nominally laminar flow system, drop shapes in situ, and Mie scattering
from soot.

10.2 Patents
None
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Section 11
Future Work

11.1 Experimental

Given the continuing funding, the UA could conduct laminar flow reactor studies in the 17kW
downflow reactor to determine the kinetic parameters that control the scavenging of cesium and
strontium vapors by kaolinite. In situ diagnostics would be developed by UIUC. Obtaining a tunable
dye laser in the future would do this. The only components that would have to be changed to
accommodate a tunable operation are the mirrors that relay and focus the laser beam to the mid-plane
of the reactor. With a tunable laser radiation source, the transport properties of various materials such
as heavy metals and their oxides whose properties are not completely known can be directly
measured under combustion conditions. The objective would be to elucidate the mechanism of
interaction between cesium or strontium and kaolinite both in the absence and in the presence of
chlorine. In-situ measurements would consist of elemental composition of particles, using LIBS, and
also gas phase metal speciation, using PLIF.

11.2 Theoretical Modeling

Theoretical modeling will focus of further validation of the two phase ODT version. We have
already shown that we can simulate accurately the spread in droplet trajectories that was measured
by Mulholland et al. (1991). However, this was a rather unique experimental configuration and
additional validation is essential, since the model does contain many assumptions. There is a paucity
of experimental data analogous to Mulholland’s, and so we propose to compare particle flow results
from ODT with similar results from DNS (Direct Numerical Simulations). Then we shall incorporate the
improved drag coefficients of Pearlstein into the model, and use them to determine maximum
penetrations of large deformable droplets in a thermal reactor. Finally we may develop an ODT
version that accounts for two separate streams of particles (droplets and sorbent particles) introduced
at different locations, and determine the interactions between the two. As before, this work will be
jointly supervised by Dr Alan Kerstein, who will co-advise Ph.D. students with Professor Wendt.
These Ph.D. candidates will also spend time at Sandia, to learn from Dr. Kerstein. Finally, this model
will be compared to experimental data to be obtained through yet another collaboration with Dr.
William P. Linak of US EPA in North Carolina.
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ABSTRACT

High-temperature reactive scavenging by sorbents is one possible treatment
strategy for metal-bearing liquid wastes. The current work focuses on cesum and
strontium, two metals that are present in the DOE waste inventory.

To explore the behavior of the metals and the expected speciation, equilibrium
calculations were performed prior to the experimenta work. Experiments were
performed in an 18 kW laminar downflow furnace. Aqueous solutions of the metals were
atomized and injected into the flame. Powdered sorbents were injected into the post-
flame region of the furnace. The sorbents investigated were kaolinite, lime, a 50/50 mix
of lime and kaolinite, and the CDEM product. Particles were sampled from the furnace
isokinetically and passed through a Berner low-pressure impactor. The samples were
then analyzed with flame atomic absorption spectroscopy and scanning electron
microscopy. The effects of adding chlorine and sulfur to the waste stream were also

explored.



Chapter 1

Introduction

1.1 Cesium and Strontium as Hazardous Waste

A significant portion of the U.S. Department of Energy’s (DOE) hazardous waste
inventory is composed of metal-bearing liquid wastes (Serne et a. 1996). These wastes
are quite varied with respect to the hazardous constituents (metals, organics, anions, etc.).
Release of these wastes into the public domain, through air, water, or ground releases,
would have a large detrimental impact on public health. As such, it is very costly to
properly store and maintain the facilities for these wastes. A reduction in the volume of
these wastes is highly desirable.

Two of the metals present in these wastes are cesium and strontium (Serne et al.
1996). Cesium-137 and strontium-90 are both radioactive wastes that are produced from
fission reactions, with half-lives of 30 years and 28 years, respectively. They are often
found in reactor wastes, as well as fallout from nuclear accidents. The relatively long
half-lives (with respect to human lifetimes) mean these wastes can pose a significant
threat to human health over along period. Any treatment method that is used with these
species must be able to immobilize the metals from all possible pathways (air, surface
water, ground water, etc.).

There are severa different treatment methods available for reducing and
destroying these wastes. These include incineration, precipitation reactions, membrane

processes, biological processes, and ion-exchange processes. One of the more promising
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methods isincineration. There are several advantages to this method of treatment. First,
the organic portions of the wastes are destroyed with a very high efficiency. For some
components of the organic waste, thermal destruction is required by current
environmental legidation anyway. Second, no chemical species need to be added to the
waste system. The DOE has experienced problems with some precipitation-type
treatment methods producing additional hazardous components (benzene and hydrogen)
after the addition of the complexing agents. A third advantage to this process is that the
same basic approach can be used to treat a variety of wastes, with widely varying
compositions. Thiswill help keep costs low, and will simplify the design of any
treatment facilities. Fourth, this treatment process is robust, being able to accommodate a
large degree of variation in the feedwaste and operating parameters. Finally, incineration
has existed for along time, so the process and its limitations are much better understood
than other treatment methods

There are some disadvantages to this treatment method. Metals cannot be
destroyed by incineration. Either the metals remain with the non-combustible portion of
the waste or they vaporize, depending on the volatility of the metals. Any gaseous meta
constituents either condense onto larger particles in the waste stream which are removed
by the air pollution control equipment, or nucleate and form sub-micron aerosols of their
own. These particles can often penetrate standard air pollution control equipment. These
sub-micron particles are enriched in the toxic species, and are easily inhaled into the

lungs. They can also deposit into surface reservoirs or food crops. For these reasons,
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incineration is often contested by the public as a viable treatment option (Costner and
Thornton 1990).

Sorbent material can be injected into incineration systems to deal with the
presence of metals. The metals react with the sorbent particles to form a metal/sorbent
complex of some variety. The sorbent materials are inexpensive, readily available
materials, such as kaolinite or lime, that have the potential to react with metals. The
relatively large sorbent particles are easily removed from the exhaust stream with
standard air pollution control equipment. The desire is to form a water insoluble product

to prevent the metal from leaching into drinking water supplies after final disposal.

1.2 Metasin Combustion

Metals can occur in many different fuels and wastes, including coal, fuel ail,
municipal wastes, hazardous wastes, etc. Extensive work has been performed to
determine the behavior and fate of metals in combustion systems (Furr et al. 1977; Sill
1988; Fernandez et al. 1992; Ho et a. 1993; Linak and Wendt 1993; Linak et al. 1994;
Rizeg et a. 1994; Bool et a. 1995; Gallagher et al. 1996; Karimanal and Hall 1996;

Linak et al. 1996; Buckley et a. 1998; Davis et al. 1998; Linak and Wendt 1998; Y ang et
al. 1998). Thereview by Linak and Wendt provides a thorough overview of the issues
encountered with metals in combustion systems (1993). Figure 1.1, which is adapted
from their Figure 4, provides a summary of the possible mechanisms that may governin a
particular system. Based on the volatility of the metal, it will end up in either the

supermicron fraction of the ash, which is easily collected and disposed of, or in the
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submicron aerosols, which are difficult to collect and can easily come in contact with the
general population. The authors also discuss in some detail the aerosol mechanisms of
coagulation, condensation, and nucleation, which determine the final form of the metals
in the system. Finally, they discuss the use of sorbents to capture the metals and remove
them from the combustion wastes. This topic will be discussed more in the next section.

The volatility of the metals plays an important role in determining the final form
of the metal during combustion. Rizeq et. a. (1994) classified severa metals into three
categories: volatile, semi-volatile, and refractory. Each category exhibits certain
characteristics when exposed to combustion environments. Volatile metas, like mercury
and selenium, form vapors readily, and may remain in the gaseous state even when
passed through the pollution control equipment. Semi-volatile metals partition in the
furnace, with a portion of the metals vaporizing in the flame of the incinerator and then
condensing further down the furnace to form a sub-micron fume. This fume may pass
through air pollution control equipment, releasing an easily respirable aerosol that is
concentrated in the metal. Refractory metals have low vapor pressures, even in the high
temperature zone of the furnace. They tend not to vaporize and are generally found in the
larger sized ash.

There has been little work with cesium or strontium in combustion systems.
There has been no work with sorbent interactions of strontium and only some
thermogravimetric studies of cesium and sorbents. Due to this dearth of prior

experimental data, it would be useful to examine other metals that may have similar
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characteristics to cesium and strontium. Here, strontium will be compared to nickel, and
sodium will be considered an analogue to cesium.

Strontium is considered a refractory metal. 1t has a dewpoint near 2000 K at a
metal vapor concentration of 100 ppm. The relevance of the dewpoint on metals
behavior will be discussed further in the next section. Some useful physical data for both

strontium and cesium are shown in Table 1.1.

Physical Property Strontium Cesium
Abbreviation S Cs
Atomic Number 38 55
Atomic Weight 87.6 132.9
Melting Point, °C at 1 atm 777 28.44
Boiling Point, °C at 1 atm 1382 671
Vapor Pressure, atm at 300 K 4.99E-23 2.4E-9
Vapor Pressure, atm at 1500 K 0.529 40.89
Density, g/cn? 2.64 1.93
Cp, Jmol K 26.4 32.2
DrH°, kJ/mol (gas) 164.4 76.5
DrG°, kdImol (gas) 130.9 49.6
S°, Jmol K (gas) 164.6 175.6

Table 1.1 — Physical Properties of Cesium and Strontium (Data
from (Lide 1995))

There has been some work that has studied the behavior of nickel, another
refractory metal (Linak et al. 1994; Linak and Wendt 1998). In this work, the metal was
injected into a furnace, and the resulting aerosol was sampled and analyzed. It was found
that the nickel did not vaporize, and the nickel particle size distribution formed a peak
around one micron. When chlorine was added to the system, the nickel did vaporize and
formed smaller particles when cooled. The results of these previous works may be used

to help explain the behavior of strontium.
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Cesium is considered a low-end semi-volatile metal, with a dewpoint near 700 K
at 100 ppm of metal vapor. Cesium isin the same column of the periodic chart as
sodium, so the chemical behavior of cesium should be similar to that of sodium. The
chemical similarities between cesium and sodium will be explored further in Chapter 2.
There has been some work on the fate of sodium from coal combustion (Gallagher et .
1996). The ash aerosol from coal combustion was sampled and analyzed. The sodium
was found to be rather volatile, with the mgjority of the sodium appearing on the sub-
micron plates of the impactor. It was also found that the sodium tended to associate with
the silicain the ash.

There has been some work to determine the partitioning behavior of cesium and
strontium at high temperatures. There have been studies on species present in coal ash
(Furr et a. 1977), but these have focused on the presence of alarge number of elements,
and have not focused on cesium and strontium in particular. Sill (1988) performed
volatility experiments on cesium and strontium from synthetic basalt. The volatility of
cesium increased linearly as the temperature increased, with some volatility evident even
at low temperatures (400 °C). The strontium did not volatilize at any temperature
studied.

Yang et. a. (1998) studied the behavior of several different metals. They
performed both thermogravimetric studies and small-scale combustor tests. They used
cesium chloride for their thermogravimetric tests, and found that the cesium did
eventually vaporize (750 °C). Thistemperature islow for a combustion system. Their

small-scale furnace results show that the majority of the strontium ends up in the bottom
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ash of theincinerator. A larger portion of the cesium ended up downstream of the
incinerator. However, their experiments were performed at temperatures that are low
(850 °C) compared with practical incinerators (1200 °C).

Buckley et. a. (1998) studied the fate of cesium and strontium in the combustion
of abiomassfuel. Their experiments were performed on a 100 kW down flow
combustor. Samples were extracted isokinetically and passed through a multi-orifice
impactor (MOUDI). Filters were weighed to determine mass collected, and beta activity
was measured using an automated al pha/beta counter. The radionuclides tended to
concentrate in the sub-micron range (~0.4 microns) when the furnace was operated at
higher temperatures (1200 °C). At lower temperatures (800-1000 °C), the radioactivity
was spread over alarge particle size range, with some concentration in the larger particle
sizes. Their analysis techniques did not alow them to separate the cesium and strontium
components of the beta radiation contribution. Therefore, the exact distributions of the

individual components cannot be determined.

1.3 Sorbent Technology

One of the major obstacles towards public acceptance of incineration technologies
is the presence of metals in the incinerated wastes, and the potential release of the metals
into the environment. Metal capture by sorbents is a promising method of metal control.
A lot of work has been donein this area (Ho et al. ; Lee and Johnson 1980; Shadman and
Punjak 1988; Punjak et al. 1989; Rizeq and Shadman 1989; Uberoi et a. 1990; Uberoi

and Shadman 1990; Uberoi and Shadman 1991; Crosley and Kedl 1992; Scotto 1992;

20



Scotto et al. 1992; Scotto et a. 1994; Jozewicz and Gullett 1995; Linak et al. 1995; Wu et
al. 1995; Ghosh-Dastidar et al. 1996; Mwabe and Wendt 1996; Venkatesh et a. 1996;
Aganihotri et al. 1998; Biswas and Wu 1998; Davis 1999). These studies include both
thermogravimetric work and pilot-scale incinerator experiments.

Biswas and Wu (1998) wrote areview of sorbent control technology. The
majority of the paper discusses general metals interactions in combustion environments.
A small section does cover the use of sorbents introduced to the post-flame region of
furnaces to control the metals. The mgjority of the sorbent discussion relates to sorbents
formed in the furnace by gas-phase precursors, not the introduction of solid sorbents,
which is explored in this work.

There has been arelatively larger body of work that has focused on
thermogravimetric experiments to determine metals capture by sorbent (L ee and Johnson
1980; Punjak et al. 1989; Uberoi et al. 1990; Uberoi and Shadman 1990; Uberoi and
Shadman 1991; Crosley and Kedl 1992; Wu et a. 1995; Ghosh-Dastidar et al. 1996;
Aganihotri et al. 1998). Often, these tests are run at temperatures that are lower than
typical combustion environments. The contact time between the metal vapors and the
sorbents is also rather long, ranging from two to forty hours, compared to a few seconds
in an incineration environment. Since these tests are often easier to set up and run than
tests on laboratory-scale incinerators, they serve well as screening tests for further
research. They are aso useful for identifying possible reaction products that may form.

Crodey and Kedl (1992) performed thermogravimetric tests on cesium and silica.

They heated a sample of CsCl and passed the cesium vapor over a bed of silica. The

21



silicawas weighed before and after the experiments were performed, and weight gain by
the sorbent was taken as a sign of reaction. They found that cesium does sorb on to
silica. They used inductively coupled plasma atomic adsorption spectroscopy to verify
the presence of cesium in the sorbent. However, they did not use any other technique to
try and determine the final form of the cesium compounds. The authors did propose a
method for making educated guesses about particular metal and sorbent combinations,
based on finding a stable compound on the phase diagrams of the metal/sorbent systems.
This method assumes the final compound is in an equilibrium state, however, and which
may not be the case if a glass-like compound is formed. Therefore, this method can serve
as a starting point for further investigation, but should not be relied upon for definitive
conclusions.

There have also been several researchers who have studied sorbent capture
technology in laboratory scale and semi-industrial scale incinerators (Scotto 1992; Scotto
et al. 1992; Scotto et al. 1994; Linak et al. 1995; Mwabe and Wendt 1996; Venkatesh et
al. 1996; Davis 1999 - not yet in print). Linak, et. al. investigated the capture of nickel
onto kaolinite (1995). They found that the nickel would only capture when in the
presence of chlorine. Without chlorine present, the nickel did not vaporize and capture.
Mwabe and Wendt (1996) performed experiments to determine the capture of sodium
onto kaolinite. Sodium was injected as an aqueous solution into a 17 kW laminar down
flow reactor. The sorbent was injected as a disperse powder. Samples were collected
isokinetically and passed through an Anderson cascade impactor. They found that

sodium does capture onto kaolinite, and they determined a global rate constant for this
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reaction. They also explored the effect of chlorine and sulfur on the capture of the
sodium. Both dopants acted to decrease the amount of capture in the system. Chlorine
was found to change the speciation of the reacting metal, effectively reducing the amount
of metal available for capture. Sulfur was found to increase the dewpoint, which reduces

the time the sodium has to react.

1.4 Scope of ThisWork

The purpose of the present work reported here is to explore the behavior of
cesium and strontium in combustion systems. Experiments will be performed to
determine the metal distribution when the cesium and strontium are injected as saltsin
aqueous solutions. Various sorbents will be added to attempt to capture the metals and
force the metals into a larger particle size distribution. These sorbents are kaolinite, lime,
a kaolinite/lime mix, and CDEM sorbent. CDEM sorbent is a paper recycling waste, and
its characteristics will be discussed further in the experimental section. In addition, the
effects of chlorine and sulfur on the experimental systems will be explored. These two
elements are often found in waste streams, and they could have a significant effect on the
behavior of the metals in these systems. These are first level screening tests to determine
the reactions involved and to determine which combinations of metals, sorbents, and
dopants warrant further study. No attempt has been made to optimize the operating
conditions to maximize metal capture. Optimization of the process is a subject for future

work.
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Chapter 2

Thermodynamic Calculations

Prior to beginning experimental work, having some idea of the expected system
behavior is useful. In order to accomplish this, thermodynamic calculations were
performed. Other researchers have used this technique, both to predict the behavior of
chemical speciesin their experimental systems and to develop a better understanding of
the chemistry involved (Linak and Wendt 1993; Frandsen et al. 1994; Durlak et a. 1997,
Daviset a. 1998; Linak and Wendt 1998). Buckley et. al. (1998) have performed
equilibrium calculations for cesium and strontium species. Their results will be discussed
later in this section.

This equilibrium approach does have severa limitations that must be kept in
mind. First, these calculations model the equilibrium condition of the system. It does not
take into account the kinetics of the reactions involved. If the residence timein the real
system is not long enough, the calculations will not match the experimenta data.

Second, this approach assumes that the reactor is thoroughly mixed. Inreal systems,
turbulence and flow patterns may prevent this condition from existing. Finally, al the
important chemical species must be included in the input data, or the final results will be
midleading.

It is believed that the metal/ sorbent interactions that occur are between a gas
phase metal and a solid sorbent (Scotto et al. 1992; Mwabe and Wendt 1996; Davis
1999). Assuch, it is useful to know when the metal exists in the furnace as avapor. The
dewpoint of the metals, or the point at which the first traces of metal begin to condense,
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represents an ending point for the capture reaction. Below the dewpoint, condensation
begins to occur, potentially competing with the capture reaction. Once the temperature
drops below the bubble point of the metal, the metal is no longer in a form that will react
with the sorbent. The dewpoint of the metals is one of the essential pieces of information
that can be obtained from the thermodynamic calculations.

Metals may be considered to fall into three basic categories, based on their
volatility (Rizeq et a. 1994). Refractory metals have high dewpoints, and will not exist
as vapor in practical combustors under normal circumstances. The dewpoints of
refractory metals are usually around 2000 K or higher at concentrations of approximately
100 ppm of metal vapor in the gaseous mixture. This category includes nickel,
chromium, barium, and beryllium. Semi-volatile metals are those metals that will
normally vaporize in the flame zone of a furnace, but return to a solid form at the cooler
end of the combustor. This category includes lead, cadmium, arsenic, and antimony.
The dewpoints of these metals, at a concentration of 100 ppm of metal vapor, range
between 1800 K and 1000 K. Volatile metals are those metals that exist as gases, even in
the relatively cool exhaust sections of the combustor. This category includes mercury
and selenium, and exhibit dewpoints of less than 1000 K at 100 ppm of metal.

The computer code used to perform the current calculations was the NASA
Chemical Equilibrium and Applications (CEA) code (Gordon and McBride 1994). The
numerical algorithm used by CEA is based on the minimization of Gibbs free energy.
This allows the use of temperature and pressure as the primary thermodynamic variables,

and it permits the chemical species to be treated independently, without specifying the
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chemical reactions beforehand. Some important assumptions are made by CEA. The
code considers all gaseous species ideal, and the gaseous mixture is considered ideal as
well. All condensed species are treated as pure. It is aso important to note that the
results obtained from these calculations are the results as they would occur if given
infinite time to react. Kinetic and transport limitations may be present in the actual

furnace that would prevent the system from achieving thermodynamic equilibrium.

Cesium compounds considered Strontium compounds considered

Cs, CsCl, CsO, CsOH, Cs, C5,Cl, C5,0, | S, SrCl, SrCh, SO, SrOH, Sr(OH), SIS,
Cs(OH)2, C804, Cs(cr), Cs(L), CsCl(s), | Sr(s), Sr(L), SrCh(s), SrCh(L), SrO(s),
CSCI(L),CSOH(S), CSOH(L), C$S04(8), | SrO(L), S(OH)2(s), Sr(OH)2(L), SIS(s),
CS04(L) SI02(9), SaN2(S), SIC2(S), SrHa(s), SISO,

SrCOs3(s), SrSO4(9)

Table 2.1 — Compounds considered in equilibrium calculations

Thermodynamic data must be supplied to CEA in order to perform the
calculations. These data are the specific heat, the enthalpy, and the entropy of each
species, as functions of temperature. These data are supplied to the program as a set of
|east-squares coefficients. These coefficients are placed in a seven-term polynomial for
specific heat, with corresponding equations for enthalpy and entropy. The quality of the
calculations performed by CEA isaresult of the input data supplied. For example, if an
important chemical specie is excluded from the input data, CEA will give erroneous
results. In addition to the standard database, seventeen cesium compounds and twenty-

three strontium compounds were added to the input data (Barin 1995). These compounds

26




are shown in Table 2.1. The actua input data for the cesium, strontium, and sodium
species considered here, are included in Appendix A.1.

The equilibrium calculations were set up to match experimental feed conditions.
Methane and air were used as the fuel and oxidizer, with a stoichiometric ratio of 1.2.
The pressure was set to one atmosphere, and the temperature was varied. The metal
concentration in each case was set to 100 ppm. The remainder of the calculation input

conditions are shown in Table 2.2.

Metal Dopant Figure
Cs None 2.2
Cs 1000 ppm Cl | 2.3
Cs 1000 ppm S 24
Na None 2.6
Na 1000 ppm Cl | 2.7
Na 1000 ppm S 2.8
S None 2.10
S 1000 ppm Cl | 2.11
S 1000 ppm S 212

Table 2.2 - CEA input conditions

The cesium results are shown in Figure 2.1 through 2.4. Figure 2.1 shows an
overview of the dewpoint of the cesium species. Cesium alone has arelatively low
dewpoint, approximately 675 K, which classifies it as alow-end semi-volatile metal. The
addition of chlorine tends to raise the dewpoint to around 900 K. Thisis dightly unusual,
as the addition of chlorine tends to decrease the dewpoint of most metals (Scotto et al.
1992; Mwabe and Wendt 1996). Thisisimportant for two reasons. First, in the case of

sodium, it is believed that the capture reaction that occurs is between NaOH and the
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kaolinite particle. Since sodium and cesium are in the same period of the periodic table,
it might be expected that the two metals will show similar chemical behavior.
Comparison calculations for sodium will be presented later. The presence of chlorine
reduces the NaOH concentration in the furnace, decreasing the overall rate of the capture
reaction. Second, since the dewpoint of the sodium is reduced, the time for reaction to
occur has increased, which helps offset the lower NaOH concentration. In the case of
cesium, however, the dewpoint increases, reducing the time to react as well as the CsOH
concentration in the furnace. The combination of these two factors could have alarge
impact on the capture of cesium. The addition of sulfur raises the dewpoint of cesium
even further, to around 1300 K. This increase in dewpoint can significantly reduce the
time the metal and sorbent have to react.

Figures 2.2, 2.3, and 2.4 show the speciation of cesium for each of the three cases
examined. With no dopant present, the cesium exists in the gas phase as CsOH. Asthe
temperature decreases, the CsOH condenses to first liquid, then solid form. When
chlorine is present in the system, the cesium exists primarily as CsCl in the gas phase.
The condensed phase is predicted to be CsCl, as well. When sulfur is added to the
system, the cesium is present as CsOH at higher temperatures. As the temperature drops,
the equilibrium shiftsto Cs,SO, as the gaseous specie. The C$S0O, then condenses and
forms the prevaent specie in the solid phase. This indicates that cesium in the presence
of sulfur may be captured at high temperatures, but the favorable capture conditions do

not last for long.
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For comparison, sodium calculations were performed to match the cesium
conditions. These results are shown in Figures 2.5 through 2.8. Figure 2.5 illustrates the
dewpoint behavior of sodium. With no dopant gases present, sodium has a dewpoint near
1200 K. Thisis higher than the dewpoint of cessum. When chlorine is added to the
system, the sodium dewpoint drops, which is similar to the behavior of most metals, to
around 1000 K. This number iswithin 100 K of the value for ceslum. With sulfur
present, the dewpoint of sodium jumps to near 1500 K, which is about 200 K higher than
in the case of cesium.

The sodium speciation plots are shown in Figures 2.6, 2.7, and 2.8. Without
chlorine or sulfur present, sodium exists primarily as NaOH in the gas phase. When the
sodium condenses, it forms liquid NaCOs, which then quickly solidifies. Thisvaries
from the cesium results. The condensed cesium tends to form the solid hydroxide, and
not the carbonate. However, it should be noted that C5,COs is not included in the input
data for cesium. The addition of this specie could change the results of the equilibrium
calculation. When chlorine is added to the system, the mgjority of the sodium exists as
NaCl in the gas phase. As the temperature drops, the sodium shifts briefly towards
N&Cl, before it condenses into solid NaCl. This behavior mirrors the cesium results
amost exactly. Therefore, we can expect cesium to behave similarly to sodium when
chlorine is present. When sulfur is added to the system, the sodium exists chiefly as
NaOH in the gas phase. The equilibrium shifts towards N&SO, as the temperature drops.
When the temperature drops further, the sodium condenses to liquid N&SO, and finally

solidifies. Thisisalso similar to the behavior exhibited by cesium, except the cesium
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condenses directly to the solid phase, and does not form aliquid. These results suggest
that cesium may indeed behave similarly to sodium when reacted with kaolinite sorbent.

The strontium calculations are shown in Figures 2.9 through 2.12. Figure 2.9 is
an overview of the dewpoint calculations. With no dopant gas present, strontium has a
high dewpoint at 2000 K. This classifies strontium as a refractory metal. Temperatures
this high are seldom seen in practical combustors. This suggests that the water in the
droplets of the injected strontium solution will evaporate, leaving aresidual strontium
particle behind. Sinceit is believed that the capture reactions occur between a gaseous
metal and a solid sorbent, no reaction will occur if the strontium does not vaporize.
When chlorine is added to the system, the dewpoint is reduced to around 1400 K. This
suggests that strontium will be vaporized and may be captured by sorbents when chlorine
is present in the system. This behavior is similar to that seen in nickel, another refractory
metal (Linak and Wendt 1998). There appears to be little change in the dewpoint when
sulfur is added to the system, which again would suggest that no capture will occur.

The speciation plots for strontium are shown in Figures 2.10, 2.11, and 2.12.
Sr(OH); is the primary gaseous specie present when no dopant is added to the system.
The strontium then condenses as SrO. As the temperature continues to drop, the
equilibrium shifts to condensed SrCO3. When chlorine is present, the primary gaseous
strontium specie is SrCh. This then condenses to a liquid, and as the temperature
continues to drop, solid SrCl isformed. With sulfur present in the system, the strontium

exists as Sr(OH), in the gas phase, which then condenses to form solid SrO. Thisis the
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same behavior as when no dopant gas is present in the system. However, as the
temperature decreases, the equilibrium shifts so that SrSO, is the prevalent solid specie.

These results provide some insight into the behavior that can be expected from the
experimental research. Cesium should be present in the furnace in a gaseous form over
the entire length of the furnace. Only when sulfur is added to the system will conditions
be such that solid cesium will exist in the furnace. In addition, the chemical speciation of
the cesium should be similar to that of sodium, and hence its capture characteristics
should be smilar aswell. The strontium, on the other hand, will probably never vaporize
in the furnace, except when chlorine is added. It is believed that in order for metal to
react with sorbents, the metal must be present in the gas phase. If the metal never
vaporizes in the furnace, it will not react with the sorbents. This suggests that in order to
obtain reactive capture of strontium, chlorine must be present in the system.

Buckley, et. al. (1998) performed similar equilibrium calculations for cesium and
strontium. There are some substantial differences between their results and the present
work. Their calculations were performed using the Stanjan equilibrium code, and their
input data was taken from the JANAF tables. The list of cesium and strontium species
corresponds well, except their work lacks several of the sulfate species. Also, they were
attempting to model a more complex situation, a biomass fuel with trace amounts of
cesium and strontium present. As such, the presence of other chemical species, such as
sodium, probably affected the behavior of the various species. These are effects that
would not necessarily be seen in the smple situations modeled here. The results they

obtained for strontium closely match those calculated in thiswork. The cesium results,
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however, show some differences. They predict that the cessum primarily exists as CsOH
in the gaseous phase, and then condenses as liquid CsCl. The temperature at which this
occurs is significantly higher than the temperature predicted in thiswork. It islikely that
these differences are due to two different factors: the presence of other chemical species
in the system and the difference in the concentrations of the metals between the two
studies. Sodium, potassium, and possibly magnesium are species that would compete,
chemically, with cesium and strontium to bind with chlorine, sulfur, and other elements.
This would lead to differences in the dewpoints and speciation of the various chemical
species. Also, the dewpoint of the metal is dependent on the concentration of the metal

present.
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Chapter 3

Experimental Approach

3.1 Furnace Description

Experiments were performed on the University of Arizona 18 kW laminar, down-
flow, swirl-flame combustor. This furnace was designed to have a time/temperature
profile similar to those found in practical boilers and incinerators. This furnace was
originally described by Scotto (1992). However, due to a catastrophic failure in the
furnace wall, major portions of the furnace had to be rebuilt. The terminal crack was
discovered in early July of 1998, and the rebuild occurred over the next four months. The
furnace was operational again in November of 1998.

A diagram of the furnace and its support apparatusis shown in Figure 3.1. A
variable swirl burner is mounted to the top of the furnace. The furnace is approximately
seven meters tall and has an inner diameter of 0.15 meters. Seventeen sampling ports are
spaced down the front of the furnace at approximately 30 centimeters intervals. The
ports have a five-centimeter inner diameter and are capped by two-inch ball valves. A
removable ash trap is attached to the bottom. A baghouse removes the particulate matter
from the exhaust stream. The exhaust then passes through a condenser and a mist
eliminator to remove any water from the gas and to protect the exhaust fan.

The upper section of the furnace is the portion that needed to be rebuilt. This
encompasses the top three meters of the furnace structure, reaching from the burner to

below the upper-level floor. A schematic of the new furnace construction, as well as the
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materials used, is shown in Figure 3.2. The main portion of the upper furnace is cast of
Therma Ceramics HPM-95, a high-density slag resistant castable refractory. The upper
two feet of this block has an inner diameter of six inches and an outer diameter of
fourteen inches. The bottom foot of the block has an outer diameter of eighteen inches,
which allows the block to rest on the stainless steel support structure. Three ports are
cast into this section. The upper cone section of the furnace is cast of Thermal Ceramics
2800-L I insulating refractory cement. An insulating cement was used for this section in
order to protect the various pieces of support equipment (burner, atomizer, UV flame
detector, etc.) that are attached to the top of the furnace. The two refractory cement
sections are joined together with a thin layer of Zircar type SALI moldable alumina
insulation.

The upper furnace structure rests on a frame made from 2” x 4” hollow
rectangular stainless steel beam, with a4’ wall thickness. The stainless steel beams are
attached to the existing furnace frame and support the upper four feet of the new furnace.
Placed on top of the stainless steel beams are lengths of 2” x 2" Zircar RS-100 coil post.
Thisis a high-density fiber reinforced alumina composite. This material has a high
compressive strength and is able to withstand the temperatures produced by the furnace.
This layer helps protect the stainless steel supports from the high temperatures seen at the
outer surface of the upper furnace section. Layers of Fiberfrax felt are placed on top of
the RS-100 post to help protect the post surfaces from abrasion and to level the top

section of the furnace.
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The first furnace section above the floor and the first section below the floor were
also rebuilt. This section is constructed from Zircar auminainsulating cylinders. The
inner cylinders are made of Zircar type ALC “AA” high-purity aluminabond in order to
withstand the inner furnace temperatures. These cylinders have an inner diameter of six
inches and an outer diameter of eight inches. The outer cylinders, which have an inner
diameter of eight inches and an outer diameter of ten inches, are made of Zircar type
ASH alumina-silicainsulation. This material is significantly less expensive than the type
ALC *AA” insulation, but cannot withstand the temperatures on the inner wall of the
furnace. All the cylinders are in one-foot sections and are joined together with the type
SALI moldable alumina, with the cylinder seams offset to prevent leaks. The alumina
cylinders are sealed to the HPM-95 refractory block by alayer of type SALI moldable.

The port cylinders are constructed of the type SALI moldable alumina that has
been coated with Zircar alumina rigidizer/hardener, which provides additional rigidity to
the material. The port cylinders are sealed into the furnace body with additional SALI
moldable.

The upper four feet of the furnace is insulated with a two-inch thick layer of
Thermal Ceramics Cerachem blanket. Thisis ahigh temperature insulation composed of
alumina-silica-zirconia fiber. Around this layer is atwo-inch thick layer of Thermal
Ceramics Kaowool insulation. Thisis alower cost insulation, but cannot withstand the
temperatures generated at the outside of the HPM-95 block. The lower sections of the
furnace are insulated with a four-inch layer of the Kaowool insulation. The insulation is

held in place by steel wire and wire mesh.



The baghouse has aso been rebuilt. A schematic of the new baghouse is shown
in Figure 3.3. This baghouse is constructed of carbon steel, rather than stainless stedl,
which is what the old baghouse was made of. The carbon steel was less expensive and
easier to work with than stainless steel. The exhaust enters the baghouse and flows
around a baffle. This attempts to distribute the airflow over the entire surface area of the
bags. The exhaust then passes through woven Teflon fiber bags with a surface air
velocity of nine feet per minute. The bags are manufactured by GoreTex and can
withstand temperatures up to 250 degrees C. The particulate matter is retained on the
bags, and the gas passes out through the exhaust.

In order to remove the particles from the bags, the baghouse is equipped with an
air pulseline. This provides a pressurized pulse of air that flows counter to the exhaust
gases. Thisair pulse cleans the bags and knocks the particulate material into the base of
the baghouse. Each pulse has a pressure of 30 psi and lasts for 0.1 seconds. An access
port allows for periodic emptying of the baghouse. A magnehelic gauge monitors the
pressure drop across the bags, which provides an indication of plugging in the bags.
When the pressured drop across the bags has increased by 0.5” H,0, the baghouse is
pulsed. The baghouse is also equipped with electric heaters, which prevent water from
condensing in the baghouse during furnace warm-up. If water were to condense on the
bags, it would mix with the sorbent particles collected by the cartridges, forming a
cement-like mixture that would foul the bags. Two K-type thermocouples are used to

monitor the inlet and outlet temperatures in the baghouse.
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3.2 Auxiliary Systems

Metals were injected into the furnace as agueous solutions. All metals used in
these experiments were non-radioactive isotopes. This fact should not significantly affect
the results of these experiments, as the chemical kinetics and transport properties of the
metals are not a function of the radioactivity of the species. Cesium solutions were
prepared from cesium acetate salt, CsCH3CO,, and strontium solutions were prepared
with strontium nitrate, Sr(NOs)», both of which were obtained from Aldrich Chemical
Company. These salts were chosen because they are sufficiently soluble in water, yet are
free of chemical species that may interfere with the reactions of interest (Cl, S, etc.). The
salts were added to distilled water and mixed thoroughly. The solution was then injected
into the furnace using a Fluid Metering, Inc. FM-100 positive-displacement pump with a
QVC pump head. The solution traveled to a plain-jet air-blast atomizer located at the
furnace through the center of the burner, with the tip extending ¥4’ from the methane
nozzle.

Several sorbents were used for these experiments. The physical properties of the
sorbents are listed in Table 3.1. The first was a kaolinite powder. The primary kaolinite
used was called Burgess No. 40, and is referred to as kaolinite throughout the rest of this
report. For some experiments, other kaolinite powders were used. The Burgess No. 80
and the 6104-B have different characteristics than the kaolinite. The third sorbent used
was a pulverized hydrated lime. The next sorbent used is called CDEM. Four Dutch
paper manufacturers founded CDEM Holland B. V. in order to address environmental
concerns of the paper recycling industries. A de-inking residue is passed through a
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fluidized bed combustor. This process destroys the organic portion of the residue, drives
off the water, and leaves the mineral fraction in a cement-like form. For further
information on the CDEM sorbent, see Biermann et. a. (1997). Experiments involving
the “mixed” sorbent used a 50/50 mechanical mixture of the kaolinite and lime described
above. This mixture simulated the CDEM sorbent, and provided some insight into the
role of the individual constituents of the CDEM. For further information on the physical

characteristics of the sorbent, such as particle and pore size distributions, see Davis

(1999).
Sor bent Supplier Composition Jave (MM)
Kaolinite (B-40) | Burgess Pigment Company | Al,O3- 250, 2H,0 14
B-80 Burgess Pigment Company | AlO3- 250,- 2H,0 0.6
6104-B Burgess Pigment Company | AlO3- 250,- 2H,0 27
Hydrated Lime Global Stone, Inc. Ca(OH)» 6
CDEM CDEM Hoalland B. V. CaCOs; 33% 10
CaO 21%
SO, 30%
AlbOs; 15%
Other 1%
Mixed Sorbent As above 50% kaolinite As above
50% lime

Table 3.1 — Sorbent characteristics

The sorbents were pneumatically injected into the furnace by a water-cooled
probe. A K-Tron twin-screw feeder was calibrated, and the rotation rate was set to

deliver a set sorbent flow rate to the probe. Due to the different handling characteristics
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of each sorbent, a calibration curve was produced for each. The feeder dropped the
sorbent into a pneumatic transfer device, where a high velocity air stream intercepted the
sorbent and carried it through the probe.

Dopant gases, Ch and SO,, were used to explore the effects of sulfur and chlorine
on the metal/sorbent systems. Chb and SO, were metered out through a Matheson 602
rotameter. The gaseous dopants were then mixed with the combustion air prior to
entering the furnace.

The typical furnace settings, as well as alisting of the experimental conditions for

each experimental run, are listed in Appendix A.2 and A.3, respectively.

3.3 Sampling Systems

Two systems were used to characterize the furnace. A probe composed of an R-
type bare wire thermocouple encased in a ceramic sheath measured the temperature along
the centerline of the furnace. These measurements were not corrected for radiation. An
average temperature profile is shown in Figure 3.4. The error bars denote the 99%
confidence interval. Also shown are the sorbent injection and sampling points that were
used for the majority of the experiments. The furnace was allowed to achieve thermal
equilibrium prior to each set of experimental runs. Equilibrium was achieved when the
temperature of the furnace varied by no more than two degrees in an hour.

The second system used to classify the furnace was the gas sampling system. A
water-cooled stainless stedl probe withdrew the gas samples from the furnace ports. The

gas stream then passed through arefrigerated knock-out pot and a coalescing filter to
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remove the water from the sample. The gas sample then entered a bank of continuous
emissions monitors (CEMSs) that were used to determine the gas concentrations. The
CEMs were calibrated with certified calibration gases of known concentrations. CO and
CO, were measured with a California Analytical ZRH infrared gas analyzer. A
Rosemont Analytical Model 755D paramagnetic oxygen analyzer measured the O, in the
sample. A typica gas profile can be found in Appendix A.4.

A schematic of the particulate sampling system is shown in Figure 3.5. Samples
were withdrawn from the appropriate sampling port using a water-cooled sampling probe
and alarge vacuum pump. Nitrogen was injected into the probe at a ratio of about 20:1
to dilute and cool the sample. This method provides arapid cooling rate that should
freeze any chemical reactions at the point of sampling and prevent water from
condensing in the sampling system. A mass flow controller maintained the nitrogen flow
rate. The sampling flow rate was determined by calculating the isokinetic sampling rate
based on the current furnace conditions. The sampling rate was monitored by a mass
flow meter.

After being removed from the furnace, the sample passed through a Berner low-
pressure impactor (LPI) (Hillamo and Kauppinen 1991). A diagram of the impactor
showing the general arrangement and the cut diameter of each stage is shown in Figure
3.6. This cascade impactor was designed so that several of the stages operate at pressures
below atmospheric, alowing the segregation of particles down to 0.032 microns. There
were ten stages in the set-up used, with the Plate 11 data disregarded due to poor

collection ability. A Nucleopore polycarbonate filter, obtained from Osmonics, was
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placed on each impaction stage. Each filter was lightly airbrushed with a mixture of

Apiezon-L vacuum grease and toluene, to prevent particle bounce-off. The substrates

were then vacuum desiccated for 24 hours prior to use, in order to remove the solvent.
A full discussion of the particle sampling method can be found elsewhere (Davis

et al. 1998).

3.4 AA/AE Anaysis

Once the samples were collected, the substrates were removed from the LPl and
placed in polyethylene vials. A 15 mL aliquot of digestion acid was then added to each
via. The digestion acid was composed of a 5:3:1:1 mixture of ultrapure water,
hydrofluoric acid, nitric acid, and hydrochloric acid. The samples were placed in a
ultrasonic cleaner for ten minutes, and the samples were alowed to sit for a period of 24
hours. After the 24 hour waiting period, a 15 mL aliquot of a boric acid solution was
added. The boric acid binds with the excess fluorine in the samples, helping to protect
the components of the atomic adsorption system. The composition of the boric acid
solution was dependent upon the contents of the samples. The boric acid solution added
to the samples containing strontium was composed of 56.6 g of boric acid crystals, one
liter of ultrapure water, and 0.78 g of CsNOs, added to reduce ionization interferences.
The boric acid solution added to those samples containing cesium was the same, except
the CsNO3 was replaced with 0.6 g of KCI. The KCI was substituted for the CSNOs into

those runs that contain cesium because the amount of cesium added in the digestion step
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cannot be measured precisely enough to correct for. The samples were again sonicated
for ten minutes, after which the samples were ready for analysis.

The majority of the elements of interest were analyzed for using flame atomic
absorption spectroscopy (AAS). Thiswas performed on a Perkin-Elmer Model 2380
Atomic Absorption Spectrophotometer. Hollow cathode lamps were used for the light
sources. The spectral lines examined were: 309.3 nm for aduminum, 422.7 nm for
calcium, 251.6 nm for silica, and 460.7 nm for strontium. Cesium was analyzed using
flame atomic emission spectroscopy (AES). The same instrument was used as before,
except no lamp was used. An optical filter was installed on the spectrometer prior to use.
The spectral line of 852.1 nm was examined. For all analysis, standards were prepared
from purchased standard metal solutions. To prevent matrix errors, the preparation
solutions were matched to the dissolving acid used on the samples. More information on
the theory of atomic absorption spectroscopy, atomic emission spectroscopy, and the
specific settings used for the Perkin-Elmer machine can be found el sewhere (Siemer

1986) (1982).

3.5 SEM/EDS Procedures

Samples generated for scanning el ectron microscopy and energy dispersive
spectroscopy (SEM/EDS) analysis were collected using the same sampling equipment.
Instead of the polycarbonate substrates used for AAS, ungreased aluminum foil substrates
were used. Samples were collected for one minute. After collection, a small piece of the

substrate was cut and mounted on an aluminum pin mount using a carbon-based glue tab.
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The samples were then coated with an approximately 200-angstrom layer of
gold/palladium using an Anatech Ltd. Hummer VI sputter coater. The samples were
stored in a dessicator when not in use.

The microscope used was a Hitachi Model S-2460N scanning el ectron
microscope equipped with a Noran Instruments SiLi x-ray detector. The SEM was
operated such that high-magnification images of the samples were obtained. For more
information, consult the appropriate equipment manuals (Hitachi 1992), (1995). No

attempt was made to perform quantitative EDS on the particles.
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Chapter 4

Results

4.1 Introductory Comments

The results are presented in the following series of graphs. The raw data from
which these figures are constructed are presented in Appendix A.5. Each of the curves
presented is plotted based on the average of two separate experimental runs. The
variation between each of the experimental runs was no greater than 15%. For the sake
of clarity, error bars were not included in the figures.

Each of the results figures is constructed in a similar manner. The x-axis presents
the aerodynamic diameter of the particlesin microns. Since this characteristic spans four
orders of magnitude, this axisis presented in alogarithmic scale. The aerodynamic
diameter assumes a particle density of one, so the actual size of particles on a plate may
vary based on the density. The y-axisis the fraction of total metal captured. Thus, each
point represents the mass of metal on a stage, divided by the sum of the masses found on
all stages. This graphic presentation gives an indication of the distribution of the metals
of interest over the range of the impactor. Shiftsin the shape and position of these curves
indicate the activity of the metals present.

In each of these figures, the particle size distribution (PSD) of the metal of
interest is plotted without the presence of sorbent. This gives a baseline indication to
compare with, in order to determine the effect of sorbent on the system. The second

curve on the graphs is the metal in the presence of the particular sorbent. The sorbent
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size distribution is shown on these graphs by plotting the major element of each of the
sorbents; aluminum for kaolinite and calcium for lime. For the mixed sorbent and the
CDEM sorbent, both aluminum and calcium curves are shown, as the chemical behavior

of the two constituents can be significantly different.

4.2 Cesium Results

The results of the cesium experiments are shown in Figures 4.1 through 4.19. The
first of these figures shows the behavior of cesium with the sorbents but with no dopant
gases added.

Figure 4.1 shows the behavior of cesium with kaolinite. The cesium aone
exhibits a curve with a peak near 0.05 microns. This indicates that the cesium metal
vaporizes in the flame. When the gaseous cesium is withdrawn from the furnace, it
quickly nucleates in the probe to form a fume of fine metal particles. These results
coincide well with the behavior predicted by the thermodynamic calculations. When
kaolinite is injected into the furnace, the cesium peak shifts to near one micron. This
peak almost perfectly overlaps the auminum peak from the sorbent. This shift and
overlap of the cesum peak indicates that the cesium is reacting with the kaolinite in the
furnace, forming larger particles.

Figures 4.2 and 4.3 are SEM micrographs of kaolinite and cesium with kaolinite.
Unless noted otherwise, all SEM images are taken from samples on Plate 6 of the
impactor. The morphology of kaolinite is seen in Figure 4.2. This kaolinite was injected

in the furnace and collected with the particulate sampling system, but no metals were
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added with the sorbent. The kaolinite particles show a jagged and angular morphology.
A sample from the cesium and kaolinite system is shown in Figure 4.3. The PSD
analysis indicated that the cesium reacts with the kaolinite, so some evidence of this
reaction might be expected in the SEM image. The particles again have a jagged and
angular appearance. Very little difference in the morphology can be seen between the
two samples.

The results of cesium with lime are shown in Figure 4.4. Here, the cesium
exhibits a large peak near the small end of the impactor, and a short peak at around two
microns. This suggests that there may be some reaction of the cesium with the lime.
However, the rate of the reaction is probably very slow, preventing a significant fraction
of the cesum from reacting. The mgority of the metal ends up as afume in the probe,
similar to what is seen when there is no sorbent present.

The results of experiments in the presence of the mixed sorbent are shown in
Figure 4.5. The cesium shows a peak near one micron, similar to that seen in the
presence of kaolinite. Thisimplies that the cesium is reacting with the kaolinite in the
mixture, and not with the lime. Since the degree of reaction with kaolinite was much
greater than with lime, this result is not surprising.

Figure 4.6 shows the results of injecting cesium and CDEM together in the
furnace. The cesium forms a double peak, with alarge peak near 0.07 microns, and a
shorter peak near 1.5 micron. Thisresult issimilar to that seen in the lime experiments.

This could indicate the cesium is reacting only with the calcium products in the sorbent
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or that the cesium is blocked in some manner from reacting with the alumino-silicate
portion of the sorbent.

The next set of figures display the results of the experiments with cesium in the
presence of chlorine gas. Figure 4.7 displays the results of cesium with kaolinite in the
presence of chlorine. Cesium and chlorine alone, with no sorbent present, exhibits a peak
near 0.09 microns. This peak is dightly different from that seen when there was no
chlorine in the system. The cesium peak with no chlorine was butted right up to the small
end of the impactor, indicating that the fume that formed was composed of relatively
undeveloped particles. With the chlorine present, the peak was fully within the impactor,
suggesting a dlightly more mature aerosol. Thisis consistent with the thermodynamic
calculations, which indicated that the dewpoint of the cesium would rise.

When the kaolinite was added to the cesium/chlorine system, a double peak
formed. The first peak trails off the small end of the impactor, and the second peak forms
around one micron. This indicates that the cesium is till reacting with the kaolinite, but
to alesser extent. The remaining cesium forms a sub-micron fume. This could be
explained by the gaseous cesium species present. It is suspected that CSOH is the product
that reacts with the kaolinite. When an excess amount of chlorine is present, alarge
fraction of the cesium is present in the form of CsCl, which does not react with the
sorbent. Equilibrium is established between the gaseous CsOH and CsCl. Asthe CsOH
reacts with the sorbent, some of the CsCl forms CsOH to replace that lost to the sorbent.

So, the cesium is still reacting with the kaolinite, but at a much slower rate.

62



0.6 -

0.5 -

0.4

0.3

0.2 -

0.1 -

Fraction of total metal captured

0.0 &—

—@ - Cs only (no sorbent)
—l- Cs w/ kaolinite
--A-. Al (kaolinite)

s

B =SS PR S

0.6

0.1 1

Aerodynamic diameter [mm]

Figure 4.7 - Cesium and kaolinite, with chlorine

10

0.5 A

Fraction of total metal captured

—@ - Csonly (no sorbent)
—- Csw/lime _
A Ca (lime) A

Aerodynamic diameter [mm]
Figure 4.8 - Cesium and lime, with chlorine




The results of the cesium/chlorine system experiments with injected lime are
shown in Figure 4.8. The cesium in this case forms only a single peak near 0.08 microns.
This peak exactly matches the peak formed with no sorbent present. This means that the
cesium does not react with lime when chlorine is present in the system.

Figure 4.9 shows the cesium/chlorine/mixed sorbent experiment results. The
cesium again forms a double peak. The first peak trails out the small end of the impactor,
suggesting the formation of a fume, and the second peak is around one micron. The
second peak forms near the aluminum peak from the kaolinite. These results indicate that
the cesium is reacting with the kaolinite in the sorbent and not with the lime. Thisis
consistent based on the results from the previous two figures.

The results in Figure 4.10 are from the cesium/chlorine/CDEM test system. The
cesium in this case forms a single peak near 0.08 microns, matching the peak that forms
without sorbent present. This indicates that the cesium is not reacting with the sorbent.

In addition, there was a change in the appearance of the sorbent after being exposed to
the chlorine. The sorbent started as a beige/white powder, prior to injection in the
furnace. After being exposed to the chlorine, the sorbent appeared more yellowish, with
some evidence of crystallization. Thus, the chlorine appears to react with the sorbent,
changing its chemical characteristics.

The results from the cesium and sulfur tests are depicted in the next group of
figures. Shown in Figure 4.11 are the data that demonstrate the effect of sulfur on cesium
particulate formation. The one curve shows the results when cesium in the presence of

sulfur is sampled from the furnace at Port 14, which is where al the previous samples
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have been collected. This point in the furnace has atemperature of about 1125 K and a
residence time of about two seconds. The cesium shows a double peaked curve, with the
peaks forming at 0.1 and 0.5 microns. To better understand the nature of these results, a
second sample was taken at exactly the same conditions, except the aerosol was sampled
at Port 3. This port has atemperature of 1450 K and a residence time of about 0.4
seconds. This sample exhibits a curve with asingle peak at 0.1 microns. This suggests
that when the cesium enters the furnace, it is completely vaporized. As the cesium passes
down the length of the furnace, the temperature drops and the cesium starts to nucleate
and form particles. Astime progresses, additional cesium condenses onto the existing
cesium particles. Therefore, the first peak seen at Port 14 is due to nucleation, and the
second peak is due to condensation.

SEM images of the cesium/sulfur tests are shown in Figures 4.12 and 4.13.
Figure 4.12 is an image taken at arelatively low magnification. Very large (~20 micron)
particle clusters are evident. This size of particle, had it existed in the sample stream,
would have been collected on a higher plate, most likely Plate 10. These particles appear
to be agglomerations of smaller particles that formed due to impaction in the impactor.
Figure 4.13 is a close-up of some of the smaller particles on the plate. These particles
also appear to be built-up and show some agglomeration. These particles represent the
second peak of the PSD curve. This morphologic evidence supports the theory that these
particles are formed by nucleation of the gas phase cesium, followed by condensation.

The results when kaolinite is added to the system are shown in Figure 4.14. The

cesium shows a strong peak near one micron. This peak follows the auminum peak from
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Figure4.13 — SEM micrograph of cesium particles with sulfur
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the sorbent. This suggests that the cesium is reactively captured. Thereisaso atrailing
peak at the low end of the impactor, indicating that not al of the cesium has reacted.

This coincides with the thermodynamic predictions. The presence of sulfur increased the
dewpoint of the cesum. This alowed less time in the reactor for the cesium to react with
the sorbent, hence reducing the total capture of the cesium.

The results of the cesium/sulfur/lime experiments are shown in Figure 4.15. A
double peak is formed, with peaks at the trailing end and at two microns. This indicates
that the cesium is reacting with the lime, but at afinite rate, leaving a portion of the metal
unreacted. Thus, it appears that the presence of sulfur enhances the ability of limeto
capture cesum.

Figures 4.16 and 4.17 are micrographs that show the cesium/sulfur/lime samples.
Figure 4.16 is a sample of lime, with no metal or dopant present. The particlesin this
picture have a chunky appearance, with some degree of angularity. The edges are alittle
more rounded than those seen in the kaolinite. Figure 4.17 shows the cesium/sulfur/lime
sample, which was taken from Plate 7 of the impactor. There are two different particle
morphologies present in this sample. Particles in the upper left and lower left corners
have an angular shape. These are lime particles that show little evidence of melting or
reaction. The particlesin the lower center of the picture have a rounded appearance.
These appear to be cesium particles that have agglomerated onto the sorbent particles, but
that have not reacted with the lime.

In Figure 4.18 are the results of cesium and sulfur with the mixed sorbent. Again,

the double peak is formed, with one peak trailing out the bottom of the impactor and the
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Figure4.17 — SEM micrograph of cessum and lime particles, with sulfur
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other forming at one micron. This shows that the cessum is preferentially reacting with
the kaolinite in the system, but is still being captured.

Figure 4.19 shows the results from the cesium/sulfur/CDEM tests. Thereisa
large peak formed near two microns, indicating that the CDEM sorbent is fairly effective
in capturing cesium in the presence of sulfur. Thereisalso asmall peak at the trailing

end, showing that the reaction is occurring at some finite rate.

4.3 Strontium Results

The results of the strontium tests are shown in Figures 4.20 through 4.39. The
first of these figures represent the results of the tests with strontium only, without the
addition of dopants.

Figure 4.20 displays the results of the strontium and kaolinite system, with no
dopant gas. Strontium on its own forms a broad peak at 0.8 microns, with along tall
extending to the smaller particle size. This most likely represents residual strontium from
the agueous solution. The water from the droplets evaporates, leaving the strontium
behind. When kaolinite is added to the system, the peak shifts to a dlightly larger (one
micron) particle diameter and the long trailing tail disappears. This might represent
capture, but the other evidence suggests that the strontium does not vaporize, preventing
it from reacting. The strontium is probably collected on the kaolinite particles by some
physical mechanism, such as coagulation or impaction.

The particles shown in Figure 4.21 are strontium particles collected without

sorbent present. These particles show a very rounded morphology. This shapeis
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Figure4.22 — SEM micrograph of strontium and kaolinite particles
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consistent with the idea that the water from the spray droplets evaporates, leaving the
strontium behind. The results when kaolinite is added to the system are shown in Figure
4.22. Theresidua strontium particles are quite evident. In addition, obscured by the
strontium particles clinging to their surface, are kaolinite particles that show the jagged,
angular appearance of unreacted kaolinite. Thus, it appears that no reaction occurs
between the strontium and kaolinite.

The results of the strontium and lime experiments are shown in Figure 4.23. The
strontium forms a peak at around one micron, with some evidence of atail in the smaller
sizerange. Again, the strontium appears to be collected by some physical mechanism.
This is supported by the fact that the strontium peak does not exactly follow the lime
peak. Figure 4.24 isamicrograph of this system. Asin the case of strontium and
kaolinite, the residual strontium particles are seen clinging to the sorbent particles, which
show no evidence of chemical reaction.

The strontium and mixed sorbent results are depicted in Figure 4.25. The
strontium again forms a peak at around one micron, with the smaller sized tail
significantly reduced. Again, this appears to be a physical mechanism shifting the PSD.
Thisis supported by the fact that the strontium does not exactly match the distribution of
either of the components of the sorbent.

Shown in Figure 4.26 are the results of the strontium and CDEM tests. The peak
in this case appears similar to that in the other sorbent cases. However, thereis a small

tail that appears on the larger end of the distribution. Because the size of the CDEM
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Figure 4.23 - Strontium and lime, no dopant

Figure4.24 — SEM micrograph of strontium and lime particles

76



—@ - Sronly (no sorbent)
—l— Srw/ mixed sorbent
- & Al (sorbent)

—W— Ca (sorbent)

o
N
I

0.3 - ,f

0.2 A ./ /’
7 ) //.-A

0.1 - « V -

Fraction of total metal captured
~

L
!

0.1 1 10

Aerodynamic diameter [mm]
Figure 4.25 - Strontium and mixed sorbent, no dopant

0.4 -
©
Qo —@ - Sronly (no sorbent)
= —l- Srw/ CDEM sorbent A ..'A
& 034 | & ACDEM :
o —W— Ca (CDEM)
]
3]
£
= 0.2
S
©
S 0.1 -
=}
©
LL
0.0 @ o—

Aerodynamic diameter [mm]
Figure 4.26 - Strontium and CDEM, no dopant



sorbent is larger, this tail is not unexpected. Thisis also consistent with the physical
mechanism explanation.

The results for the strontium and kaolinite tests with chlorine present in the
system are shown in Figure 4.27. The strontium with no sorbent present forms a curve
with the peak around 0.2 microns. This indicates that the sorbent is actually vaporizing
in the furnace. This was predicted by the thermodynamic calculations. When kaolinite is
added to the system, the strontium peak shifts to around one micron. This peak closely
matches the aluminum peak from the kaolinite. This shows that reactive capture is
occurring with chlorine present.

SEM images of this situation are seen in Figures 4.28 and 4.29. Figure 4.28 isan
image of the particles at arelatively low magnification. The metal and sorbent mix
appears to be afairly large (~15 microns) agglomeration, with significant melting of the
sorbent particles. This agglomeration must have occurred on the impactor plate, as a
particle of that size would have been separated from the impactor earlier had it formed in
the furnace or probe. Figure 4.29 is an image taken at higher magnification. Thisimage
also shows significant melting.

The strontium/lime/chlorine results are shown in Figure 4.30. The strontium peak
remains near 0.2 microns and closely follows the strontium peak when no sorbent is
present. This demonstrates that no reaction occurs between the strontium and lime, even
in the presence of chlorine.

Figure 4.31 shows the results of the strontium and mixed sorbent results, in the

presence of chlorine. The strontium displays a double peaked curve, with peaks at 0.2
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Figure 4.27 - Strontium and kaolinite, with chlorine

Figure4.28 — SEM micrograph of strontium and kaolinite, with chlorine
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Figure4.29 — SEM micrograph of strontium and kaolinite, with chlorine
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microns and one micron. This change in the strontium peak represents partial reaction
with the sorbent. The strontium is reacting with the kaolinite portion of the sorbent, and
not reacting with the lime. Higher sorbent feed rates would probably lead to increased
capture, but only on the kaolinite fraction.

The CDEM and strontium results with chlorine present are shown in Figure 4.32.
The strontium peak is formed near 0.2 microns, with a little bit of tail on the larger size
end. Thisindicates that the strontium may be reacting to a small extent with the sorbent,
but the majority of the metal is unreacted. This may be related to the changes in the
sorbent due to the presence of chlorine. Some of the strontium may be showing reaction
with the alumino-silicate portion of the sorbent even after it has been affected by the
chlorine, which would explain the tail of the curve.

Figure 4.33 presents the results of strontium when exposed to sulfur. The
strontium, when sampled at Port 14, displays a double peaked curve, with the peaks
forming at 0.2 microns and 0.7 microns. To further explore this situation, a sample was
taken from Port 3. This curve shows a large peak at around one micron, and a small peak
near 0.1 microns. Thiswould suggest that the strontium enters the furnace as residual
strontium from the aqueous spray. As the strontium comes in contact with the sulfur in
the combustion air, the residual strontium particles are etched or decomposed in some
way by the sulfur. Smaller strontium particles result. The residence time in the furnace
is not sufficient to allow a complete decomposition of the particles, hence the double

peaked curve seen at the base of the furnace.
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A SEM image of the strontium/sulfur experiments is shown in Figure 4.34. The
particles are similar in appearance to the strontium only particles seen in Figure 4.21.
However, the particles in this case do show some signs of angularity. Some of the
particles almost appear to be cubical, as if some degree of crystallization of the metal is
occurring.

When kaolinite is added to the system, the curve in Figure 4.35 isthe result. The
strontium still shows the double peaked curve, but the peaks are dightly shifted. The
peak on the smaller end of the curve is only dlightly larger than 0.2 microns, and the peak
on the upper end is shifted closer to one micron. Thisis most likely due to some physical
interaction, similar to that exhibited when sulfur was not present in the system. Figure
4.36 isamicrograph of this condition. The smaller strontium particles are seen clinging
to the large angular sorbent particles. This also supports the theory that the metal is not
reacting with the sorbent, and is only being gathered by some physical mechanism.

The results of the strontium/lime/sulfur system, shown in Figure 4.37, are similar
to those of the strontium/kaolinite sulfur system. The peak at the larger end of the size
distribution is shifted to a dightly larger peak, near two microns. The other peak has not
shifted in this case. Once again, this shift is probably due to some physical mechanism,
and is not the result of reactive capture of the metal.

The results of the strontium and mixed sorbent tests with sulfur are shown in
Figure 4.38. The strontium again shows the double peaked curve that is shifted slightly
by the presence of the sorbent. The upper peak is formed near one micron, and the lower

peak has not moved. This shift matches the shift seen by the kaolinite and the lime
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separately. The effect of the two sorbents on the strontium is not additive, which lends
additional support to the idea that the shift in the curve is due to some physical
mechanism, and not due to some form of chemical reaction.

Figure 4.39 shows the results of the strontium and sulfur system when CDEM is
the added sorbent. There is a double peak formed, but it is different in shape than those
seen previoudly. The larger of the two peaks is centered around one micron, and has
more of atail towards the larger particle sizes. The second peak is substantially smaller,
and is centered near 0.1 microns. It is possible that the smaller strontium particles are
reacting with the CDEM sorbent, which would explain the diminished lower peak. The
larger strontium particles are probably only being shifted by the same physical

mechanisms seen previoudly.
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Chapter 5

Conclusions

Thiswork has explored the reactions of two metal species, cesium and strontium,
with several different sorbents in a combustion system. The effects produced by adding
other chemical species, chlorine and sulfur, were also explored. Several conclusions can

be drawn from thiswork. A summary of the resultsis presented in Table 5.1.

Metal Dopant | Sorbent Interaction
Cesium None Kaolinite Capture
Cesium None Lime Slight Capture
Cesium None Mixed Capture
Cesium None CDEM Slight Capture
Cesium Chlorine | Kaolinite Some Capture
Cesium Chlorine Lime None
Cesium Chlorine Mixed Slight Capture
Cesium Chlorine | CDEM None
Cesium Sulfur Kaolinite Capture
Cesium Sulfur Lime Capture
Cesium Sulfur Mixed Capture
Cesium Sulfur CDEM Capture

Strontium None Kaolinite Coagulation
Strontium None Lime Coagulation
Strontium None Mixed Coagulation
Strontium None CDEM Coagulation
Strontium | Chlorine | Kaolinite Capture
Strontium | Chlorine Lime None
Strontium | Chlorine Mixed Some Capture
Strontium | Chlorine | CDEM None
Strontium Sulfur Kaolinite Coagulation
Strontium Sulfur Lime Coagulation
Strontium Sulfur Mixed Coagulation
Strontium Sulfur CDEM Possible Capture

Table 5.1 - Summary of Results
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5.1 Cesium

In order to gain afuller understanding of the possible metal transformation
mechanisms that may be occurring, the data were analyzed according to Figures 5.1
through 5.4. For those cases where capture appeared to occur, the weight percent metal
oxide on a plate was plotted against the aerodynamic diameter of the particle. Only those
plates where sorbent was found were included on the plots. If the data shows a 1/d,
dependence, as indicated by a line with a dlope of —1 on the logarithmic plots, the capture
mechanism is surface reaction or pore diffusion controlled in the continuum regime
(dp>0.5mm). If theline on the logarithmic plots has a slope of -2, due to a ]Jdp2
dependence, then the mechanism is film diffusion controlled, probably an indication of
rapid condensation. A thorough explanation of this methodology can be found el sewhere
(Linak and Wendt 1993).

The data for cesium on kaolinite are shown in Figure 5.1 It appeared that
kaolinite would capture cesium in al instances. The capture appeared to be reduced with
the addition of chlorine or sulfur. The datain Figure 5.1 indicate there is aweak (less
than 1/d,) diameter dependence for the cesiumv/kaolinite and the cesium/kaolinite/chlorine
cases. This suggests that the mechanism is not surface reaction or pore diffusion
controlled. The data for the cesium/kaolinite/sulfur case might indicate a 1/d,
dependence, although the data are too sparse to draw a definitive conclusion.

Figure 5.2 illustrates similar data for the cesium and lime cases. Lime appeared to
capture cesium with no dopant and with sulfur present, but not with chlorine added. The
cesium/lime case shows no diameter dependence. The cesium/lime/sulfur case does
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appear to have some diameter dependence. However, the slope of the line indicates a
dependence on d, less than 1/dp, the ramifications of which are not clear.

The data for the cesium and mixed sorbent is shown in Figure 5.3. Capture
appeared to occur under all three dopant conditions. The cesium/mixed/sulfur case does
not appear to have a clear diameter dependence. The cesium/mixed and
cesium/mixed/chlorine cases appear to have a diameter dependence that is very close to
1/d,. Thisindicates that the mechanism is surface reaction or pore diffusion controlled.

For CDEM and cesium, capture only appeared to occur with the cessum/CDEM
and cesium/CDEM/sulfur cases. These data are plotted in Figure 5.4. In both cases,
there appears to be a 1/d, dependence of the data. This dependence is very good for the
cesium/CDEM/sulfur case. Again, this suggests that the mechanism is controlled by
surface reaction or pore diffusion.

Thermodynamic calcul ations were performed prior to beginning experimental
work. Thiswas done in order to gain some understanding of the potential behavior of the
metals in the combustion system. Cesium was predicted to behave as a semi-volatile
metal. The dewpoint of the cessum with no dopants present was predicted to be fairly
low. The addition of chlorine to the system was expected to push the dewpoint of cesium
to a higher temperature, and the addition of sulfur was predicted to push the dewpoint
even higher. The experimental evidence suggests that the thermodynamic calculations
were fairly accurate. Cesium aone exhibited afairly low dewpoint, forming a sub-
micron fume in the probe when extracted from the bottom of the furnace. Chlorine did

appear to increase the dewpoint of the metal. The addition of sulfur appeared to push the
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dewpoint even higher, which can be inferred from the change in the curves in Figure
4.11. Overdl, the thermodynamic predictions for cesium appeared to match the
experimental datafairly well.

Earlier in this work, sodium was introduced as an analogue to cesium. Little work
had been done with cesium up to this point. Sodium is in the same period of the periodic
table as cesium, and there has been some work that has examined the capture of sodium
by sorbents (Mwabe and Wendt 1996). Therefore, in order to gain some idea of the
possible behavior of cesium, the existing sodium results were examined.

The thermodynamic cal culations showed some difference between the two metals.
Sodium has a higher dewpoint when no dopant gases are present. There is some
difference in the speciation of the two metas, particularly in the solid phase, which may
account for the difference in the dewpoint temperatures.. With the dopants added, the
cesium and sodium behavior was very similar, both in terms of speciation and dewpoint
temperatures. The thermodynamic database for sodium is dightly larger, so some of the
variation may be due to deficiencies in the cesium data.

The experimental results al'so appear to match fairly well. Cesium, like sodium
appears to be reactively captured by kaolinite. When chlorine is added to the furnace, the
capture of both metalsis reduced. For sodium, thisis due to the reduction in gas phase
NaOH due to the presence of the chlorine. Thisis dightly offset by the decreased
dewpoint temperature. For cesium, not only is the gas phase CsOH reduced, but the

dewpoint is also increased, which reduces the time for capture. With the addition of
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sulfur, capture is reduced for sodium due to the increased dewpoint of the metal. This
also appears to be the case with cesium.

It appears that kaolinite is the best choice of sorbent to capture cesium. It hasthe
highest capture capacity over al conditions explored. The lime only captured cesium
when sulfur was present, and then only moderately. The CDEM sorbent worked well

when sulfur was added, but performed poorly in the other conditions.

5.2 Strontium

The thermodynamic calculations that were performed for strontium appeared to
match the experimental results fairly well. When no dopant was present, the strontium
did not vaporize in the furnace, forming residual particles, as was predicted. When
chlorine was added, the strontium did vaporize and was able to react with kaolinite,
which was suggested by the thermodynamic results. However, when sulfur was added as
the dopant, the results did not match as closely. The thermodynamic calculations
predicted that sulfur would have no effect on the strontium dewpoint, and it would form
the residual particles as were seen in the no dopant case. The experimental results
suggest that there is some vaporization of the strontium occurring, as seen in Figure 4.33.
This discrepancy is most likely due to an important missing specie in the thermodynamic
database.

There were only afew cases where capture of strontium appeared to occur. These
cases areillustrated in Figure 5.5. Strontium did appear to be captured by kaolinite in the

presence of chlorine. The capture that occurred in the strontium/mixed/chlorine case is
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most likely due to the kaolinite, with no contribution from the lime. There may be some
capture in the strontium/CDEM/sulfur case, so its data were included here. There may be
a strong contribution from a physica mechanism in this case, however. The
strontium/kaolinite/chlorine and strontium/CDEM/sulfur cases do not appear to have any
diameter dependence. The strontium/mixed/chlorine case may have a 1/d, dependence.
This result may be skewed, however, due to the presence of the non-reactive lime.

In several cases with the strontium, it appears that coagulation may play arolein
the final metal distribution. These include the cases where no dopant was used, and
where the dopant was sulfur. The thermodynamic predictions and the SEM images
support this conclusion. In order to better understand the mechanisms that are important,
further aerosol modeling and experimental work may need to be performed.

Strontium and nickel were compared earlier to gain some idea of the behavior of
strontium in the combustion system. Very little work had been done on strontium, but
there had been some work using nickel (Linak et al. 1994; Linak et a. 1995; Linak and
Wendt 1998).

The thermodynamic calculations performed for strontium for this work will be
compared to the nickel calculationsin Linak and Wendt (1998). Thereis fairly good
agreement between the two metals. Both have a high dewpoint with no dopant gases
present. When chlorine isintroduced to the system, the dewpoints of both nickel and
strontium drop considerably. This reduction in dewpoint may enable the capture of these
metalsin area system. When sulfur is added to the system, there is no change in the

dewpoint from the initial values. However, experimental evidence suggests that thereis
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some volatilization of strontium in the presence of sulfur that was not identified in the
thermodynamic calculations. Thisis probably due to the lack of an important specie in
the thermodynamic data base. For nickel, no experiments were performed with the
addition of sulfur. Therefore, it is possible that nickel may exhibit the same behavior as
strontium.

Kaolinite may be the best choice of sorbent for strontium capture. This reaction
only occurs when chlorine is present in the system. Lime remains non-reactive in al
cases, and the mixed sorbent only exhibits capture when chlorine is present. There may
be some reaction with the CDEM sorbent, but only when sulfur is present, and only to a

small extent.

5.3 Areasfor Future Work

Based on this work, several areas for future exploration suggest themselves. First,
now that particular capture situations have been identified, further experiments can be
performed to determine the kinetics of these reactions. In particular, the cesium reactions
with kaolinite, both with and without dopants, and the strontium/chlorine/kaolinite
reactions should be examined further. Second, the partitioning of the metals should be
determined based on the form the metal takesin the feed. The final partitioning could
depend upon whether the metals start as aqueous solutions, chelated complexes, or
organo-metallic species bound in the fuel. Third, leaching tests can be performed with
identified capture situations to determine whether the metals are bound in an insoluble

form in the sorbent. This could have an impact on the acceptance of this methodology as
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aform of treatment technology. Fourth, aerosol modeling, using an algorithm like
MAERQOS, should be done in order to more fully understand the behavior of strontium
with the sorbents. In particular, the issue of whether coagulation is arealistic possibility
to explain the shift in the strontium curves. Finally, it appears that the dopant gases may
react with the CDEM sorbent. Chlorine appears to destroy the capture capability of the
sorbent, while sulfur may enhance this ability in some situations. These relationships

warrant further exploration.
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Appendi x A1 : CEA | NPUT DATA

Cesi um Speci es

Cs

2 L393Cs 1.00 .00 .00 .00 .00 O 132. 90540 76500. 002

200. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.50004600D+00 -4.66833400D-07 1.68005100D-09 -2.48218000D-12
1.27712200D-15 8. 45540400D+03 6.87573500D+00

1000. 000 6000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.82023300D+00 -3.34840300D-04 -9.82915700D-08 1.27564400D- 10
-1.46119300D-14 8.30639400D+03 5.00894000D+00

Cs+

2 J12/83 CS 1.00E -1.00 .00 .00 .00 O 132.90490 458401.967

298. 150 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

2.50000000D+00 0. 00000000D+00 0.00000000D+00 0. 00000000D+00
0. 00000000D+00 5.43874000D+04 6.18275700D+00

1000. 000 6000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

2.50000000D+00 0.00000000D+00 0.00000000D+00 0. 00000000D+00
0. 00000000D+00 5.43874000D+04 6.18275700D+00

CsCL

2J6/68 CS 1.00CL 1.00 .00 .00 .00 O 168.35810 -240166.783

300. 000 1000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

4.18230300D+00 1.37595500D-03 -2.05869300D-06 1.48364700D-09
-3.97645500D- 13 -3.01779300D+04 6.63848800D+00

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

4.47984600D+00 1.09491600D-04 -3.99899100D-09 2.06420000D-13
2.21846400D- 17 -3.02358100D+04 5.21731700D+00

CsO

2 J12/68 CS 1.000 1.00 .00 .00 .00 O 148.90480 62763. 052

300. 000 1000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
3.98574200D+00 2.12792500D-03 -3.21702600D-06 2.27642900D- 09
-5.97219800D- 13 6.28989400D+03 7.51602300D+00

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.46602800D+00 1.15632300D-04 -5.99891900D-09 1.31767000D-13
5.76397500D- 17 6.19503100D+03 5.21454900D+00

CsOH
2J6/70CS 1.000 1.00H 1.00 .00 .00 O 149.91280 -259409.386
300. 000 1000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.54860000D+00 7.96123300D-03 -1.33265000D-05 1.03142300D-08
-2.89737800D-12 -3.28108900D+04 2.86188000D+00
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.70056500D+00 1.18203800D-03 -3.19390900D-07 3.86429200D0- 11
-1.66356400D- 15 -3.29192000D+04 -2.11870000D+00

CsOH+
2 J12/71 CS 1.000 1.00H 1.00E -1.00 .00 O 149.91220 443519.577
300. 000 1000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.84871600D+00 6.89083500D-03 -1.18393300D-05 9.43353800D-09

100



-2.72226900D-12 5.16781700D+04 3. 08484800D+00
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.72925600D+00 1.15713200D-03 -3.10444300D-07 3.70962900D0 11
-1.55094600D- 15 5.16264800D+04 -5.76482200D-01

Cs2

2 J12/83 Cs 2.00 .00 .00 .00 .00 O 265.81090 107377.157

200. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.74588200D+00 -2.63862800D-03 1.14139300D-05 -1.60430500D- 08
6.56112300D- 12 1.15444900D+04 7.60679300D+00

1000. 000 6000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
6.86645200D+00 -3.99014300D-03 1.31948100D-06 -1.63413200D0- 10
6.88125900D- 15 1.08054300D+04 -4.29749500D+00

Cs2CL2
2J6/68 CS 2.00CL 2.00 .00 .00 .00 O 336.71620 -659831.365
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9.29526400D+00 2.85056000D-03 -4.55760200D-06 3.25577300D- 09
-8.60673600D-13 -8.22228600D+04 -7.51835300D+00
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9. 94243700D+00 6. 26593000D-05 -2.63311000D-08 4.89121400D-12
- 3.35541500D-16 -8.23458500D+04 -1.05980600D+01

Cs20
2 J12/68 CS 2.000 1.00 .00 .00 .00 O 281.81030 -92046.781
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.75536400D+00 4.91160700D-03 -7.70725200D-06 5.41569600D- 09
-1.40809000D-12 -1.29468300D+04 4.30015500D+00
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
6.89794700D+00 1.01651000D-04 -3.80620600D-08 6.14663900D-12
-3.57582200D-16 -1.31699900D+04 -1.16591700D+00

Cs202H2
2J6/71 CS 2.000 2.00H 2.00 .00 .00 O 299.82550 -687868.558

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
7.52281900D+00 7.90783800D-03 3.54303000D-06 -1.04563300D-08
4.80140300D-12 -8.53384100D+04 -1.90663300D+00

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9. 58093600D+00 5.32605100D-03 -1.87805400D-06 3.09259300D- 10

-1.94295300D- 14 -8.60258400D+04 -1.32145900D+01

Cs2SOM4
2J6/79 CS 2.00S 1.000 4.00 .00 .00 O 361.87450 -1122581.073
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.29653800D+00 4.48543000D-02 -6.09879200D-05 4.05163900D- 08
-1.06735000D-11 -1.37825600D+05 1.34096400D+01
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1. 54190500D+01 4.05276500D-03 -1.79103400D-06 3.50246500D- 10
-2.52157400D- 14 -1.40367800D+05 -4.14921800D+01

Cs(cr)
1 CODAB9 CS 1.00 .00 .00 .00 .00 1 132.90540 . 000
100. 000 301.590 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
3.31157200D+00 -9.67974800D-03 1.19926600D-04 -5.20608100D- 07
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8.33415900D- 10 -9.80844400D+02 -8.10866800D+00

Cs(L)
2 CODAB9 CS 1.00 .00 .00 .00 .00 2 132.90540 . 000
301.590 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
3.20358100D+00 6. 53560200D- 03 - 1. 88609300D- 05 1.88262500D- 08
-6.10371800D- 12 - 8. 61341900D+02 - 8. 43100400D+00
1000.000 2000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
5.11512900D+00 - 3. 83970300D-03 2. 01555300D- 06 3. 64202600D- 10
-5.43974500D- 14 - 1.13841800D+03 - 1. 70567600D+01

CsCL(a)
1J6/68CS 1.00CL 1.00 .00 .00 .00 1 168.35810 -442845.686
300. 000 743. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5. 54534000D+00 2.38058300D- 03 8.35703300D- 07 -9.95716400D- 10
3.80548000D- 13 -5.50265400D+04 -2.01642600D+01

CsCL(b)
1J6/68CS 1.00CL 1.00 .00 .00 .00 2 168.35810 . 000
743.000 918.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
8. 16107400D+00 - 1. 76235700D- 03 - 2. 25085200D- 07 3. 93073200D- 09
-2.34523400D- 12 - 5. 54804300D+04 - 3. 39413900D+01

CsCL(L)
2J6/68 CS 1.00CL 1.00 .00 .00 .00 3 168.35810 . 000
918.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.30974500D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 5. 50311600D+04 - 4. 08101300D+01
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.30974500D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 5. 50311600D+04 - 4. 08101300D+01

CsCOH( a)
1J6/71 CS 1.000 1.00H 1.00 .00 .00 1 149.91280 -416725.985
298.150 410.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.88946100D+00 6.13190000D- 03 8.60764000D- 06 -1.20614700D- 08
0. 00000000D+00 -5.22010400D+04 -2.37840100D+01

CsOH( b)
1J6/71 CS 1.000 1.00H 1.00 .00 .00 2 149.91280 -416725.985
410.000 493.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
4.92104600D+00 1.00655100D-02 0.00000000D+00 0. 00000000D+00
0. 00000000D+00 - 5. 18660700D+04 - 1. 87438100D+01

CsOH(c)
1J6/71 CS 1.000 1.00H 1.00 .00 .00 3 149.91280 -416725.985
493.000 588.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.00644500D+01 0.00000000D+00 0.00000000D+00 0.00000000D+00
0. 00000000D+00 -5.24488600D+04 -4.41931500D+01

CsOH(L)
2J6/71 CS 1.000 1.00H 1.00 .00 .00 4 149.91280 -416725.985
588.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.81284300D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00

102



0. 00000000D+00 -5.17524700D+04 -4.16559600D+01

1000. 000 6000. 000 5 .0 1.0 2.0 3.0 4.0
9. 81284300D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 -5.17524700D+04

Cs2S04(11)
1J6/79 CS 2.00S 1.000 4.00 .00 .00 1 36
300.000 940.000 5 .0 1.0 2.0 3.0 4.0
-2.97893100D+00 1.26508800D- 01 - 2.95532100D- 04
-1.31049900D- 10 - 1. 76233500D+0

Cs2S04(1)
2 J6/79 CS 2.00S 1.000 4.00 .00 .00 2 36
940.000 1000.000 5 .0 1.0 2.0 3.0 4.0
4.73498300D+00 1.86196000D-02 0.00000000D+00
0.00000000D+00 - 1. 71541400D+05
1000. 000 1278.000 5 .0 1.0 2.0 3.0 4.0
-2.72327200D-02 3. 13540400D- 02 - 1. 13005300D- 05
0.00000000D+00 - 1. 70211600D+05

Cs2S04( L)
1J6/79 CS 2.00S 1.000 4.00 .00 .00 3 36
1278.000 5000.000 5 .0 1.0 2.0 3.0 4.0
2.48592000D+01 0. 00000000D+00 0. 00000000D+00
0.00000000D+00 - 1. 77762000D+05

Sodium Species

Na
2 L 493 NA 1.00 .00 .00 .00 .00 O 22.989
200. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
2.50000000D+00 -4.98492300D-10 1.76034100D-12
1.27603900D- 18 1.21597800D+04
1000. 000 6000.000 5 .0 1.0 2.0 3.0 4.0
2.39858900D+00 2.15467000D-04 -1.49077600D- 07
-1.66036000D- 15 1.21943100D+04

Na+

5.0 .0 .0
0. 00000000D+00
-4.16559600D+01

1.87450 -1442695.528
5.0 .0 .0
3.32073100D- 07

5 1.51857500D+01

1.87450 . 000
5.0 .0 .0
0. 00000000D+00
1. 37370500D- 01
5.0 .0 .0
3.32831100D- 09
2

. 48399900D+01

1.87450 . 000
5.0 .0 .0
0. 00000000D+00

-1.16657400D+02

77 107299. 999

5.0 .0 .0
. 54461600D- 15
. 24402800D+00
0 .0 .0
.66821800D- 11
. 79181100D+00

AW AN

2 J12/83 NA 1.00E -1.00 .00 .00 .00 O 22.98922 609343.000

298. 150 1000.000 5 .0 1.0 2.0 3.0 4.0
2.50000000D+00 0.00000000D+00 0.00000000D+00
0. 00000000D+00 7. 25413300D+04

1000. 000 6000. 000 5 .0 1.0 2.0 3.0 4.0
2.50000000D+00 0.00000000D+00 0. 00000000D+00
0. 00000000D+00 7. 25413300D+04

NaCN
2 J3/66 NA 1.00C 1.00N 1.00 .00 .00 O 49
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
4.97725600D+00 5.32259400D- 03 -7.55524400D- 06
-2.00714300D-12 9.67314900D+03
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0
5.79897700D+00 1.68279500D-03 -6.74379200D- 07
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5.0 .0 .0
0. 00000000D+00
3. 55084500D+00
5.0 .0 .0
0. 00000000D+00
3. 55084500D+00

. 00751 94271. 660
5.0 .0 .0
6. 18398000D- 09

- 3.88207300D- 01
5.0 .0 .0
1.22345000D- 10



-8.29660900D- 15 9.49334500D+03 -4. 34426000D+00

NaCL

2 J12/64 NA 1.00CL 1.00 .00 .00 .00 O 58.44247 -181412.215

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
3.70322900D+00 3.19976100D- 03 -4.89245000D- 06
-9.13575200D- 13 -2.30282800D+04

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0
4.42829300D+00 1.56272400D-04 -2.81083800D-08
-2.88325600D-16 -2.31709000D+04

NaH

0 .0 .0
. 46392200D- 09
. 77347900D+00
0 .0 .0
. 71635700D- 12
. 30097500D+00

2J 3/63 NA 1.00H 1.00 .00 .00 .00 O 23.99771 124261. 017
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

3.12039500D+00 1.39962200D-03 2.21412300D- 06
1.67261800D-12 1.39400700D+04

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0
3.81305800D+00 8.56438000D-04 -3.12268200D-07
-4.05139200D-15 1.36830600D+04

NaO

-3
4
5
5
4

. 99507900D- 09
. 39456100D+00
.0 .0 .0

. 850247000 11
. 84168100D- 01

2 J12/67 NA 1.000 1.00 .00 .00 .00 O 38.98917 83684. 379

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
3.44210100D+00 4.16172400D-03 -6.31183700D- 06
-1.17204900D-12 8.90114700D+03

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0
4.39241600D+00 2.13205700D-04 -4.52206000D- 08
-5.17359900D-16 8.71189900D+03

NaO-
2 J12/67 NA 1.000 1.00E 1.00 .00 .00 O 38
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
3.41868500D+00 4.21173800D-03 -6.31046400D- 06
-1.13726400D- 12 -1.57522300D+04
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0
4,.38680100D+00 2.23446700D-04 -4.82124700D- 08
-5.60943300D- 16 -1.59462700D+04

NaOH
2 J12/70 NA 1.000 1.00H 1.00 .00 .00 O 39
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
4. 00503900D+00 9. 99220500D-03 -1.64342100D- 05
-3.46376100D- 12 -2.53004700D+04
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0
5. 64693800D+00 1.22273900D-03 -3.32710400D- 07

5.

. 98

5.

4
5
5.
8
1

.99
5
1
2
5
4

0 .0 .0
. 44792000D- 09
. 95032500D+00
0 .0 .0
. 97518200D- 12
. 38809000D+00

972 -121336.721
0 .0 .0

. 38735100D- 09

. 66855600D+00

0 .0 .0

. 57208700D- 12

. 01363500D+00

711 -197755. 798
.0 .0 .0

. 24765900D- 08

. 30643600D+00

.0 .0 .0

. 066630000 11

-1.77906900D- 15 -2.55082200D+04 -5.03687500D+00

Na OH+
2 J12/71 NA 1.000 1.00H 1.00E -1.00 .00 O
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0
4.35052100D+00 8. 74650100D-03 -1.46426700D- 05
-3.21100300D- 12 7.99464000D+04
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0
5. 66885500D+00 1.22539300D-03 -3.40295600D- 07
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5
1
2
5
4

. 99656 677830. 533
.0 .0 .0

. 13515000D- 08

. 34484100D+00

.0 .0 .0

. 285327000 11



-1.95937600D- 15 7.98065200D+04 -3.42468300D+00

Na2

2 J12/83 NA 2.00 .00 .00 .00 .00 O 45.97954 142043. 093

200. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.11568300D+00 2.52904000D-03 -5.62168600D-06 6.46171600D-09
-2.75128300D- 12 1.57824600D+04 3.68672400D+00

1000. 000 6000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.96201900D+00 -1.06049500D- 03 -4.39279800D- 07 3.05174800D-10
-3.39488800D- 14 1.49990900D+04 -6.69613600D+00

Na2C2N2
2 J 3/66 NA 2.00C 2.00N 2.00 .00 .00 O 98.01502 -8776.980

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1. 03680300D+01 1.33485500D-02 -1.99103300D-05 1.61564800D-08

-5.12645500D-12 -4.59375300D+03 -2.05494400D+01

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.25727900D+01 3.39473200D-03 -1.36169300D-06 2.47209600D- 10
-1.67732500D-14 -5.04910200D+03 -3.10742000D+01

Na2CL2
2 J12/64 NA 2.00CL 2.00 .00 .00 .00 O 116.88490 -566077.366

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
7.95839500D+00 8.39623600D-03 -1.38171200D-05 1.02776700D-08
-2.86449900D-12 -7.07259400D+04 -8.17532400D+00

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9. 82620000D+00 1.91847600D-04 -8.16087500D-08 1.52981800D- 11
-1.05589900D-15 -7.10771500D+04 -1.70361000D+01

Na20

2 L10/74 NA 2.000 1.00 .00 .00 .00 O 61.97894 -41417.543

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.77871800D+00 9.94877100D-03 -1.48144600D-05 1.00032400D-08
-2.51378700D- 12 -6.73602100D+03 1.79947600D+00

1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
7.14705800D+00 3.98331000D-04 -1.74089100D-07 3.35651600D-11
-2.38108000D- 15 -7.21912600D+03 -9. 63481000D+00

Na2O2H2
2 J12/70 NA 2.000 2.00H 2.00 .00 .00 O 79.99422 -607530.104
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.97129300D+00 1.40492700D-02 -6.24451400D-06 -3.39357500D- 09
2.89337700D- 12 -7.54129400D+04 -9.37386500D-01
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9.41607500D+00 5.51965200D-03 -1.96596100D-06 3.26803400D- 10
-2.07124800D-14 -7.63663700D+04 -1.88543500D+01

Na2SO4
2J 6/78 NA 2.00S 1.000 4.00 .00 .00 O 142.04310 -1033641.591
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.07275000D+00 5.45820500D-02 -7.85435300D-05 5.51042200D-08
-1.52666800D-11 -1.26769500D+05 1.66688300D+01
1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.52061300D+01 4.29842600D-03 -1.90084100D-06 3.71875300D- 10
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-2.67804600D-14 -1.29673600D+05 -4.76569200D+01

Na(cr)
1 CODA8B9 NA 1.00 .00 .00 .00 .00 1 22.98977 . 000
200.000 371.010 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.23954200D+00 2.00562200D- 02 -7.36418200D-05 1.02712100D- 07
0. 00000000D+00 -8.13320900D+02 -4.50651400D+00

Na( L)
2 CODA8B9 NA 1.00 .00 .00 .00 .00 2 22.98977 . 000
371.010 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.32382400D+00 -1.41145500D- 03 -1.31068800D-07 9.17457700D- 10
-2.35065100D- 13 -9.36522300D+02 -1.72722600D+01
1000. 000 2300.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.59858600D+00 -2.42459400D-03 1.32453800D-06 -4.12375300D0 11
6.40167100D- 15 -9.98535500D+02 -1.86257100D+01

NaCN('s)
1J 3/66 NA 1.00C 1.00N 1.00 .00 .00 1 49.00751 -90679.210
300. 000 835.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
7.99677300D+00 1.91545500D-03 -5.34215900D-06 6.80916400D- 09
-3.14149100D-12 -1.33402900D+04 -3.17039300D+01

NaCN( L)
2 J3/66 NA 1.00C 1.00N 1.00 .00 .00 2 49.00751 . 000
835.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9. 56136000D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 1. 33864100D+04 - 4. 02873100D+01
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.56136000D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 1. 33864100D+04 - 4. 02873100D+01

NaCL('s)

2 J 9/64 NA 1.00CL 1.00 .00 .00 .00 1 58.44247 -411131.151
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.02407800D+00 5.19490700D-03 -7.28337300D-06 6.06719800D-09

-1.20134200D-12 -5.11233400D+04 -2.12272000D+01

1000. 000 1073.800 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.21349300D+00 1.58599000D-03 5.04863800D-06 2.60205500D-09
-3.64871000D- 12 -4.92632000D+04 -2.60256600D+00

NaCL( L)
1J 9/64 NA 1.00CL 1.00 .00 .00 .00 2 58.44247 . 000
1073.800 5000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.23584900D+01 -6.30712000D- 03 3.20047200D-06 -6.77173600D- 10
5.10156100D- 14 -5.14232700D+04 -6.05855300D+01

NaOH( a)
1 J12/70 NA 1.000 1.00H 1.00 .00 .00 1 39.99711 -425851.742
300. 000 596. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
8. 58795000D+00 -3.54060100D-03 -4.55333900D-05 1.84184800D-07
-1.50189700D- 10 -5.35118500D+04 -3.94075900D+01

NaOH( L)
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2 J12/70 NA 1.000 1.00H 1.00 .00 .00 2 39.99711 . 000
596. 000 1000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9. 05567700D+00 4. 30250400D-03 -2.42591300D-06 -3.54796600D- 09
2.68894200D- 12 -5.29424500D+04 -4.35151400D+01
1000. 000 2500. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9.49723200D+00 2.27179700D-03 -2.39779300D-06 7.83984800D- 10
-8.19764700D- 14 -5.29068200D+04 -4.52999000D+01

NaQ2('s)
2 J 6/63 NA 1.000 2.00 .00 .00 .00 1 54.98857 -260669.367

300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
7.27988800D+00 4.41607200D-03 1.24139200D-06 -1.29211700D- 09
4.82594800D- 13 -3.37265600D+04 -2.88998100D+01

1000. 000 2000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
6. 67531800D+00 6.42345100D-03 -1.54377700D-06 6.83577700D- 10
-1.10739200D- 13 -3.35725500D+04 -2.58486100D+01

Na2CQO3( 1)

1J 3/66 NA 2.00C 1.000 3.00 .00 .00 1 105.98870 -1130792.483

300. 000 723.150 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
6. 78356600D+00 3.88297000D-02 -9.82624600D-05 1.65430800D-07
-8.32945200D0-11 -1.39170100D+05 -3.04632900D+01

Na2CO3(11)
2 J3/66 NA 2.00C 1.000 3.00 .00 .00 2 105.98870 . 000
723.150 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1.18483400D+01 -3.51389900D-03 2. 06155700D- 05 - 7. 39651800D- 09
0. 00000000D+00 - 1. 38141900D+05 - 4. 80643700D+01
1000.000 1123.150 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
8.28177500D+00 1.12753900D-02 1.99633000D-06 0. 00000000D+00
0. 00000000D+00 - 1.37612700D+05 - 3. 13725800D+01

Na2CQ3( L)
1J 3/66 NA 2.00C 1.000 3.00 .00 .00 3 105.98870 . 000
1123.150 5000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.27963000D+01 0.00000000D+00 0.00000000D+00 0.00000000D+00
0. 00000000D+00 - 1.42292200D+05 -1.16221200D+02

Na2Q( c)
2J 6/68 NA 2.000 1.00 .00 .00 .00 1 61.97894 -417992.119

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.26545800D+00 1.11168700D- 02 -6.38753800D- 07 -9.69932000D- 09
5.37200700D- 12 -5.23143400D+04 -2.41870200D+01

1000. 000 1243.200 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.41689600D+01 -2.52797400D- 02 -4.73906600D- 06 3.18363900D- 08
-1.45702700D-11 -5.80482300D+04 -1.25180600D+02

Na2Q( a)
1J6/68 NA 2.000 1.00 .00 .00 .00 2 61.97894 . 000
1243. 200 1405. 200 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
-1.49065900D+02 2.27990400D-01 3.83912700D-05 -1.70999200D- 07
6.13959200D- 11 1.16147900D+04 8.46892700D+02

Na2Q( L)
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1J6/68 NA 2.000 1.00 .00 .00 .00 3 61.97894 . 000
1405. 200 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.25807400D+01 0. 00000000D+00 0.00000000D+00 0.00000000D+00

0. 00000000D+00 -4.85948600D+04 -6.06615500D+01

Na2C2( a)
1J6/68 NA 2.000 2.00 .00 .00 .00 1 77.97834 -513227.680
300. 000 785. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.58152800D+00 3.24559100D-02 -5.11542000D- 05 4.26639800D- 08
-1.39916400D-11 -6.41610500D+04 -2.24554500D+01

Na2C2( b)
2 J 6/68 NA 2.000 2.00 .00 .00 .00 2 77.97834 . 000
785.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1. 36626800D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 6. 56325700D+04 - 6. 68415500D+01
1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1. 36626800D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 6. 56325700D+04 - 6. 68415500D+01

Na2S( 1)

2 J3/78 NA 2.00S 1.00 .00 .00 .00 1 78.04554 -366105.003

300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0

9. 70756000D+00 -3.11261800D-04 5.51211600D- 06 - 6. 04350700D- 09
2.30175500D- 12 - 4. 69503800D+04 - 4. 38376100D+01

1000.000 1276.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0

4. 46755600D+02 - 1.05851100D+00 8. 11700900D- 04 - 1. 88778800D- 07
0. 00000000D+00 - 1. 77483900D+05 - 2. 34626600D+03

Na2S( 2)
1J3/78 NA 2.00S 1.00 .00 .00 .00 2 78.04554 . 000
1276.000 1445.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
-5.67935500D+05 1. 68041200D+03 - 1. 86226800D+00 9. 16205900D- 04
-1. 68848800D- 07 1. 53328000D+08 2. 91086900D+06

Na2S( L)
1J3/78 NA 2.00S 1.00 .00 .00 .00 3 78.04554 . 000
1445. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.10710500D+01 0.00000000D+00 0.00000000D+00 0.00000000D+00
0. 00000000D+00 - 4.27909300D+04 -4.86158900D+01

Na2S04( V)
1J6/78 NA 2.00S 1.000 4.00 .00 .00 1 142.04310 -1387816.437
200.000 458.0005 .0 1.0 2.0 3.0 4.0 50 .0 .0
5.83393200D+00 3. 08202000D- 02 5. 97986400D- 05 -2.59779100D- 07
2. 47854000D- 10 - 1. 70156100D+05 - 2. 52886400D+01

Na2S04( 1 V)
1J6/78 NA 2.00S 1.000 4.00 .00 .00 2 142.04310 -1387816.437
458.000 514.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.71967800D+00 2. 18820400D- 02 - 6. 19770800D- 06 0. 00000000D+00
0. 00000000D+00 - 1.70712800D+05 - 4. 36063400D+01

Na2S04( 1)

108



2J 6/78 NA 2.00S 1.000 4.00 .00 .00 3 142.04310 -1387816.437
514. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.54854400D+01 1.92613800D-02 -3.32257300D-05 3.56283300D-08
-1.30577200D-11 -1.71322900D+05 -7.35127000D+01
1000. 000 1157.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.61157400D+01 8.20925900D- 03 -2.33305500D-07 0.00000000D+00
0. 00000000D+00 -1.71129100D+05 -7.46990700D+01

Na2S04( L)
1J6/78 NA 2.00S 1.000 4.00 .00 .00 4 142.04310 -1387816.437
1157.000 6000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.36977700D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0.00000000D+00 - 1. 71658900D+05 - 1. 16358500D+02

Na2S03( S)

2 1B1993 NA 2.00S 1.000 3.00 .00 .00 1 126.04400 -2187.573
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1.29308100D+01 5.05243600D-03 4. 39577300D- 07 - 4.54161200D- 10

1.69408200D- 13 - 1. 36495200D+05 -5.76433100D+01

1000.000 1184.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
-1.20010500D+03 4. 55784100D+00 - 6.39711800D- 03 3. 98843700D- 06
-9.30917500D- 10 1.21659700D+05 5. 87084200D+03

Na2S03( L)

1 1B1993 NA 2.00S 1.000 3.00 .00 .00 2 126.04400 -2187.573
1184.000 2000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
2.18928000D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00

0. 00000000D+00 - 1. 40356300D+05 - 1. 12315000D+02

Strontium Species

Sr

2L 493 SR 1.00 .00 .00 .00 .00 O 87.62000 163999.968
200. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.50000000D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 1.89791800D+04 5.55782100D+00

1000. 000 6000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.05240000D+00 1.19516500D-03 -1.07453400D-06 3.57531000D-10
-3.05613300D- 14 1.91041000D+04 7.88029900D+00

SrO

2J6/74 SR 1.000 1.00 .00 .00 .00 O 103.61940 -13389.038

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.73300000D+00 6.73994200D-03 -1.08004900D-05 8.17679300D-09
-2.36198700D- 12 -2.64435700D+03 1.05012900D+01

1000. 000 5000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

9. 64030300D+00 -1.12851500D-02 7.88423200D-06 -1.90358800D- 09
1.51465500D- 13 -4.74994900D+03 -2.57981700D+01

Sr OH+
2J6/76 SR 1.000 1.00H 1.00E -1.00 .00 O 104.62680 320809.299
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.61018100D+00 1.70676800D-02 -3.12755500D-05 2.65708500D-08
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- 8.43013900D-12 3.72752300D+04 1.02040900D+01

1000. 000 5000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.49519800D+00 1.42140700D-03 -4.32450200D-07 6.234243000- 11
-3.47974800D-15 3.68741100D+04 -2. 77068400D+00

Sr(OH) 2

2 1B1993 SR 1.000 2.00H 2.00 .00 .00 O 121.63500 -1184.019

300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

3. 80093900D+00 3.04115700D-02 -5.32503400D-05 4.30919700D-08

-1.29541000D- 11 -7.37600200D+04 7.99448500D+00

1000. 000 3000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

9. 45464000D+00 1.82868500D-03 -6.65686200D-08 -1.41706000D- 10

2.49844400D- 14 -7.46376000D+04 -1.79024500D+01

SrS
2 1B1993 SR 1.00S 1.00 .00 .00 .00 O 119. 68600 215. 022
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.67162600D+00 1.05732400D- 02 -2.39330900D-05 2.39977900D- 08
-8.75468000D- 12 1.19164900D+04 1.17357200D+01
1000. 000 3000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
9. 98606000D+00 -1.21444300D-02 8.38752400D-06 -1.74814200D- 09
7.38802000D- 14 9.85813000D+03 -2.58584000D+01

SrCl
2 1B1993 SR 1.00CL 1.00 .00 .00 .00 O 123.07300 -246. 118
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
3.85903800D+00 2.76846700D- 03 -4.59415800D- 06 3.52594900D- 09
-1.01211900D-12 -1.62574800D+04 7.70847700D+00
1000. 000 3000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.29647600D+00 4.61254800D-04 -2.86582200D-07 8.26862700D-11
-6.65729500D- 15 -1.63174400D+04 5.73657200D+00
SrcCl 2
2 1B1993 SR 1.00CL 2.00 .00 .00 .00 O 158.52500 -944. 478

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.74237900D+00 5.54972700D-03 -9.90483400D-06 8.04247200D-09
-2.45631100D-12 -5.90542400D+04 4.05769700D+00

1000. 000 3000. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
6. 88595900D+00 1.47557800D-04 -7.65094900D-08 1.801940000 11
-1.59413900D- 15 -5.92576800D+04 -1.29272500D+00

Sr CH

2 1B1993 SR 1.000 1.00H 1.00 .00 .00 O 104.62700 -408. 400

300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

2.25609000D+00 1.93675800D-02 -3.68307900D-05 3.22364200D-08

-1.04593000D- 11 -2.59918900D+04 1.23912100D+01

1000. 000 3000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0

6. 07768100D+00 2.61819700D-04 4.04240300D-07 -2.02704000D-10
2.89666400D-14 -2.66601400D+04 -5.32818000D+00

Sr(a)
1 SRD93 SR 1.00 .00 .00 .00 .00 1 87.62000 . 000
298. 150 820.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
2.61121800D+00 3.06923900D-03 -4.43980800D-06 4.03524800D-09
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-1.48087800D-12 -8.83002700D+02 -9.01331100D+00

Sr(b)
2 SRD 93 SR 1.00 .00 .00 .00 .00 2 87.62000 . 000
820.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
3.19032600D+00 4. 83732600D-04 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 8. 56080600D+02 - 1. 15723500D+01
1000. 000 1041.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
3.19032600D+00 4. 83732600D-04 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 8. 56080600D+02 - 1. 15723500D+01

Sr(L)
1 SRD 93 SR 1.00 .00 .00 .00 .00 3 87.62000 . 000
1041.000 6000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0

4. 45005200D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00

0. 00000000D+00 - 9. 43175500D+02 - 1. 88970000D+01

Sr(OH) 2(L)
2 1B1993 SR 1.000 2.00H 2.00 .00 .00 1 121.63500 -1925.424
783. 150 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1. 89738300D+01 0. 00000000D+00 0.00000000D+00 0.00000000D+00
0. 00000000D+00 -1.22624900D+05 -9.96716500D+01
1000. 000 1500. 000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.89738300D+01 0.00000000D+00 0.00000000D+00 0. 00000000D+00
0. 00000000D+00 -1.22624900D+05 -9.96716500D+01

Sr COB( S- A)
2 1B1993 SR 1.00C 1.000 3.00 .00 .00 1 147.62900 -2424.137
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1. 68103200D+00 4.70123200D- 02 -8.07549400D- 05 6. 94034400D- 08
-2.24189100D- 11 - 1.48736800D+05 - 8. 89308100D+00
1000.000 1197.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
2.22031400D+04 -8.30613100D+01 1.16381800D-01 - 7.23366400D- 05
1. 68279000D- 08 - 4. 88544700D+06 - 1. 08571300D+05

Sr(OH) 2(9)
11B1993 SR 1.000 2.00H 2.00 .00 .00 1 121.63500 -1925. 424
300. 000 783.150 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
4.24632900D+00 1.59500500D-02 1.15752600D-07 -1.26170800D-10
5.04093800D- 14 -1.18520300D+05 -1.72774200D+01

Srs(s)

2 1B1993 SR 1.00S 1.00 .00 .00 .00 1 119.68600 -931. 242

300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
5.35220100D+00 9. 34821000D- 04 4. 08559200D- 06 - 6. 10693700D- 09
2.49096800D- 12 - 5. 81669600D+04 - 2. 27073600D+01

1000. 000 2500.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5.48896100D+00 2. 10174600D- 03 - 1. 20463100D-06 4.25698000D- 10
-5.51285200D- 14 - 5. 82477200D+04 - 2. 37148900D+01

Sr SO4( S- 2)
1 1B1993 SR 1.00S 1.000 4.00 .00 .00 1 183.68400 -2971.456
1429.000 1878.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
2.05339700D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
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0. 00000000D+00 -1.89885000D+05 -1.10075200D+02

Sro2(S)
1 1B1993 SR 1.000 2.00 .00 .00 .00 1 119.61900 -1258.842
300.000 600.0005 .0 1.0 2.0 3.0 4.0 50 .0 .0
6. 46467400D+00 5.83817700D-03 1.72861200D- 06 -2.43966600D- 09
1.26201500D-12 - 7.83947800D+04 - 3. 15352800D+01

SrSO4(S- 1)
2 1B1993 SR 1.00S 1.000 4.00 .00 .00 1 183.68400 -2971.456
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1. 02316500D+01 6. 70759100D- 03 - 2. 47856200D- 08 1. 64938000D- 11
-2.89411500D- 15 - 1. 83208600D+05 - 4. 56492700D+01
1000. 000 1429.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
9.72983600D+00 8. 42666300D- 03 - 2. 22039900D- 06 1. 25774700D- 09
-2.65795100D- 13 - 1. 83092200D+05 - 4. 31521600D+01

Srso4( L)

1 1B1993 SR 1.00S 1.000 4.00 .00 .00 1 183.68400 -2971.456
1878.000 2000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
2.18928000D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00

0.00000000D+00 - 1. 88108700D+05 - 1. 18013500D+02

Sr3N2( S)

2 1B1993 SR 3.00N 2.00 .00 .00 .00 1 290.87300 -777.423

300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1.46205700D+01 3.27101200D-03 6. 08461700D- 10 - 6.36035100D- 13
2.41706800D- 16 -5.15614700D+04 - 6. 94308200D+01

1000.000 1300.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1.46043000D+01 3. 32962900D- 03 - 7. 84031500D- 08 4. 66284900D- 11
-1.03607600D- 14 - 5. 15578700D+04 - 6. 93506500D+01

Src2(S)
1 1B1993 SR 1.00C 2.00 .00 .00 .00 1 111.64200 -149.038
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
3.05005700D+00 2. 58310000D- 02 - 4. 63152900D-05 3. 98061800D- 08
-1.28572700D-11 -1.07411700D+04 - 1.47887900D+01

Sral 2(S)

2 1B1993 SR 1.00CL 2.00 .00 .00 .00 1 158.52500 - 1647.129
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
6.56115600D+00 1.35459200D- 02 - 2. 09403300D- 05 1.33740100D- 08

1. 90203100D- 13 - 1.02097600D+05 - 2. 69065500D+01

1000. 000 1147.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
3. 04442300D+03 - 1. 08245900D+01 1. 44096200D- 02 - 8. 48479200D- 06
1. 86806700D- 09 -7.80114000D+05 - 1.50231100D+04

sra 2(L)
1 1B1993 SR 1.00CL 2.00 .00 .00 .00 2 158.52500 -1647.129
1147.000 2329.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
1. 25817800D+01 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00
0. 00000000D+00 - 1. 02748400D+05 - 5. 88816900D+01

Sr COB3( S- B)
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1 1B1993 SR 1.00C 1.000 3.00 .00 .00 1 147.62900 -2424.137
1197.000 1400.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
1.71117300D+01 0. 00000000D+00 0.00000000D+00 0.00000000D+00

0. 00000000D+00 -1.52694300D+05 -8.96734500D+01

SrH2(S)
1 1B1993 SR 1.00H 2.00 .00 .00 .00 1 89.63600 - 358. 364
300.000 1000.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
4.02619300D+00 2.71750800D- 03 3.81507400D- 10 - 3. 93011400D- 13
1.46533600D- 16 - 2. 30125900D+04 - 1.77606700D+01

SrQ(S)
2 1B1993 SR 1.000 1.00 .00 .00 .00 1 103.61900 -1176.528
300. 000 1000.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
3.23059000D+00 1.16841800D-02 -1.77643200D-05 1.35763800D-08
-3.98072400D- 12 -7.25643300D+04 -1.45336400D+01
1000. 000 2938.000 5 .0 1.0 2.0 3.0 4.0 5.0 .0 .0
5. 53593800D+00 1.55753900D- 03 -4.59282400D- 07 1.24833900D- 10
-1.29241300D- 14 -7.30053700D+04 -2.54924000D+01

SroL)

1 1B1993 SR 1.000 1.00 .00 .00 .00 2 103.61900 -1176.528
2938.000 3500.000 5 .0 1.0 2.0 3.0 4.0 50 .0 .0
8.05234100D+00 0. 00000000D+00 0. 00000000D+00 0. 00000000D+00

0. 00000000D+00 - 6. 67408100D+04 - 3. 90953600D+01
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APPENDIX A.2 : FURNACE SETTINGS

Furnace Parameters
Stoichiometric Ratio 1.2
Air Temperature 78 deg F
Primary Air Pressure 50 psig
Methane Rotameter 18 units
UV Sweep Air 110 units
Draft Fan Frequency 45 Hz
Secondary Air Pressure 20 psig
Lower Air Monometer 1.85 in H20
Metal Injection Parameters
Atomizer Pressure 50 psig
Atomizer Flow 95 units
Solution CsAct 15.5 g/L
SrNit 17.1 g/L
Injection Rate 20 mL/min
Sorbent Parameters
Transport Air Pressure 50 psig
Transport Air Flow 125 units GB
Injection Rate 2 g/min
Feeder Rotation Reading
Kaolinite 1150 rpm
Lime 775 rpm
Mixture 1000 rpm
CDEM 610 rpm
B-80 1800 rpm
6104-B 750 rpm
Dopant Parameters
Flowrate SO2 420 mL/min
ClI2 210 mL/min
Sampling Port 14
Target Sampling Rate 1.25 Lpm
LPI Backside Pressure 27 in Hg
LPI Flowrate 22 Lpm
Sampling Time 10 min
Impactor EPA-LPI, UA-LPI, PSI-LPI
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APPENDIX A.3 : EXPERIMENTAL CONDITIONS

| Sorbent Sorbent
Fluid [ ppm in gas] Sorbent | Flowrate Dopant Time | Substrate | Injection Sample Date

Run # Cs Sr [g/min] [min] Port Port Completed
c2-1 100 - - - - 10 PC - 14 01/05/1999
Cc2-2 100 - - - - 10 PC - 14 01/05/1999
Cc2-3 100 - - - Cl - 1000 ppm 10 PC - 14 01/05/1999
C2-4 100 - - - Cl - 1000 ppm 10 PC - 14 01/05/1999
C2-5 100 - - - S - 1000 ppm 10 PC - 14 01/05/1999
C2-6 100 - - - S - 1000 ppm 10 PC - 14 01/06/1999
c2-7 100 - KAO 2 - 10 PC 4 14 01/05/1999
Cc2-8 100 - KAO 2 - 10 PC 4 14 01/05/1999
C2-9 100 - KAO 2 Cl - 1000 ppm 10 PC 4 14 01/05/1999
C2-10 100 - KAO 2 Cl - 1000 ppm 10 PC 4 14 01/05/1999
C2-11 100 - KAO 2 S - 1000 ppm 10 PC 4 14 01/05/1999
C2-12 100 - KAO 2 S - 1000 ppm 10 PC 4 14 01/05/1999
C2-13 100 - Lime 2 - 10 PC 4 14 01/06/1999
C2-14 100 - Lime 2 - 10 PC 4 14 01/06/1999
C2-15 100 - Lime 2 Cl - 1000 ppm 10 PC 4 14 01/06/1999
C2-16 100 - Lime 2 Cl - 1000 ppm 10 PC 4 14 01/06/1999
C2-17 100 - Lime 2 S - 1000 ppm 10 PC 4 14 01/06/1999
C2-18 100 - Lime 2 S - 1000 ppm 10 PC 4 14 01/06/1999
C2-19 100 - CDEM 2 - 10 PC 4 14 02/03/1999
C2-20 100 - CDEM 2 - 10 PC 4 14 02/03/1999
C2-21 100 - CDEM 2 Cl - 1000 ppm 10 PC 4 14 02/03/1999
C2-22 100 - CDEM 2 Cl - 1000 ppm 10 PC 4 14 02/03/1999
C2-23 100 - CDEM 2 S - 1000 ppm 10 PC 4 14 -

C2-24 100 - CDEM 2 S - 1000 ppm 10 PC 4 14 -

C2-25 100 - Mixture 2 - 10 PC 4 14 01/07/1999
C2-26 100 - Mixture 2 - 10 PC 4 14 01/07/1999
Cc2-27 100 - Mixture 2 Cl - 1000 ppm 10 PC 4 14 01/07/1999
C2-28 100 - Mixture 2 Cl - 1000 ppm 10 PC 4 14 01/07/1999
C2-29 100 - Mixture 2 S - 1000 ppm 10 PC 4 14 01/07/1999
C2-30 100 - Mixture 2 S - 1000 ppm 10 PC 4 14 01/07/1999




APPENDIX A.3 : EXPERIMENTAL CONDITIONS - Continued

| | Sorbent Sorbent
Fluid [ppm in gas] Sorbent | Flowrate Dopant Time | Substrate | Injection Sample Date

Run # Cs Sr [g/min] [min] Port Port Completed
S2-1 - 100 - - - 10 PC - 14 12/31/1998
S2-2 - 100 - - - 10 PC - 14 12/31/1998
S2-3 - 100 - - Cl - 1000 ppm 10 PC - 14 12/31/1998
S2-4 - 100 - - Cl - 1000 ppm 10 PC - 14 12/31/1998
S2-5 - 100 - - S - 1000 ppm 10 PC - 14 12/31/1998
S2-6 - 100 - - S - 1000 ppm 10 PC - 14 12/31/1998
S2-7 - 100 KAO 2 - 10 PC 4 14 01/02/1999
S2-8 - 100 KAO 2 - 10 PC 4 14 01/02/1999
S2-9 - 100 KAO 2 Cl - 1000 ppm 10 PC 4 14 01/02/1999
S2-10 - 100 KAO 2 Cl - 1000 ppm 10 PC 4 14 01/02/1999
S2-11 - 100 KAO 2 S - 1000 ppm 10 PC 4 14 01/02/1999
S2-12 - 100 KAO 2 S - 1000 ppm 10 PC 4 14 01/02/1999
S2-13 - 100 Lime 2 - 10 PC 4 14 01/06/1999
S2-14 - 100 Lime 2 - 10 PC 4 14 01/06/1999
S2-15 - 100 Lime 2 Cl - 1000 ppm 10 PC 4 14 01/06/1999
S2-16 - 100 Lime 2 Cl - 1000 ppm 10 PC 4 14 01/06/1999
S2-17 - 100 Lime 2 S - 1000 ppm 10 PC 4 14 01/06/1999
S2-18 - 100 Lime 2 S - 1000 ppm 10 PC 4 14 01/06/1999
S2-19 - 100 CDEM 2 - 10 PC 4 14 02/03/1999
S2-20 - 100 CDEM 2 - 10 PC 4 14 02/03/1999
S2-21 - 100 CDEM 2 Cl - 1000 ppm 10 PC 4 14 02/03/1999
S2-22 - 100 CDEM 2 Cl - 1000 ppm 10 PC 4 14 02/03/1999
S2-23 - 100 CDEM 2 S - 1000 ppm 10 PC 4 14 -

S2-24 - 100 CDEM 2 S - 1000 ppm 10 PC 4 14 -

S2-25 - 100 Mixture 2 - 10 PC 4 14 01/06/1999
S2-26 - 100 Mixture 2 - 10 PC 4 14 01/06/1999
S2-27 - 100 Mixture 2 Cl - 1000 ppm 10 PC 4 14 01/06/1999
S2-28 - 100 Mixture 2 Cl - 1000 ppm 10 PC 4 14 01/07/1999
S2-29 - 100 Mixture 2 S - 1000 ppm 10 PC 4 14 01/07/1999
S2-30 - 100 Mixture 2 S - 1000 ppm 10 PC 4 14 01/07/1999




APPENDIX A.3 : EXPERIMENTAL CONDITIONS - Continued

| | Sorbent Sorbent
Fluid [ ppm in gas] Sorbent | Flowrate Dopant Time | Substrate | Injection Sample Date
Run # Cs Sr [g/min] [min] Port Port Completed
C2-23 100 - CDEM 2 S - 1000 ppm 10 PC 4 14 05/10/1999
C2-24 100 - CDEM 2 S - 1000 ppm 10 PC 4 14 05/10/1999
C3-1 100 - - - S - 1000 ppm 10 PC - 3 05/10/1999
C3-2 100 - - - S - 1000 ppm 10 PC - 3 05/10/1999
S2-19 - 100 CDEM 2 - 10 PC 4 14 05/10/1999
S2-20 - 100 CDEM 2 - 10 PC 4 14 05/10/1999
S2-23 - 100 CDEM 2 S - 1000 ppm 10 PC 4 14 05/10/1999
S2-24 - 100 CDEM 2 S - 1000 ppm 10 PC 4 14 05/10/1999
S3-3 - 100 - - S - 1000 ppm 10 PC - 3 05/10/1999
S3-4 - 100 - - S - 1000 ppm 10 PC - 3 05/10/1999
S3-5 - 100 B-80 2 Cl - 1000 ppm 10 PC 4 14 05/10/1999
S3-6 - 100 B-80 2 Cl - 1000 ppm 10 PC 4 14 05/10/1999
C3-3 100 - B-80 2 - 10 PC 4 14 05/10/1999
C3-4 100 - B-80 2 - 10 PC 4 14 05/10/1999
C3-5 100 - 1040 2 - 10 PC 4 14 05/12/1999
C3-6 100 - 1040 2 - 10 PC 4 14 05/12/1999
S3-7 - 100 1040 2 Cl - 1000 ppm 10 PC 4 14 05/12/1999
S3-8 - 100 1040 2 Cl - 1000 ppm 10 PC 4 14 05/12/1999
S3-1 - 100 Kao 2 S - 1000 ppm 10 PC 4 14 05/12/1999
S3-2 - 100 Kao 2 S - 1000 ppm 10 PC 4 14 05/12/1999
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Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9

APPENDIX A.5 : RAW EXPERIMENTAL DATA

C2-1 Figures where data appears: 4.1,4.4, 4.5, 4.6
Cs Si Al Ca
i
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
2.9 0.14
3 0.16
2 0.1
1.3 0.07
0.7 0.14
0.3 0.09
0.1 0.08
0.1 0.05
0.1 0.04
0.1 0.06
0 0.07
C2-2 Figures where data appears: 4.1,4.4, 4.5, 4.6
Cs Si Al Ca
i
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.3 0.11
3 0.12
2.3 0.12
1.1 0.12
0.4 0.09
0.2 0.05
0.2 0.07
0.2 0.06
0.2 0.05
0.2 0.04
0.1 0.04
C2-3 Figures where data appears: 4.7, 4.8, 4.9, 4.10
Cs Si Al Ca
i
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
7.7 0.14
9.3 0.15
4.9 0.17
2 0.09
0.6 0.06
0.3 0.08
0.3 0.07
0.3 0.08
0.2 0.08




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0.1 0.08
0.1 0.05
C2-4 Figures where data appears: 4.7, 4.8, 4.9, 4.10
Cs Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
5.1 0.06
9.7 0.18
6.3 0.07
2.2 0.05
0.7 0.11
0.4 0.03
0.3 0.05
0.3 0.07
0.1 0.03
0.1 0.06
0 0.06
C2-5 Figures where data appears: 4.11, 4.14, 4.15, 4.18, 4.19
Cs Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.6 0.09
3 0.09
4.2 0.05
2.6 0.12
2.1 0.06
2.6 0.1
0.2 0.03
0.3 0.07
0.2 0.06
0.1 0.06
0.1 0.06
C2-6 Figures where data appears: 4.11, 4.14, 4.15, 4.18, 4.19
Cs Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
2.1 0.07
3.8 0.09
4 0.09
2.5 0.05
2.3 0.08
3.5 0.11
0.9 0.09




Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5

0.3 0.13
0.1 0.05
0.1 0.04
0 0.03
Cc2-7 Figures where data appears: 4.1
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA DS JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.04 0.3 0.59 0 0.06
0 0.05 0.4 0.86 0 0.04
0 0.05 0 0.75 0 0.05
0.1 0.03 0.7 0.87 0 0.07
0.3 0.07 1 0.75 0.2 0.07
1 0.07 1.7 0.62 0.9 0.06
4.7 0.04 6.5 0.75 4.8 0.07
1.9 0.07 4.5 0.5 2.9 0.12
0.1 0.05 1.1 0.59 0.4 0.06
0 0.03 1.6 0.47 0.1 0.08
0 0.07 0.9 0.55 0 0.05
C2-8 Figures where data appears: 4.1
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA DS JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.03 0.6 0.34 0 0.05
0 0.06 0.7 0.65 0 0.08
0 0.03 0.6 0.66 0 0.05
0.1 0.07 1.2 0.27 0 0.09
0.4 0.05 0 0.64 0.2 0.06
1.1 0.04 0.9 0.7 0.6 0.09
5.6 0.09 5.8 0.57 4.5 0.09
2.1 0.09 3.4 0.48 2.2 0.07
0.1 0.04 1 0.52 0 0.07
0 0.04 0.9 0.33 0 0.04
0 0.07 1.3 0.49 0 0.05
C2-9 Figures where data appears: 4.7
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA DS JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
5.1 0.07 0.5 0.63 0 0.05
2.2 0.07 0 0.65 0 0.06
1.3 0.07 0 0.54 0 0.05
0.8 0.06 0.5 0.78 0 0.06
0.5 0.08 0.8 0.42 0 0.07




Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3

1 0.05 0.9 0.44 0.5 0.1
3.6 0.11 3 0.87 3.2 0.08
1.2 0.04 1.5 0.64 1.2 0.06
0.2 0.06 0 0.82 0.1 0.08
0 0.04 0 0.7 0 0.04
0 0.09 0 0.68 0.1 0.06
C2-10 Figures where data appears: 4.7
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA DS JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
4.9 0.06 0.6 0.74 0 0.04
1.9 0.07 0.4 0.59 0 0.04
0.7 0.07 0.7 0.76 0 0.05
0.5 0.05 1 0.95 0 0.07
0.4 0.04 0.8 0.56 0.3 0.05
1.1 0.06 1.3 0.79 0.9 0.06
4 0.11 6 0.83 4.9 0.09
1.3 0.07 2.4 0.65 1.9 0.09
0.2 0.03 0 0.59 0.1 0.06
0.1 0.05 0 0.61 0 0.05
0 0.05 0 0.46 0 0.03
C2-11 Figures where data appears: 414
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA JMA JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.8 0.03 0.2 0.25 0 0.04
0.2 0.06 0 0.29 0 0.07
0.1 0.04 0.2 0.23 0 0.08
0 0.04 0.2 0.36 0 0.06
0.1 0.07 0.7 0.25 0.1 0.07
0.6 0.04 0.9 0.16 0.6 0.05
2 0.06 4.6 0.27 3.3 0.05
0.8 0.06 2.7 0.26 1.8 0.08
0 0.05 0.3 0.31 0 0.06
0 0.04 0.4 0.09 0 0.05
0 0.04 0.2 0.36 0 0.06
C2-12 Figures where data appears: 414
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JMA JMA JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.7 0.06 0.3 0.3 0 0.06
0.8 0.06 0.3 0.32 0 0.04
0.2 0.06 0.4 0.22 0 0.06




Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

0.1
0.1
0.5

0.2

o o

0.03
0.03
0.04
0.07
0.04
0.03
0.04
0.03

0.3
0.5
0.7

0.6

o o

0.33
0.27
0.21
0.24
0.29
0.19
0.31
0.33

0.1
0.1
0.5
2.2
0.9
0.1

0.2

0.06
0.05
0.05
0.07
0.04

0.1
0.04
0.05




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9

C2-13 Figures where data appears: 4.4
Cs Si Al Ca
i i
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.7 0.11 0 0.01
1.4 0.06 0.1 0.01
0.6 0.06 0 0.01
0.5 0.04 0.1 0.01
0.4 0.03 0.2 0.01
0.6 0.09 0.4 0.01
0.8 0.05 1.9 0.02
1.4 0.05 1.9 0.02
0.8 0.06 0.2 0.01
0.8 0.06 0.3 0.01
0.4 0.08 0.1 0.01
C2-14 Figures where data appears: 4.4
Cs Si Al Ca
i i
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.9 0.1 0 0.01
2.1 0.06 0.1 0.01
1 0.05 0.1 0.01
0.6 0.07 0.1 0.01
0.3 0.06 0.3 0.01
0.3 0.05 0.5 0.01
0.6 0.03 2.7 0.02
1.2 0.09 3.2 0.04
0.4 0.09 0.4 0.01
0.3 0.04 0.4 0.01
0.2 0.07 0.2 0.01
C2-15 Figures where data appears: 4.8
Cs Si Al Ca
i i
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
5.8 0.11 0 0
10.9 0.09 0 0.01
6.3 0.1 0 0.01
2.1 0.06 0 0.01
0.6 0.04 0.1 0.01
0.5 0.05 0.4 0.01
0.5 0.04 2 0.02
0.6 0.04 2.9 0.03
0.2 0.06 0.3 0.01




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0.1 0.04 0.3 0.01
0 0.06 0.1 0.01
C2-16 Figures where data appears: 4.8
Cs Si Al Ca
HHHHHHHE HHHHHHHE
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
9 0.17 0 0.01
7 0.11 0 0.01
3.8 0.08 0 0.01
1.3 0.08 0 0.01
0.6 0.04 0 0.01
0.4 0.05 0.3 0.01
0.5 0.04 1.9 0.02
0.6 0.05 2.5 0.02
0.3 0.06 0.3 0.01
0.3 0.04 0.3 0.01
0.1 0.04 0.1 0.01
C2-17 Figures where data appears: 4.15
Cs Si Al Ca
HHHHHHHE HHHHHHHE
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.8 0.07 0 0.01
0.5 0.06 0 0.01
0.2 0.03 0 0.01
0.3 0.04 0.1 0.01
0.3 0.04 0.2 0.01
0.5 0.05 0.5 0.01
0.6 0.08 1.2 0.02
1.2 0.05 3.5 0.02
0.1 0.03 0.7 0.01
0.1 0.03 0.9 0.01
0 0.02 0.3 0.01
C2-18 Figures where data appears: 4.15
Cs Si Al Ca
HHHHHHHE HHHHHHHE
JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.1 0.05 0 0.01
0.4 0.03 0 0.01
0.2 0.02 0 0.01
0.3 0.04 0.1 0.01
0.4 0.03 0.2 0.01
0.6 0.03 0.4 0.01
0.7 0.03 0.6 0.01




Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5

2.1 0.05 2.1 0.02
0.4 0.07 0.6 0.01
0.5 0.01 0.9 0.01
0.2 0.03 0.2 0.01
C2-19 Figures where data appears: 4.6
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.8 0.06 0 0.31 0.1 0.18 0.1 0.01
5.2 0.08 0 0.45 0.4 0.14 0.2 0.01
3.1 0.06 0 0.32 0.4 0.32 0.2 0.01
1.4 0.04 0.3 0.3 0.3 0.25 0.3 0.02
0.4 0.02 0 0.68 0.4 0.26 0.7 0.01
0.6 0.02 0 0.41 0.3 0.25 1.9 0.03
1.2 0.03 1.2 0.33 1.3 0.28 6.3 0.08
1.1 0.04 1.9 0.49 1.5 0.2 7.9 0.14
0.4 0.03 1.7 0.38 1.2 0.22 5.1 0.08
0.4 0.02 4.1 0.43 2.4 0.24 8.8 0.2
0.1 0.02 0.2 0.39 0.6 0.16 1.8 0.05
C2-20 Figures where data appears: 4.6
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.5 0.07 0 0.38 0.1 0.28 0.2 0.01
4.2 0.09 0.1 0.33 0 0.21 0.2 0.01
3.6 0.05 0.3 0.33 0.1 0.23 0.2 0.02
1.4 0.04 0.4 0.41 0.1 0.19 0.3 0.01
0.4 0.02 0.4 0.39 0.1 0.14 0.6 0.02
0.7 0.02 0 0.6 0.5 0.15 2 0.02
1.2 0.02 0.6 0.51 1.3 0.18 5.6 0.08
1.4 0.03 1.5 0.68 1.6 0.23 7.2 0.14
0.4 0.02 0.2 0.49 1 0.35 3.3 0.07
0.4 0.02 2.3 0.42 1.7 0.16 6.4 0.13
0.1 0.02 0 0.39 0.5 0.18 1.3 0.03
C2-21 Figures where data appears: 4.10
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
4.5 0.08 0 0.32 0.1 0.13 0.1 0.01
12.6 0.11 0.1 0.4 0 0.12 0.2 0.02
7.5 0.1 0 0.44 0.1 0.3 0.2 0.01
2.7 0.06 0.3 0.34 0 0.24 0.2 0.02
1 0.02 0 0.27 0 0.17 0.4 0.02




Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3

0.7 0.03 0.4 0.55 0.8 0.25 1 0.02
1 0.05 0.7 0.47 1.2 0.24 4.4 0.09
1 0.02 1.3 0.4 1.6 0.23 6.4 0.06
0.4 0.04 0.7 0.59 1 0.19 2.8 0.04
0.3 0.04 1.1 0.55 1 0.22 2.9 0.04
0.2 0.02 0.4 0.31 0.7 0.26 1.5 0.03
C2-22 Figures where data appears: 4.10
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.2 0.06 0 0.38 0 0.25 0.2 0.01
12.5 0.07 0 0.33 0 0.24 0.2 0.01
9.6 0.1 0.2 0.64 0 0.18 0.1 0.01
4.3 0.1 0.1 0.57 0 0.19 0.2 0.02
1.1 0.04 0.1 0.62 0 0.16 0.3 0.01
0.8 0.08 0.7 0.36 0.4 0.2 1 0.03
0.9 0.03 0.6 0.34 0.7 0.26 3.4 0.07
1.1 0.04 1.3 0.63 1.4 0.14 6.2 0.11
0.4 0.02 0.4 0.62 0.7 0.16 2.3 0.05
0.3 0.02 1.6 0.49 1 0.14 3.3 0.05
0.2 0.03 0.5 0.46 0.3 0.23 1.6 0.03
C2-23 Figures where data appears: 419
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.3 0.06 0 0.37 0 0.16 0.1 0.01
2.2 0.07 0.1 0.43 0 0.17 0.1 0.01
1 0.06 0.1 0.48 0.1 0.26 0.1 0.01
0.5 0.03 0.2 0.57 0.2 0.17 0.1 0.01
0.3 0.02 0.3 0.48 0.4 0.19 0.3 0.01
0.5 0.07 0.3 0.75 1 0.21 0.5 0.02
3.6 0.03 2.6 0.64 3.4 0.26 3.4 0.06
7 0.08 11.1 0.49 12.6 0.35 9.3 0.14
2.6 0.06 12.6 0.33 14.1 0.29 7.5 0.14
1.4 0.04 14.1 0.63 15.3 0.3 19.8 0.67
0.2 0.01 1.4 0.63 2 0.22 3.3 0.04
C2-24 Figures where data appears: 419
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
2.9 0.05 0 0.41 0 0.12 0.2 0.01
2.2 0.04 0 0.46 0 0.1 0.2 0.01
1 0.04 0.1 0.4 0 0.23 0.2 0.02




Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

0.5
0.3
0.6
5.6
11.7
5.5
4.8
0.3

0.02
0.02
0.02
0.09
0.11
0.12
0.08
0.03

0.2
0.7

11.8

13.1

18.3
1.4

0.35
0.49
0.42

0.3
0.62
0.43
0.51
0.45

o

0.4

3.6
12.1
13.1
17.6

1.3

0.26
0.19
0.29
0.18
0.36
0.25
0.26
0.21

0.3
0.3
0.7
5.6
15.7
13.3
23.1
2.3

0.02
0.01
0.03
0.07
0.25
0.14
0.26
0.04




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9

C2-25 Figures where data appears: 4.5
Cs Si Al Ca
HHHHHHH] HHHHHH] HHHHHHT HHHHHHT
JMA BN JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.5 0.03 0.5 0.87 0 0.02 0 0.02
0.1 0.03 0.5 0.85 0 0.04 0 0.01
0.1 0.02 2.4 0.62 0 0.06 0 0.01
0.3 0.04 2.7 0.78 0 0.09 0 0.01
0.5 0.03 3.2 0.67 0 0.07 0 0.01
1.5 0.07 1.9 0.75 0.3 0.06 0 0.01
5.8 0.07 5.1 1.01 2.5 0.03 0.5 0.01
2.9 0.12 4 0.73 1.6 0.05 1.7 0.02
0.3 0.02 0.8 0.79 0 0.06 0.5 0.01
0.2 0.02 2 0.83 0.1 0.06 0.7 0.01
0.3 0.03 3.5 0.72 0 0.06 0.7 0.01
C2-26 Figures where data appears: 4.5
Cs Si Al Ca
HHHHHHH] HHHHHH] HHHHHHT HHHHHHT
JMA JMA JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.03 0.4 0.21 0 0.06 0 0.01
0.1 0.02 0.6 0.26 0 0.06 0.1 0.01
0.1 0.02 0.5 0.13 0 0.08 0 0.01
0.2 0.02 0.1 0.26 0 0.07 0 0.01
0.5 0.03 0.4 0.33 0 0.04 0.1 0.01
1.7 0.05 1.5 0.35 0.5 0.07 0.1 0.01
6.9 0.1 4.9 0.25 3.2 0.04 0.9 0.01
3.5 0.06 3.6 0.13 2.3 0.08 2.9 0.03
0.4 0.04 1.1 0.22 0.2 0.06 0.9 0.01
0.2 0.02 0.7 0.22 0 0.06 1 0.01
0.2 0.02 0.7 0.32 0 0.04 0.5 0.01
C2-27 Figures where data appears: 4.9
Cs Si Al Ca
HHHHHH] HHHHHHT HHHHHHT HHHHHHT
JMA JMA JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
6.5 0.14 0 0.32 0 0.04 0 0.01
4.1 0.08 0.1 0.26 0 0.07 0 0.01
2 0.07 0.2 0.18 0 0.09 0 0.01
0.7 0.03 0 0.29 0 0.05 0 0.01
0.5 0.06 0.2 0.15 0 0.07 0.1 0.01
1 0.04 0.7 0.3 0.1 0.07 0.1 0.01
3 0.09 2.5 0.21 1.4 0.06 0.4 0.01
1.6 0.05 1.8 0.28 0.7 0.04 1 0.02
0.3 0.08 0.5 0.21 0 0.05 0.4 0.01




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0.2 0.02 0.7 0.27 0 0.04 0.8 0.01
0.1 0.02 0.4 0.19 0 0.05 0.2 0.01
C2-28 Figures where data appears: 4.9
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JMA JMA JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
5.7 0.11 0.4 0.24 0 0.06 0 0.01
3.4 0.1 0.1 0.36 0 0.06 0 0.01
1.8 0.05 0.1 0.26 0 0.06 0 0.01
0.9 0.03 0.2 0.29 0 0.05 0 0.01
0.4 0.02 0.4 0.27 0 0.04 0 0.01
0.9 0.05 0.6 0.3 0.2 0.06 0.1 0.01
2.2 0.07 1.7 0.29 1.1 0.07 0.2 0.01
0.7 0.04 0.6 0.14 0.4 0.07 0.4 0.01
0.1 0.03 0.1 0.35 0 0.06 0.2 0.01
0.1 0.02 0 0.33 0 0.06 0.4 0.01
0.1 0.02 0 0.31 0 0.04 0.2 0.01
C2-29 Figures where data appears: 418
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JMA JMA JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.8 0.05 0 0.25 0 0.06 0 0.01
0.2 0.02 0 0.3 0 0.06 0 0.01
0.2 0.03 0 0.27 0 0.08 0 0.01
0.1 0.02 0 0.19 0 0.04 0 0.01
0.3 0.02 0 0.32 0 0.06 0 0
0.3 0.03 0.1 0.29 0.2 0.06 0 0.01
1.3 0.07 1.1 0.32 1.1 0.05 0.1 0.02
0.6 0.03 0.4 0.31 0.4 0.03 0.3 0.01
0 0.02 0 0.29 0 0.05 0.1 0.01
0.1 0.02 0.1 0.2 0 0.06 0.3 0.01
0 0.01 0.1 0.29 0 0.08 0.2 0.01
C2-30 Figures where data appears: 418
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JMA JMA JMA DS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.2 0.05 0 0.23 0 0.07 0 0.01
0.5 0.02 0 0.27 0 0.08 0 0.01
0.2 0.02 0.1 0.26 0 0.04 0 0.01
0.2 0.04 0.2 0.24 0 0.06 0 0.01
0.2 0.03 0.1 0.27 0.1 0.06 0 0.01
0.7 0.03 0.7 0.38 0.2 0.05 0 0.01
2.2 0.05 1.7 0.24 0.9 0.06 0.1 0.01




Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5

0.7 0.03 0.7 0.15 0.4 0.04 0.2 0.01
0.1 0.01 0.4 0.31 0 0.07 0.2 0.01
0 0.03 0.2 0.27 0 0.05 0.4 0.01
0 0.03 0.4 0.2 0 0.06 0.2 0.01
C3-1 Figures where data appears: 411
Cs Si Al Ca
HHHHHHHE
JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.2 0.03
9.1 0.07
18 0.14
18.7 0.19
3.5 0.08
0.8 0.03
0.7 0.04
0.7 0.03
0.8 0.03
0.6 0.03
0.2 0.02
C3-2 Figures where data appears: 411
Cs Si Al Ca
HHHHHHHE
JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
1.6 0.04
11.1 0.19
19.5 0.24
12.6 0.14
2.2 0.03
0.6 0.02
0.5 0.02
0.4 0.03
0.3 0.02
0.3 0.02
0.1 0.01
C3-3 Figures where data appears:
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.4 0.02 0 0.35 0 0.19
0.2 0.01 0 0.48 0 0.18
0.2 0.02 0.1 0.46 0.1 0.18
0.2 0.01 0.2 0.44 0.3 0.2
0.7 0.03 1 0.4 1 0.16




Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3

5.2 0.06 6.5 0.55 6.9 0.35
11.9 0.17 14 0.36 16.5 0.38
4.4 0.06 7 0.46 7.9 0.21
0.7 0.02 1 0.54 2.1 0.24
0.2 0.02 0.2 0.43 1.3 0.25
0.1 0.01 0 0.59 0.8 0.24
C3-4 Figures where data appears:
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.02 0.1 0.52 0.2 0.24
0.1 0.02 0 0.52 0.1 0.22
0.1 0.01 0.1 0.51 0 0.21
0.2 0.02 0 0.5 0.2 0.22
0.9 0.03 0.5 0.58 1.1 0.23
4.4 0.05 6.8 0.51 6.5 0.19
8.8 0.07 10.9 0.37 10.8 0.16
4.2 0.08 7.4 0.37 7.1 0.25
0.8 0.04 2 0.41 1.8 0.27
0.2 0.02 1.5 0.5 1.1 0.19
0.1 0.01 0.3 0.42 0.2 0.16
C3-5 Figures where data appears:
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.02 0 0.38 0 0.2
0.7 0.03 0 0.48 0 0.12
0.7 0.02 0 0.47 0.1 0.29
0.5 0.03 0 0.58 0.1 0.13
0.7 0.02 0.3 0.37 0.7 0.2
3 0.03 3.9 0.27 3.3 0.18
9.5 0.14 12 0.68 12 0.26
8.9 0.1 16 0.51 17.2 0.39
6.1 0.1 15 0.37 15.8 0.35
5.3 0.07 18.7 0.5 20.3 0.36
0.4 0.02 2.6 0.53 2 0.27
C3-6 Figures where data appears:
Cs Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
3.3 0.06 0.3 0.27 0 0.25
2.1 0.06 0.2 0.54 0 0.21
0.8 0.02 0.1 0.35 0 0.17




Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

0.6
0.8
2.8
7.3
7.3
3.8
3.3
0.3

0.02
0.02
0.04
0.11
0.06
0.06
0.05
0.02

1.1
3.1
7.8
11
9.9
15
2.2

0.41
0.37
0.38
0.57
0.68
0.39
0.52
0.54

0
0.3
2.2
6.3
10.1
9.2
15.4
1.1

0.1
0.19
0.22
0.25
0.29
0.24
0.29
0.26




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10

S2-1 Figures where data appears: 4.20, 4.23, 4.25, 4.26
Sr Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0
0 0.01
0.2 0.02
0.9 0.04
2.2 0.05
3.8 0.07
4.5 0.1
1.6 0.06
0 0.02
0 0.01
0 0.04
S2-2 Figures where data appears: 4.20, 4.23, 4.25, 4.26
Sr Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.01
0.1 0.01
0.2 0.01
0.9 0.02
1.9 0.11
2.8 0.06
2.6 0.07
1.1 0.02
0 0.01
0 0.01
0 0.01
S2-3 Figures where data appears: 4.27, 4.30, 4.31, 4.32
Sr Si Al Ca
HHHHHHHE
JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.1 0.01
0.2 0.02
2.4 0.06
9.7 0.2
3.7 0.09
0.9 0.04
0.2 0.01
0 0.02
0 0.02
0 0.01




Plate11 | 0 001 | | |
Run S2-4 Figures where data appears: 4.27, 4.30, 4.31, 4.32
Sr Si Al Ca
Date HHHHHHHE
Initials JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0.1 0.01
Plate 2 0.4 0.03
Plate 3 2.5 0.05
Plate 4 6.7 0.14
Plate 5 2.1 0.07
Plate 6 0.4 0.03
Plate 7 0.1 0.03
Plate 8 0 0.02
Plate 9 0 0.01
Plate 10 0 0.01
Plate 11 0 0.02
Run S2-5 Figures where data appears: 4.33, 4.35, 4.37, 4.38, 4.39
Sr Si Al Ca
Date HHHHHHHE
Initials JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.01
Plate 2 0 0.04
Plate 3 0.7 0.02
Plate 4 1.7 0.06
Plate 5 1.1 0.02
Plate 6 1.5 0.03
Plate 7 1.2 0.04
Plate 8 0.2 0.02
Plate 9 0 0.01
Plate 10 0 0.01
Plate 11 0 0.02
Run S2-6 Figures where data appears: 4.33, 4.35, 4.37, 4.38, 4.39
Sr Si Al Ca
Date HHHHHHHE
Initials JMA
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.01
Plate 2 0 0.01
Plate 3 0.5 0.02
Plate 4 1.3 0.04
Plate 5 0.8 0.02
Plate 6 1.3 0.04
Plate 7 0.8 0.04
Plate 8 0.1 0.02
Plate 9 0 0.01




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8

0 0.01
0 0.01
S2-7 Figures where data appears: 4.20
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.1 0.05 0.5 0.4 0.1 0.08
0 0.07 2.4 0.39 0 0.1
0 0.04 2.4 0.67 0 0.08
0.3 0.05 2 0.5 0 0.09
0.8 0.04 2.6 0.51 0.3 0.06
2 0.08 0 0.52 0.9 0.11
7.1 0.12 5.5 0.51 5.1 0.1
4.6 0.08 4.1 0.61 3.3 0.11
0.2 0.04 1 0.39 0.5 0.08
0 0.04 1.9 0.47 1 0.09
0.1 0.06 1.2 0.38 0.5 0.09
S2-8 Figures where data appears: 4.20
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.05 0.7 0.45 0 0.07
0 0.05 1.5 0.35 0.1 0.06
0 0.04 2.3 0.48 0.1 0.09
0.1 0.04 2.2 0.71 0.1 0.07
0.1 0.05 3 0.46 0.5 0.12
1 0.04 1.6 0.63 1.2 0.08
4.5 0.06 6.7 0.3 6.1 0.12
3.8 0.05 6.1 0.46 4.4 0.06
0.1 0.05 2.6 0.36 0.1 0.11
0 0.06 2.5 0.49 0 0.1
0 0.05 2.6 0.39 0 0.06
S2-9 Figures where data appears: 4.27
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.06 0.3 0.45 0 0.1
0.1 0.04 1.2 0.48 0 0.11
0.6 0.05 1.6 0.55 0 0.08
0.3 0.07 2 0.3 0.1 0.1
0 0.06 2.4 0.65 0.2 0.07
0.4 0.05 1 0.54 0.7 0.11
2.3 0.06 4.9 0.53 4.7 0.07
1 0.07 3.9 0.5 2.7 0.08




Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0 0.03 1.3 0.3 0.2 0.07
0 0.06 1.9 0.44 0.1 0.11
0.1 0.08 0.8 0.5 0.1 0.1
S2-10 Figures where data appears: 4.27
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.06 8.3 0.43 0 0.1
0.4 0.06 0.5 0.61 0 0.1
0.6 0.05 1.3 0.35 0 0.07
0.5 0.03 1.6 0.34 0.2 0.07
0.4 0.06 1.6 0.45 0.3 0.09
0.4 0.1 1 0.39 0.8 0.09
2.8 0.04 5.8 0.51 5.3 0.13
0.8 0.05 4.2 0.97 2.3 0.1
0 0.04 1.1 0.42 0.1 0.1
0 0.07 1.3 0.32 0 0.09
0 0.05 1.6 0.58 0 0.08
S2-11 Figures where data appears: 4.35
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.03 0.2 0.57 0 0.08
0 0.07 0.8 0.37 0.1 0.08
0.9 0.05 1 0.29 0 0.08
3.3 0.09 1.2 0.3 0 0.08
0.4 0.06 1.6 0.5 0.2 0.05
0.2 0.12 1.6 0.54 1.3 0.07
0.2 0.06 5.9 0.44 5.2 0.08
0.2 0.06 3.3 0.54 2.4 0.1
0.2 0.05 0.8 0.39 0.3 0.05
0.2 0.06 1 0.32 0.2 0.1
0 0.1 1 0.62 0.3 0.11
S2-12 Figures where data appears: 4.35
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
BN DS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.1 0 0.52 0 0.06
0 0.06 0.5 0.61 0.1 0.08
0 0.05 0.8 0.47 0.1 0.1
0.2 0.06 1.3 0.34 0.1 0.07
0.6 0.05 1.7 0.44 0.3 0.1
0.9 0.08 0.8 0.58 1.2 0.12
2.2 0.04 4.7 0.59 4.5 0.14




Plate 8
Plate 9
Plate 10
Plate 11

0.9

0.09
0.08
0.07
0.07

2.9
1.8
1.9
1.2

0.46
0.4
0.41
0.49

1.7
0.1
0.1
0.1

0.09
0.11
0.09

0.1




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10

S2-13 Figures where data appears: 4.23
Sr Si Al Ca
HHHHHHHE HHHHHHHE
BN JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.16 0 0.05
0 0.04 0.1 0.09
0.1 0.03 0.1 0.1
0.5 0.06 0.2 0.03
0 0.08 0.4 0.06
1.3 0.11 1.1 0.09
2.9 0.09 4.6 0.11
1.3 0.11 4.3 0.15
0.2 0.07 0.9 0.13
0.1 0.07 1.1 0.1
0 0.05 0.4 0.11
S2-14 Figures where data appears: 4.23
Sr Si Al Ca
HHHHHHHE HHHHHHHE
BN JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.07 0 0.11
0.1 0.05 0 0.11
0 0.05 0.1 0.09
0.2 0.07 0.1 0.08
0.6 0.05 0.3 0.08
1.2 0.06 0.9 0.07
2.3 0.05 4.3 0.13
1 0.08 3.5 0.15
0 0.09 0.6 0.1
0 0.04 1 0.07
0 0.04 0.5 0.1
S2-15 Figures where data appears: 4.30
Sr Si Al Ca
HHHHHHHE HHHHHHHE
BN JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.06 0.1 0.07
0.1 0.07 0.1 0.1
0.9 0.07 0.4 0.06
3.3 0.06 1.1 0.08
0.3 0.07 0.4 0.15
0.2 0.05 0.6 0.17
0.2 0.06 1.8 0.1
0.2 0.08 3.3 0.12
0 0.07 0.8 0.05
0.2 0.05 1.5 0.08




Plate11 | 0 0.05 | | 0.5 0.09
Run S2-16 Figures where data appears: 4.30
Sr Si Al Ca
Date HHHHHHHE HHHHHHHE
Initials BN JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.06 0.1 0.06
Plate 2 0.1 0.06 0 0.1
Plate 3 1.3 0.07 0.3 0.08
Plate 4 3.5 0.04 0.7 0.06
Plate 5 0.6 0.05 0.2 0.14
Plate 6 0.1 0.04 0.5 0.09
Plate 7 0.2 0.05 1.4 0.1
Plate 8 0.2 0.07 2.4 0.17
Plate 9 0.1 0.06 0.4 0.07
Plate 10 0 0.08 0.8 0.13
Plate 11 0.1 0.07 1 0.14
Run S2-17 Figures where data appears: 4.37
Sr Si Al Ca
Date HHHHHHHE HHHHHHHE
Initials JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.05 0.1 0.11
Plate 2 0.1 0.07 0.1 0.12
Plate 3 0.8 0.09 0.2 0.12
Plate 4 2.8 0.05 0.5 0.15
Plate 5 1.5 0.04 1 0.1
Plate 6 1.8 0.08 2.5 0.15
Plate 7 4.1 0.04 15.8 0.37
Plate 8 5.1 0.07 24.3 0.24
Plate 9 3.2 0.06 25.6 0.31
Plate 10 1.5 0.08 13.9 0.35
Plate 11 0.3 0.06 1.2 0.12
Run S2-18 Figures where data appears: 4.37
Sr Si Al Ca
Date HHHHHHHE HHHHHHHE
Initials JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.08 0.1 0.11
Plate 2 0 0.05 0.1 0.07
Plate 3 0.6 0.06 0.2 0.08
Plate 4 2.1 0.07 0.3 0.08
Plate 5 1.1 0.07 0.5 0.09
Plate 6 1.4 0.06 0.8 0.15
Plate 7 2.3 0.06 4.4 0.13
Plate 8 1.8 0.05 8.5 0.12
Plate 9 0.3 0.06 1.9 0.1




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8

0.2 0.06 2.2 0.15
0.2 0.05 0.7 0.1
S2-19 Figures where data appears: 4.26
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.1 0.01 0 0.31 0 0.35 0.3 0.01
0.1 0.01 0 0.62 0 0.24 0.3 0.01
0.4 0.02 0.1 0.57 0.1 0.41 0.4 0.02
1.7 0.04 0.2 0.48 0 0.28 0.5 0.01
5.9 0.13 0.8 0.38 0.1 0.26 1.3 0.02
21.2 0.37 0.8 0.48 0.6 0.32 6.7 0.07
45.6 0.71 5.8 0.32 3.6 0.23 23.4 0.24
27.7 1.06 12.1 0.55 8.1 0.37 30.2 0.39
10.7 0.28 24.9 0.68 16.8 0.33 437 0.61
3.8 0.11 29.4 0.87 18.5 0.47 42 0.7
0.5 0.06 8.6 0.48 5.7 0.39 20.3 0.17
S2-20 Figures where data appears: 4.26
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.2 0.02 0.1 0.42 0 0.25 0.5 0.02
0.2 0.01 0.1 0.41 0 0.28 0.4 0.01
0.3 0.03 0.1 0.42 0 0.31 0.5 0.02
1.7 0.04 0.1 0.28 0 0.29 0.6 0.01
5.9 0.21 0 0.31 0 0.25 1.4 0.02
19.9 0.45 0.9 0.5 0.5 0.22 6.7 0.07
31 0.8 2.9 0.54 2.1 0.27 18.2 0.21
9.7 0.37 4.5 0.52 3.5 0.3 17.2 0.36
9.7 0.26 22.7 0.64 15.5 0.26 40.7 0.55
2.6 0.1 19.6 0.89 13.1 0.41 31 0.2
0.6 0.02 11.1 0.3 8 0.4 28.1 0.43
S2-21 Figures where data appears: 4.32
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.01 0 0.31 0 0.26 0.1 0.01
0 0.01 0.2 0.41 0 0.16 0.1 0.01
1 0.03 0.3 0.57 0 0.23 0.2 0.01
9 0.26 0 0.51 0 0.36 0.7 0.02
7.7 0.82 0 0.62 0 0.26 0.8 0.02
2.1 0.06 0 0.41 0.3 0.41 1 0.03
1.6 0.06 0 0.31 0.5 0.18 3.3 0.04
1.6 0.05 0.9 0.35 1 0.24 8 0.13




Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0.5 0.02 0.9 0.55 1.4 0.38 10.1 0.13
0.2 0.02 1.8 0.46 1.5 0.17 8.2 0.13
0.1 0.01 0.2 0.45 0.2 0.28 1.9 0.02
S2-22 Figures where data appears: 4.32
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.01 0.6 0.48 0 0.25 0.1 0.01
0.1 0.01 0.5 0.3 0 0.33 0.1 0.02
1 0.04 0.1 0.35 0 0.25 0.1 0.02
10.3 0.3 0.4 0.23 0 0.19 0.7 0.02
5.9 0.2 0.7 0.4 0.1 0.4 0.6 0.02
2.4 0.07 0.9 0.4 0.3 0.29 1.2 0.02
1 0.02 1.2 0.33 0.3 0.29 3 0.03
0.9 0.04 2 0.48 1 0.32 7.3 0.09
0.4 0.02 2.6 0.52 1.5 0.33 10.2 0.62
0.3 0.02 6 0.43 2.6 0.26 11.2 0.21
0.1 0.02 1.2 0.35 0.7 0.28 4.1 0.07
S2-23 Figures where data appears: 4.39
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.01 0.8 0.46 0 0.31 0.2 0.02
0.9 0.02 0.5 0.34 0.1 0.31 0.1 0.01
6.4 0.17 1 0.55 0.1 0.23 0.2 0.01
5 0.16 0.8 0.58 0 0.28 0.2 0.02
5.4 0.2 0.9 0.38 0 0.26 0.5 0.01
15.6 0.58 1.2 0.34 0.5 0.36 2.6 0.05
37.2 0.92 4.5 0.53 3 0.24 13.2 0.03
30.1 0.99 9 0.48 6.8 0.21 22 0.26
9.3 0.27 15.2 0.98 11.6 0.26 24 0.34
2.8 0.1 12.7 0.7 9.3 0.32 20.6 0.32
1 0.02 7.4 0.52 5.3 0.33 17.6 0.25
S2-24 Figures where data appears: 4.39
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.2 0.02 0.1 0.48 0 0.37 0.2 0.02
0.7 0.03 0 0.26 0 0.27 0.2 0.02
5.8 0.23 0.2 0.46 0 0.37 0.2 0.01
4.4 0.14 0 0.38 0 0.39 0.3 0.01
5 0.23 0.4 0.53 0.2 0.32 0.7 0.02
14 0.45 0.7 0.6 0.9 0.41 3.3 0.03
38.9 0.93 4.8 0.26 4.2 0.29 17.2 0.22




Plate 8
Plate 9
Plate 10
Plate 11

34.7
12.2
2.4
0.6

0.91
0.35
0.08
0.02

12.4

21.1

114
9.8

0.48
0.39
0.45
0.62

10.1
15.9
8.4
6.6

0.25
0.38
0.22
0.39

37
38.5
19.1
19.3

0.48
0.43
0.21
0.41




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10

S2-25 Figures where data appears: 4.25
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JS BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.07 0.2 0.43 0.1 0.07 0 0.2
0 0.06 0.3 0.24 0 0.11 0.4 0.06
0 0.06 1 0.39 0.1 0.08 0.4 0.05
0.2 0.04 2.1 0.35 0.1 0.07 0.5 0.11
0.3 0.06 3.7 0.42 0.2 0.08 0.7 0.07
0.7 0.05 0.9 0.39 0.3 0.09 0.5 0.07
1.6 0.07 2 0.52 0.8 0.06 1.2 0.08
1.2 0.08 1.1 0.6 0.7 0.07 2.4 0.09
0.2 0.05 1.3 0.4 0.2 0.1 1.4 0.09
0 0.04 1.7 0.6 0.3 0.09 1.8 0.1
0.1 0.03 2.1 0.73 0.4 0.11 1.3 0.12
S2-26 Figures where data appears: 4.25
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JMA BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.01 0 0.61 0 0.09 0 0.09
0 0.03 0.7 0.42 0.1 0.08 0.2 0.08
0 0.02 0.7 0.44 0.1 0.1 0.2 0.04
0.2 0.01 1 0.58 0 0.04 0.3 0.1
0.5 0.03 1.4 0.52 0 0.1 0.3 0.1
1.2 0.04 0.5 0.55 0.3 0.1 0.3 0.07
2.9 0.07 2.2 0.48 1.1 0.06 0.9 0.1
1.7 0.07 2 0.38 0.7 0.11 1.4 0.09
0 0.03 1.2 0.48 0.2 0.04 0.8 0.1
0 0.01 2.6 0.45 0.7 0.01 2.2 0.13
0.1 0.01 1.8 0.36 0.5 0.07 1.2 0.13
S2-27 Figures where data appears: 4.31
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE HHHHHHHE
JMA BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.03 0 0.42 0 0.11 0.1 0.08
0 0.01 0.2 0.23 0 0.13 0.1 0.09
0.7 0.04 0.7 0.49 0 0.08 0.3 0.08
1.5 0.03 0.6 0.32 0 0.06 0.1 0.08
0.1 0.01 1 0.37 0 0.07 0 0.06
0.1 0.01 0 0.4 0.1 0.09 0.2 0.11
1.1 0.03 0.6 0.5 0.8 0.13 0.4 0.05
0.5 0.02 1.2 0.48 0 0.1 0.4 0.09
0 0.02 0.3 0.46 0 0.12 0.3 0.09
0 0.01 0.8 0.31 0 0.09 0.5 0.07




Plate11 | 0 001 | 11 04 | o 0.1 0.2 0.11
Run S2-28 Figures where data appears: 4.31
Sr Si Al Ca
Date HHHHEH HHHHEH HHHHEH HHHHEH
Initials JMA BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.02 0 0.43 0 0.09 0 0.1
Plate 2 0.1 0.01 0 0.47 0 0.11 0.1 0.08
Plate 3 0.8 0.01 0 0.32 0 0.08 0.1 0.11
Plate 4 1.5 0.05 0.7 0.41 0 0.07 0.2 0.04
Plate 5 0.3 0.01 1.4 0.61 0 0.05 0.2 0.09
Plate 6 0.2 0.02 0 0.51 0.1 0.08 0 0.11
Plate 7 1.1 0.05 1.1 0.5 0.7 0.08 0.4 0.1
Plate 8 0.5 0.02 1.4 0.53 0.5 0.08 0.6 0.06
Plate 9 0 0.01 1.3 0.46 0 0.08 0.3 0.07
Plate 10 0 0.01 1.9 0.31 0 0.11 0.4 0.15
Plate 11 0 0.02 1.9 0.23 0 0.1 0.3 0.06
Run S2-29 Figures where data appears: 4.38
Sr Si Al Ca
Date HHHHEH HHHHEH HHHHEH HHHHEH
Initials JMA BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.01 0.1 0.3 0 0.1 0 0.08
Plate 2 0.2 0.02 0 0.34 0 0.08 0 0.08
Plate 3 2.8 0.05 0.2 0.39 0 0.06 0 0.06
Plate 4 2.8 0.08 0.2 0.42 0.1 0.09 0.1 0.12
Plate 5 1.1 0.05 0.3 0.22 0.3 0.08 0.1 0.09
Plate 6 1.9 0.04 0.9 0.36 1.3 0.09 0.2 0.11
Plate 7 3.8 0.07 4 0.42 4.1 0.12 1.2 0.09
Plate 8 2.4 0.06 1.9 0.51 2.2 0.17 2.6 0.17
Plate 9 0.1 0.02 0 0.3 0 0.09 0.6 0.11
Plate 10 0.1 0.01 0 0.21 0 0.07 0.8 0.12
Plate 11 0.1 0.02 0 0.47 0 0.1 0.4 0.11
Run S2-30 Figures where data appears: 4.38
Sr Si Al Ca
Date HHHHEH HHHHEH HHHHEH HHHHEH
Initials JMA BN JS JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
Plate 1 0 0.02 0 0.32 0 0.09 0 0.1
Plate 2 0.1 0.01 0 0.44 0 0.14 0 0.07
Plate 3 2.4 0.08 0 0.34 0 0.05 0 0.09
Plate 4 3.9 0.16 0 0.38 0 0.1 0 0.12
Plate 5 1.4 0.06 0.2 0.59 0.3 0.08 0.1 0.11
Plate 6 2.3 0.07 1 0.5 1.4 0.11 0.2 0.07
Plate 7 4.5 0.07 3.4 0.35 4 0.11 1.1 0.1
Plate 8 3.4 0.08 2.3 0.4 2.7 0.1 3 0.13
Plate 9 0.2 0.02 0.6 0.53 0.3 0.1 0.8 0.1




Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8

0 0.01 0 0.25 0.1 0.09 0.6 0.1
0 0.01 0 0.31 0.1 0.07 0.3 0.1
S3-1 Figures where data appears: 4.35
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.5 0.02 0 0.53 0.4 0.27
2.4 0.07 0.1 0.64 0.2 0.21
2.7 0.06 0 0.56 0 0.2
1.6 0.03 0.3 0.64 0.4 0.17
2.1 0.05 0.1 0.68 0.4 0.23
6.7 0.18 1.2 0.41 1.8 0.26
8.7 0.18 8.3 0.82 8.6 0.39
2.6 0.07 4.6 0.7 4.5 0.22
0.5 0.02 0.4 0.58 1.5 0.3
0.3 0.01 1.2 0.51 1.3 0.25
0 0.06 0 0.45 0.5 0.35
S3-2 Figures where data appears: 4.35
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.5 0.01 0 0.38 0.2 0.27
2.6 0.1 0 0.45 0.1 0.26
3.1 0.12 0 0.48 0.2 0.27
1.7 0.06 0.3 0.59 0.3 0.41
2.2 0.06 0.4 0.49 0.3 0.32
4.3 0.2 2 0.47 1.9 0.26
11 0.27 15.7 0.74 13.7 0.44
3.3 0.11 9.1 0.68 7.6 0.31
0.6 0.02 2.9 0.8 2.4 0.27
0.5 0.02 2.4 0.67 2 0.26
0.1 0.01 0.5 0.69 0.5 0.22
S3-3 Figures where data appears: 4.33
Sr Si Al Ca
HHHHHHHE
JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.02
1.3 0.06
5.2 0.1
5.2 0.14
5.5 0.2
10.9 0.33
22 0.88
6.1 0.16




Plate 9
Plate 10
Plate 11
Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7

0.1 0.02
0 0.01
0 0.02
S3-4 Figures where data appears: 4.33
Sr Si Al Ca
HHHHHHHE
JS
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.3 0.02
1.5 0.04
5.6 0.21
4.8 0.15
5.3 0.22
13.5 0.58
21.9 0.5
6.4 0.22
0.1 0.02
0 0.02
0 0.01
S3-5 Figures where data appears:
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0.1 0.01 0.4 0.77 0.5 0.24
0.1 0.01 0.6 0.34 0.5 0.19
0.2 0.02 0.1 0.68 0.5 0.37
0.5 0.02 0.2 0.5 0.6 0.17
0.9 0.03 0.7 0.51 0.6 0.19
2.6 0.09 7.5 0.6 5.8 0.33
6.1 0.18 16.9 0.96 14.3 0.39
5 0.2 16 0.6 13.6 0.28
0.3 0.02 2.4 0.46 1.3 0.28
0.1 0.02 1 0.48 0.4 0.24
0.1 0.02 0.3 0.55 0.2 0.32
S3-6 Figures where data appears:
Sr Si Al Ca
HHHHHHHE HHHHHHHE HHHHHHHE
JS JS SF
conc. s.d. conc. s.d. conc. s.d. conc. s.d.
0 0.02 0 0.56 0.1 0.46
0.1 0.01 0 0.58 0.1 0.25
0.2 0.01 0 0.67 0 0.31
0.4 0.02 0.3 0.6 0.3 0.25
0.6 0.02 0.5 0.56 0.8 0.26
2.4 0.04 7.2 0.54 5.8 0.42
8.5 0.28 18 0.66 16.2 0.31




Plate 8
Plate 9
Plate 10
Plate 11

6.2
0.8
0.2
1.8

0.16
0.05
0.02
0.08

17.7
2.8
1.4
4.3

0.4
0.45
0.57
0.66

15.8
2.6
0.9
3.4

0.35
0.36
0.31
0.27




Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

Run

Date
Initials

Plate 1
Plate 2
Plate 3
Plate 4
Plate 5
Plate 6
Plate 7
Plate 8
Plate 9
Plate 10
Plate 11

S3-7 Figures where data appears:
Sr Si Al Ca

HHHHHHHE HHHHHHHE HHHHHHHE

JS JS SF

conc. s.d. conc. s.d. conc. s.d. conc. s.d.

0.1 0.01 0 0.44 0 0.34

0.5 0.01 0.9 0.28 0 0.28

1.6 0.07 0.2 0.6 0 0.24

3.5 0.11 0 0.52 0 0.27

4.7 0.13 0.6 0.52 0.1 0.25

5.7 0.15 2 0.67 1.5 0.33

6.1 0.2 11.8 0.71 10.3 0.39

5.1 0.17 12.4 0.53 11.2 0.32

0.9 0.03 5.3 0.6 4.8 0.2

0.7 0.03 11.1 0.51 9.7 0.42

0.2 0.01 4.5 0.74 4.1 0.35
S3-8 Figures where data appears:

Sr Si Al Ca

HHHHHHHE HHHHHHHE HHHHHHHE

JS JS SF

conc. s.d. conc. s.d. conc. s.d. conc. s.d.

0.1 0.01 0 0.74 0.1 0.32

0.4 0.02 0.1 0.51 0 0.28

2.3 0.11 0 0.39 0 0.31

4.4 0.1 0 0.56 0 0.24

4.8 0.1 0 0.53 0.1 0.3

8.5 0.31 1.6 0.55 1.7 0.32

7.1 0.27 11.4 0.69 10.7 0.33

5.6 0.19 12.7 0.57 11 0.29

0.7 0.04 2.7 0.6 3 0.24

0.6 0.03 7.7 0.51 6.9 0.16

0.2 0.02 5.6 0.7 5.5 0.22
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ABSTRACT

In the incineration of liquid hazardous wastes there exist “rogue’ droplets
(>300 mm diameter) which penetrate past the flame zone and burn as
Isolated droplets in the postflame gasses. Detailed knowledge of the droplet
burnout points are essential to keeping the destruction removal efficiency in
excess of the 99.99% required. The spread in trgectory endpoints of
individual evaporating droplet streams injected into a turbulent combustor
was investigated numerically. Results are in good agreement with the
measurements. Correlation between the spread in the burnout points and
initial droplet size, initial droplet velocity, interdroplet spacing, and droplet
injection angle were investigated. The numerical investigation utilizes the
novel One Dimensiona Turbulence (ODT) {Kerstein (1999)} for the time
developing fluid velocity and temperature fields with a new two phase flow
model for predicting particle trgectories. The droplet heating/burning
model used by Mulholland et al. (1991) is modified for application to this

thes's.
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Chapter 1
Resear ch Goals and Approach

Two-phase flows are designated as flows in which there are two distinct
phases [Sirignano (1999)]. Gasliquid and solid-gas are the two most
common. Examples include bubbles rising in a liquid; liquid being sprayed
Into a gas phase, such as a fuel into a combustor; and a dusty gas, solid
particles dispersed in a gas phase. Most two-phase flow applications involve
one of the phases occupying a relatively small volume fraction. The phase
with the largest volume fraction is referred to as the continuous phase. The
other phase is referred to as the discrete phase. The example of bubbly flow
given above would have the gas phase as the discrete phase, and the liquid
phase as the continuous phase. However, the example of fuel being sprayed
into a combustor would be arranged in the opposite order. The liquid phase
IS the discrete phase and the gas phase is the continuous phase.

The modeling of two-phase flow systems accurately is of economic
importance because of the multitude of industrial manufacturing world-wide
which uses this technology (Sirignano, 1999; Stock, 1996). Just a few
examples are, spray drying, spray coating, pulverized coal combustion, and

even such obscure applications as the entrainment of prescription drugs as an
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aerosol so that patients may ingest the drugs through their lungs rather then
through the stomach. Using this method enables the drug to get into the
blood stream much more quickly and lessens the possibility of destructive
reactions with the gastric fluids.

Another area of two-phase flow modeling which is of mgor importance
Is in the area of combustion. Here the challenge of turbulence modeling is
added to the aready difficult modeling of two phase flows.

The motivation of the present work lies in the existence of alarge volume
of liquid hazardous waste in virtually perpetual storage by the Department of
Energy (DOE). Some of the storage containers housing these hazardous
wastes have leaked and contaminated the surrounding soil. This has
motivated the DOE to look at other ways to handle, perhaps dispose of these
liquid hazardous wastes. A good method of disposing of these wastes is
thermal reaction or incineration. Specifically the incineration of metal
containing liquid hazardous wastes provided the funding for this project.
The United States law in many cases (such as for principal organic
hazardous constituents) requires a 99.99 % destruction of the organic
hazardous materiad (Wendt, 1994). In a few cases (eg.

polychlorobiphenyls) a destruction level of 99.9999 % is required by law.
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Even though this destruction level must only be demonstrated during test
burns, this places a tremendous burden on the proper design and
implementation of these incineration systems to assure the safety of those
working in the incineration plant and those people living in the area
Typicaly the incineration system consists of an ignited gas fired combustor
into which the liquid hazardous waste is sprayed through a relatively large
bore spray nozzle. Since these are wastes, there are large variations in the
composition and viscosity of these wastes. It is this wide range of viscosity
that requires the use of alarge bore spray nozzle so the spray nozzle does not
clog up and cause a furnace shutdown and cleaning out of the nozzle by a
HazMat team (Kramlich, et al., 1984).

Studies of the incineration systems showed the existence of large “rogue’
droplets which penetrated the flame zone and burn as individua droplets
(Wendt, 1994). The existence of rogue droplets, which are approximately
10X the size of the mean droplet, causes a legitimate concern for the safety
of those who may come in contact with the exhaust fumes of the furnace, if
the droplets traverse the hot zone of the furnace with out being combusted.
One rogue droplet (10X the mean radius) which is only 80% converted out

of two million mean size droplets is enough to fall the 99.99% conversion
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requirement. The systematic study and modeling of rogue droplets is
essential to the safe design of these systems. Motivated by this, Mulholland
et a. (1991) peformed a number of systematic experiments and some
numerical modeling with the intention of improving the state-of-the-art
design technol ogy.

Mulholland et a. took great pains in the experimental arrangement to be
able to reproduce droplet streams of nearly identical initia diameter,
velocity, inter-droplet spacing, and injection angle into a 100 kW (lab scale)
turbulent combustor. A fuel oil was used as the hazardous waste surrogate.
The droplets themselves were designed to be representative of the rogue
droplets with an initial diameter greater than 300 m The stream was injected
through an opening ~14 cm above the centerline. The centerline of the
reactor is aso the position of the gas burner. The burner was set to produce
a type C flame. A type C flame uses a high combustion air swirl (swirl
number = 1.3 in this case) therefore the flame is stabilized close to the
burner. The injected droplet stream proceeded in a straight line trajectory
until it reached the high shear layer of the combustion gas flow, a which
point the droplet stream broke into what appeared to be random individual

drops. The droplets passed through the flame zone and subsequently ignited
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and burned out. Mulholland et a. performed careful position measurements
of the droplet ignition and burnout. They found a surprising large spread
(maximum axial distance traveled before complete burning minus the
minimum axia distance traveled before complete burning) in the burnout
points for al cases. A schematic of the experimental apparatus used by
Mulholland et al. is reproduced in Figure 1.1. It shows a drawing of the 100
kW combustor and relevant equipment. Figure 1.2 shows the observed
range of trgectory endpoints (location at which burn out was completed) for
one specific test case (the nominal case). The authors were surprised
because of the droplet streams themselves were highly reproducible and in
the absence of turbulence one would expect the spread in the burnout to be
snal. Hence, the large spread was properly attributed to the highly
turbulent nature of the fluid flow in the lab scale kiln.  Attempts by the
authors to model the mean trgjectory of the droplets were of limited success
They could not hope to predict the spread in the endpoints because of the
failure of their model to capture properly the turbulent flow in the reactor.
What is needed in order to render incineration completely safe, is a tool
that can predict the time/temperature/environment history of every single

fragment of waste that is introduced into the reactor. In turbulent flows,
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Figure1.1: Drawing of the 100 kW furnace. Modular furnace for

turbulent diffusion flame study, with monodisperse droplet stream
generator.

different fragments of waste that are introduced in an identical manner have
different time/temperature/environment histories. See Figure 1.2 These are
not completely random. A description of the mean or median time/
temperature/environment history is not adequate. Rather it is required to
find a modeling method which captures the relevant physics of the turbulent
fluid flow and the two-phase flow, in as smple a formulation as possible.

Also amodd for predicting the droplet heating and evaporation is necessary
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Figure1.2: Measured trajectories for the nominal stream condition (Case
1) inaType C turbulent flame. The shaded area represents the range of
trgectory endpoints. The gas phase axia velocity profile is superimposed
on the top view (dashed lines).

to capture the spread in the burn out points is needed. The successful
modeling of the spread of these rogue droplets would provide a significant
contribution to further the design of incineration facilities to assure the
wastes be disposed of in a safe and efficient manner.

The novel One Dimensional Turbulence model (ODT) developed by
Kerstein (1999) seemed uniquely suited to fulfilling the need to predict
accurately and ssimply this turbulent gas flow. (ODT is described in detail in
Chapter 2.) The kiln has the requisite one homogeneous dimension (g) and

the gas flow is predominantly down the axis of the reactor yet the flow is
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highly turbulent. The Reynolds number (Re) based on the gas fuel nozzle
diameter is of order 10,000.

Other methods such as Large Eddy Simulation (LES) and Direct
Numerica Simulation (DNS) could probably be applied successfully to
solve this problem. Unlike LES, ODT would resolve the scales necessary to
capture the smallest eddies. Albet only in the one dimension (transverse to
the flow) which ODT keeps track of. In addition LES needs a subgrid model
to account for energy losses due to such things as viscosity. Since ODT
keeps track of the smallest eddy scales, the standard viscous dissipation
equation takes care of this. An additional consideration is that the LES
method would need a subgrid model to account properly for the two-phase
flow portion of the model. Because ODT captures the smallest scales, no
additional assumptions are needed for implementation into ODT.

The state-of-the-art DNS modeling of turbulent flows is restricted by the
maximum Re alowable due to the memory and speed of the fastest
computers available. The memory requirement for DNS goes as the number
of grid points needed to resolve fully the turbulent (Kolmogorov) scae
raised to the third power. Since ODT keeps track of only one dimension, the

required memory scales directly with the number of grid points needed to



resolve the turbulent scale. Though progress to bring DNS to the high Re
regime continues on al fronts, there is still much work to be done in order to
use DNS for practica industrial applications. Since the ODT model
capitalizes on the symmetry of the flow and utilizes innovative methods to
model three-dimensional turbulent behavior on a one-dimensional domain, it
Isthe model of choice for this highly turbulent flow configuration.

The existing ODT formulations did not have the option for two-phase
flow computations aready built in. Consequently a two-phase flow
submodel to ODT needed to be developed for this work.

The development of two-phase flow models with a turbulent gas phase is
traditionally broken into three categories, 1-way coupling, 2-way coupling,
and 4-way coupling. The smplest is 1-way coupling, in this case the
turbulent contribution of the dispersed phase is negligible.  The turbulent
field is much more likely to gain kinetic energy from the gas flow rather
than from the flow of the dispersed phase (the liquid droplets in this case).
Here, the fluid affects the particle, but the particle does not affect the fluid.
Thisis often symbolized as. fluid - particle (one arrow).

The 2-way coupling flows are the next complicated. In this case the

volume fraction of the dispersed phase is high enough that the mean flow of
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the particles can induce turbulent motion in the fluid. (Also asin the 1-way
coupling the turbulent fluid motion induces motion in the particles. Hence
the title, 2-way coupling.) This is symbolized as fluid €< - particle (two
arrows).

The most complicated of the flows is referred to as 4-way coupling. In
this case, the volume fraction of the dispersed phase is so large, that the
dispersed phase particles not only affect the fluid flow, but also affect each
other by way of collisons or near collisons (wake or boundary layer
interactions). Thisis symbolized as fluid < - particle < - particle (four
arrows). Elghobashi (1991, 1994) shows the range in which the three types
of coupling are of importance.

This model utilizes the 1-way coupling assumption. A Lagrangian
framework for the particle is used with the key forces on the particle
considered to be a modified Stokes drag and gravity. Sirignano (1999) states
that good engineering analysis can be performed using only modified stokes
drag and the gravitational forcee. A maority of the state-of-the-art
publications in the area of two-phase flow use the 1-way coupling
assumption along with a drag force to compute the equation of motion of

particles.
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In this thesis, the salient features of Kerstein's one-dimensional
turbulence model are described in Chapter2. This is followed by a
description of how two-phase flow can be added to the ODT modd.
Chapter 4 designates the droplet burning model aso necessary to describe
experimental droplet trgjectory endpoints. While the following chapter the
results and comparisons with Mulholland et al.’s data. Chapter 6 shows
additional results showing the effects of the empirical parameter b, which
appears in the formulation of the ODT two-phase flow submodel. The

conclusions are presented in Chapter 7.



25

Chapter 2
One Dimensional Turbulence Model (ODT)

2.1 Introduction

Kerstein (1999) developed a one-dimensional Monte Carlo modeling
technique for turbulent mixing of velocity and scalar fields. He develops
both time developing and spatially developing models, but only the time
developing model will be discussed here since that is what was used in this
application. The ODT approach represents turbulent advection by a random
sequence of “eddy” maps applied to a one-dimensional computational
domain. Profiles of the advected velocity component () and the advected
scalars evolve on this domain. Equations for the turbulent flow field are not

solved explicitly, rather the viscous and diffusive equations are solved,

Tu_, Fu 1%

= 2-
Mt W or X (-3
Tqa _, 7179
e YL § 2.2
Ty 2-2

where g can be any advected scalar (e.g. temperature, species concentration,
etc.) and k isthe corresponding diffusion coefficient. In thisthesis the last

term in Equation 2-1 was set to zero, see Section 2.9 for adiscussion of this.
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In order for ODT to be used there must be a minimum of one
homogeneous direction. There should be a predominantly streamwise
direction. The one dimension in the One Dimensional Turbulence model is
transverse to the mean flow. See Figure 2.1 for an example flow
configuration. It is informative to note that the application of Equation 2-1
under the given conditions would yield the well known laminar fluid flow
solution without the intervention of triplet maps. The ODT model
implements triplet maps or eddies as instantaneous rearrangements of the
velocity u(y,t) field.

2.2 Définition of thetriplet map

The triplet map has a starting point y, and a length | which is sampled

randomly from an eddy distribution rate. The mappingy - 'y rule for a

triplet map is given by:

R ASAVRD Yo <Y<Y, + Al
oYt 5sl- A=) Yo + 51 <Y <Y, + %] 2- 3

i Yot A+ Ay Vo) Y, +%l <y <y, +I

1 y otherwise

Where "y isthey profile after the instantaneous rearrangement.
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One-dimensional turbulence

y U(y)

“triplet map”

Figure2.1: A sample velocity profile undergoing a triplet
map “eddy”.

The desired attribute of the triplet map is to provide a means of mimicking
the increase in strain intensity, the decrease in strain length scale and the
Increase in mixing due to eddies in actua turbulent flow. This mapping rule
assures that closest neighbors after the mapping event were no more then 3
cells apart before the mapping event. Hence the increased strain rate and
shortening length scale is attained without undue introduction of

discontinuities. As a matter of fact, in the limit as the discretized cdll size
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becomes infinitesmally small, so that the velocity field becomes continuous,
the resulting velocity profile u(y,t) has no discontinuities, only discontinuous
derivatives. Thiscan be seenin Figure 2.1 aswell as Figure 2.2 (A) and (B).
Using the continuous analog to describe the triplet map: the origina u
profile is reduced by a factor of three, and a copy is placed on both the top
third and the bottom third of the eddy domain. For the middle third, the
reduced image is inverted. The added benefit of the triplet map can be seen
in Figure 2.2 (C) where neighboring cells (or fluid elements) before a triplet
map can be separated by more than one half the eddy size after the mapping,
thereby achieving the desired increase in mixing which is evidenced in real-
life eddies.

Fluid parcels or elements are moved instantaneously during the triplet
map from one y location to ancther. The momentum and passive scalar
properties of each fluid particle or cell is preserved and remains unaffected
by the instantaneous rearrangement. Though this may seem counterintuitive,
this method is also used in Prandtl’s Mixing Length theory for turbulent
trangport. Also Monin and Yaglom (1971) note that all mixing length
theories transfer momentum as a passive scaar, neglecting pressure-induced

momentum changes within the fluid element during exchange. A recent
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Figure 2.2: Effect of the triplet map on an initially linear velocity profile u(y,t). (A)
Initial profile. (B) Velocity profile after applying the triplet map to the interval
denoted by ticks. (C) Discrete representation of the initial profile and illustration of the
effect of atriplet map on an interval consisting of nine cells. For clarity, arrows
indicating formation of the central of the three images of the origina interval are

dashed. Redrawn from Kerstein (1999).



development in ODT keeps three velocity components, this in turn allows
pressure scrambling (Kerstein et al., 2000)

2.3 Eddy ratedistribution

The next challenge in the ODT modéd is deciding how to compute the eddy
rate distribution | (I; y, t), where | (I) dl dy is the frequency of events in the
size range [l, I1+dl] per unit length along the y coordinate in the range y,
y+dy], which gives | units of (length® x time). It is defined such that the

total event rate R(t) (the total number of events per second) is given by

R(t):dinQ:f|(l;yO,t)dyd| . (2- 4A)

An event is taken to be the occurrence of a triplet map. It describes the
idealization of an eddy on the ODT domain. By dimensional arguments,

1()=-2~ (2 4B)

1% (1)

where t(l) is an eddy time scde. Kerstein (1999) treats t(l) as a loca

Instantaneous time scale denoted t (1;y,t) whose evaluation is based on u(y,t),

(2-9)
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where Du(y,, |) represents the velocity difference across the interval

Vo, Yotl] @nd A isafree parameter. Specifically

| s
Du(y,,1)=2 ulgey0+—,t9- u,(y,,t) (2- 6)
e 2 9

Hence the Du in Equation 2-5 is based on the mixing cup average velocity
(Equation 2-7) of each half of the eddy. If these averages are shown to

differ greatly (hence there is a large strain rate across the eddy) then t(I;y,,t)

issmal and | (I;y,, t) islarge. Equations (2-4) — (2-6) give

NHAIE 2A|u'(y°’t)|_3u' o 20l (2- 8

The free parameter A is the only free parameter in the ODT model proper.

The free parameter A was introduced to compensate for the fact that
Du(y,, |) was chosen as a matter of preference. This arbitrary choice of
Equation 2-6 may in turn affect the numerical results, hence A alows fine

adjustments to the eddy rate distribution. The upshot is that A becomes a
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turbulence intensity knob. Decreasing A decreases the level of turbulent
intensity, and increasing A increases the turbulent intensity.
2.4 Dynamic feedback

At this point the eddy rate distribution is completely defined by the local
position [ v, Yo+l ] and velocity distribution u(y, t). Areas of high strain rate
will have ahigher | (I; y,, t) therefore becoming more likely to have an eddy
event (triplet map) than an identical area with alow strain rate. The onset of
a triplet map increases the strain rate locally and hence increases the
probability of spawning other eddies. Experiments have shown that this
phenomenon of an eddy spawning other eddies occurs in physical flows.
Kerstein (1999) has demonstrated in a number of flow smulations that a
large triplet map will spawn afamily of smaller triplet maps.

This is a powerful advantage of the ODT moddl. Flow properties (e.g.
velocity variations) effect the eddy rate distribution through Equation 2-8
and the successful eddy events affect the velocity distribution (and passive
scaars). This creates a feedback by increasing the strain rate which alows

more triplet maps to occur.



25 Computing the eddy rate
With the eddy rate distribution, | (I; v,, t) fully defined it would be

possible to form the event rate,

R{t)=¢) Qy”‘ﬂ (;y,t)dyd . (2-9

min min

From this, one could then obtain the time between stirring events (or eddies)

by inverting the rate,

ot,, =[ROI =[Gl Gyt ] " . 2-10

However since | isafunction of starting position of the eddy, y,, the length
of the eddy, |, and the instant in time, t, this calculation is very expensive.
As an dternative Kerstein (1999) proposes the following equivalent method
based on the probability theory of a Poisson process.

At successive time increments Dt, sample the eddy parameters y, and |
from specified pdfs g(y,) and f(l). respectively. Compute the corresponding
vaueof | (I; v,, t) based on the current u(y, t) profile. Then apply a triplet

map to [Y,, Yot!] with probability



Which is the probability that the eddy at y, with length | will occur.
Provided that f and g are nonzero for al alowed values of y, and |, Kerstein
(1999) showed that this procedure is equivalent to direct sampling of the
eddy rate distribution | (I; y,, t) in the limit as Dt > 0.

Here g(Y,) is chosen to be a pdf which gives a uniform probability of the
entirey domain [0,Y], because, there is no reason to assume there would be
a preference in the eddy location. Similarly, f(l) is the pdf which gives the
eddy length or domain. The form f(I) = B  is used where B is the pdf
normalization constant when |  is integrated over al possible eddy sizes.
Kerstein (1991) defines the minimum triplet map as six discretized cells.
The maximum alowable eddy size is taken to be any eddy which fits into
the physica domain [0,Y]. Theoretically the largest possible eddy would
sart at y, = 0 and have alength of | =Y. Any triplet map whose domain vy,
+ | exceeds Y is suppressed on physica grounds. An eddy cannot pass

through the chamber walls.



2.6 Small eddy suppression

In real physica flows, the presence of viscosity dampens small scale u
fluctuations. This phenomenon is captured in the viscous evolution equation
(Equation 2-1). However, no mechanism exists for preventing a small triplet
mapping event from being driven by a large scale fluctuation. One of the
very purposes of the triplet map is to increase the strain intensity (Section
2.2). The possibility exists of another (random) eddy event just after alarge
scale eddy, in which the smaller eddy is entirely or largely contained in just
one of the previoudy defined eddies reduced images (the top third, the
middle third, or the bottom third). Left to its own accord, this scenario
would produce a plethora of small scae eddies. Note that this dynamic
feedback is similar to that discussed in section 2.4 and is one of the real
strengths of ODT over previous methods like LEM [Kerstein (1988)]

The small scale eddies do little to enhance advection because of their
small scae. Kerstein (1999) has demonstrated this numerically, by allowing
Dy = 0 and confirming that the results became independent of Dy. This
multiplication of small scale eddies is recognised as an artifact of the ODT
phenomenology. (Separating eddies out as random events.) As an artifact

of the modd with little effect on the resulting u profiles, small scale eddies



are suppressed in order to save computaiona time and mimic the role of
viscogity in eddy events. Kerstein (1999) laborioudy derives arelation for a

Viscous suppression timescale t .
2
te ="/ (2- 12)

This is achieved by an analogy to the energy dissipation rate of a rea eddy
in ODT. He provides an analogy and not a derivation. As such there could
be another free parameter inserted into Equation 2-12, but thisis not done in
order to keep empiricism down to a minimum. Using the model developed
thus far, any eddy in which t(l;y,,t) >ty is suppressed.

However, further development by Kerstein and Dreeben (2000) provides
an energy relationship in which the square of I/t is taken to represent the
viscous damping of eddy turnovers. The time scale t(l;y,,t) can now be

derived from this new relationship,

2
e | 2 &l 0

mg=[AIU.(yo,t)- 4o+ 4.1 g B

The left-hand side is a representation, based on dimensiona reasoning, of

the kinetic energy per unit mass of asize | eddy. While the first term on the
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right-hand side is taken to be the total amount of shear kinetic energy per
unit mass which is available to drive the eddy. Under the improved energy
formulation (which is used in this work) any event in which the viscous
dampening estimate (the square of |/t4) exceeds the available shear kinetic
energy, the negative right-hand side is interpreted as reflecting the
suppression of small, dissipation-range, eddies and is therefore forbidden.
2.7 Numerical implementation

ODT requires the running of an ensemble of individua redlizations.
Using the ergodic hypothesis, the statistical averaging of the ensemble yields
the mean flow properties of the turbulent flow. Consequently an individua
realization can be viewed as a numerical experiment. All such realizations
have identical initial conditions, but because of the randomness of triplet
map implementation each realization develops in time uniquely under a
variety of different processes. These processes include, but are not restricted
to, turbulent motion and diffusion. This is pictorialy represented in Figure
2.3 where the processes of diffusion, eddies, statistics, and droplet motion
(which is discussed in Chapter 3) are given their own time lines with discrete
tick marks representing events on that timeline. A clock sweeps from left to

right dictating the ordering of the process tasks.
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Figure 2.3: lllustration of a pointer, “clock” choosing the next
logical process code to execute. Here the eddy processis chosen.

When the clock pointer reaches a tick mark on the stirring time line (as
depicted in Figure 2.3) the program checks the possibility of an eddy event.
The pdfs g and f are sampled by drawing one random number each. With vy,
and | chosen, | (I; y,, t) can be computed for that particular choice of eddy,
and with a Dt given from the turbulent motion time line (Dty,) the

probability of that particular eddy at that particular time can be computed



from Equation 2-11. This probability has two important uses. The first
deals with whether or not the eddy isimplemented. This processis executed
by selecting another random number. If the probability, P(; v,, t, Dt),
computed from Equation 2-11 is less than or equa to this random number
then the triplet map is implemented.

Second, the basis for using this technique (a Poison process) to determine
the occurrence of triplet maps is valid only for a Dtg;, small enough so that
the probability P(; v, t, Dt) is much less then 1. This leads to the
requirement that there be many more attempts at eddies than actual triplet
map implementations. At first glance this may seem wasteful. However, it
Is still much cheaper to evauate P(; vy, t, Dt), with | (I; y,, t) a one pair of
Yo, | Values, many times without an eddy event taking place than evaluating
Equation 2-9 over al possible combinations of y, and .

There is however one complication since Dty;, is chosen in advance of the
actual calculations. The possibility exists of choosing a Dtg;, too long and
thereby generating a multitude of large P(; v,, t, Dt) values. A large
P(l; yo, t, Dt) value indicates that more then one stirring event should have

occurred in that particular Dty,. This can be catastrophic since the



probability argument which allows the use of P(; vy,, t, Dt) (Equation 2-11)
to determine eddy events rather than the computing of costly pdf
reconstruction (Equation 2-9) insists that the probability be small. To insure
this, records are kept of the percentage of high P(l; y,, t, Dt) values. If this
percentage goes above a certain acceptance level then Dty, must be
decreased and the ssimulation re-run.

Typicaly the time between possible eddy events is shorter than the time
between diffuson events. However the triplet maps are not aways
implemented, but the diffusion rate occurs predictably and therefore the
diffusion events have ample opportunity to begin smoothing out the velocity
and passive scalar profiles before the next eddy event. Since diffusion
processes are often the most time consuming a brief discussion of the
numerical method needed to solve Equations 2-1 and 2-2 isin order.

These equations were discretized using the forward Euler difference
method in time (t) and the central difference method in space (y). A stability

analysis readily shows, { Carnahan et a. (1969)}

Dty = a(W)Z ) (2-14)
D

where D iseither n or k from Equations 2-1 or 2-2, and a must be <= 0.5.
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Intuitively one would suspect that going to an implicit method in time,
such as backward Euler or the trapezoidal rule, would be beneficial since the
rather stringent condition of a <= 0.5 would be relaxed and much larger
time steps could be taken for the diffusion processes (which are the most
time consuming calculations of the code). However, stability is not the
dominant constraint on a, but rather a is constrained by the frequency of the
triplet map implementations. As mentioned earlier, the Dty; should be
chosen so that diffusion occurs often enough to start smoothing the velocity
profiles between actual eddy implementations. Therefore the ease of
programming the forward Euler method and the speed of computation of that
method as compared to the implicit methods make the explicit formulation
the form of choice.

A genera logic flow diagram for a basc ODT sub program (with a
droplet model timeline included) is given in Figure 2.4. Modifications to the
eddy event time line Oty;,) are indicated by a“ * ” in the diagram. The
droplet model is the subject of chapter 3. The subprogram shown in Figure

2.4 would be executed once for each realization desired.



42

=

pap|dwod SIuoeziealauo A 2209 ou

éPue<

A

3

4

A

A1100 pA pue uonsod

doup 01 uoirequnied ppe | *

ou

A ¢Apps
T ok ~ydoip ¥

aulpwi doJp arepdn
P|do.p arepdn , ou
3|1j0.d abue Liess

4 ¢Appe
(dospig Juawe [dw |
(esha | e A )
A1vopA pue uonsod . :
P |doip arpdn SoIs11eIS JByReh sa|1joidarepdn Appe a|qssod e asooyo
000 18N [pe o010 1snlpe %000 18N fpe o010 1snlpe
f 1 f f

+

¢, 1%aU SBLUOD JUBAS UDIUM |«

%

%000 19S81

welboid gns 1 Ao

Figure 2.4: General logic flow for an ODT sub program with the dropl et

sub model added. Thisflow accounts for asingle realization.



2.8 Space-timeeddy history

A pictoria rendering of the triplet maps, which will prove instrumenta in
understanding the development of the droplet sub model for ODT, is given
in Figure 2.5. In this diagram the vertical spatial axisis the ODT y domain
and the abscissa is time. At each instant in time (each vertica line) there
exists a complete (instantaneous) velocity profile and complete profiles for
all the passive scalars, none of which are shown in the diagram. Whenever a
triplet map is implemented at a certain point in time, the domain of the eddy
event [Y,, Yo+l] is recorded by placing a darkened line segment over said
domain. Therefore the figure gives an overview of the eddy event history.
One can see the time evolution of eddy events. This includes the spawning
of smaller eddies from larger eddies. The pictorial in Figure 2.5 is an actual
gpace-time history diagram from the first member of the ensemble used to
generate the data presented in this paper.
2.9 Specific Application of ODT

In the time developing version of ODT, the flow develops at the rate of
the bulk mean fluid velocity. To convert ODT time devel opment to distance

traveled downstream use



DXopr = Dtopr ab : (2-15)

In order to have ODT generate the time developing fluid velocity and
temperature fields, the mean velocity and temperature profile as reported in
Mulholland et a. (1991) were input as an initial condition into the ODT
program. This ODT program is a constant density flow between two infinite
parallel plates, so a point had to be chosen for the initia condition far
enough downstream from the burner such that the constant density velocity
profiles would match up well with those measured in the paper. Yet the
desire was to have it as close to the burner as possible. Severd initia
conditions were tried, with the one decided upon being five cm down the x-
coordinate (axia distance). With these initial conditions and a value of the
one free parameter A equa to 0.169, ODT was able to match the published
velocity and temperature profiles well using a decaying turbulence
assumption. (That is dp/dx was set to zero.) With this value of A, the
ending time of Figure 2.5 (0.4 seconds) is equivalent to 0.32 meters down
the x-axis of the reactor. The ODT simulation was run for a maximum of
0.7 seconds, this is equivalent to one channel height down the reactor. The

approximation of using decaying turbulence rather than a non-zero dp/dx
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Figure 2.5: Pictorial representing the triplet maps in space-time
coordinates. Darkened vertical lines represent eddies. Presented
here is the space-time history of an actual realization used in this

paper.
causes only a negligible error. Also, a numerica investigation with a non-
zero dp/dx was tried. The resultant eddy distribution was not significantly

different for the time period in question. Hence for one channel Iength, the

decaying turbulence resembles pressure driven flow.



For comparison, the contour plots showing axial velocity and temperature
profiles given in Srivastava et a. (1988) are reproduced in Figure 2.6.
They state that due to the turbulent nature of the flow, standard deviations of
the velocity ranged from 1 to 5 m/s, often exceeding 50% of the mean
velocity. Figure 2.7 shows selected plots with the computed mean axia
velocity (u) at selected distances from the burner. Keeping in mind the large
standard deviation in the values of Mulholland et al., the comparison of the
computed velocities, based on the modd input of the mean measured
velocity and temperature profiles a8 5 cm downstream, shows good
agreement. Figure 2.8 shows selected plots of the computed mean
temperature profiles, the agreement is good. Figure 2.9 show a sample mean
velocity profile (smooth curve) superimposed on an instantaneous velocity
profile. Figure 2.10 shows a sample mean temperature profile (smooth
curve) superimposed on an instantaneous temperature profile.
2.10 Conclusion

The ODT mode is able to capture the relevant physics in this application
of a highly turbulent bench scae furnace despite seemingly gross
simplifications. The meticulous derivation of ODT in trandating the three-

dimensional physical effects of a streeamwise turbulent flow into a one-
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dimensional analogy with random rearrangements adequately matches the

tubular reactor’ s velocity and temperature profile.
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Figure 2.6: Measured mean temperature and axial velocity profiles.
These are the near burner proflies for the Type C flame condition.
Taken from mulholland et al. (1988)
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Chapter 3
Two-Phase Flow Addition to the ODT Model
3.1 Introduction

An area of ongoing research is particle trgectories in turbulent flows.
The development and validation of a two-phase flow submodel for ODT
would prove advantageous for the advancement of one-dimensional
(inexpensive) modeling. As a submodel to ODT, the particle-drag law must
be in the same spirit as ODT. That isto say that the particle drag law should
be linear, or better yet linearized in its application. As a linear equation it
can easly be broken into x- and y-components. The y-component is
identified with the spatial coordinate y in the ODT formulation and the x-
component is identified with the streamwise spatia development. In this
derivation, the flow will affect the particle trgectory, but the particle will not
affect the fluid flow.

The modeling approach is exemplified by the special case of a tracer
particle (zero inertia) traversing the ODT space-time domain. Since ODT
Idealizes the transverse velocity v to be zero everywhere except at the triplet
maps, the tracer particle will have a zero y velocity (V = 0) everywhere in

the ODT space-time where u(y, t) is undergoing continuous time evolution.



In ODT, when y fluid motion occurs, it is an instantaneous jump induced by
a triplet map, hence a tracer particle must jump also. (See Figure 3.1 tracer
path 2.) The goal of this chapter is to modify this picture to include particle
Inertia greater than zero.

The interaction between a particle and an eddy event is here defined as
both the particle and the triplet map occupying the same space-time. Figure
3.1 shows a space-time history diagram similar to that introduced in Chapter
2, Figure 2.4, in which the representation of triplet maps are darkened
vertical lines on the space-time domain. In Figure 3.1 we see an imagined
representative detail of the eddy event history diagram (Figure 2.4). Only a
magnified portion is chosen to smplify the chart so that particle trgectories
can be seen in detail. Tracer particle path (1) transverses the eddy event
history diagram without once encountering a triplet map. The chalenge,
then, is to develop a particle-drag interaction scheme for particle-eddy
Interactions consistent with the ODT phenomenology. When tracer particle
path (2) intersects a triplet map it undergoes a position and velocity
adjustment. The specifics of this adjustment are to be discussed in section
3.5 and following.

A particle with finite inertia would experience the net effects of itsown
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Figure 3.1: Tracer particle paths, 1 and 2, are represented as
horizontal lines with arrowheads. Triplet maps are represented as
darkened vertical lines. Areas of the plot without triplet maps are

referred to as continuoustime. Path 1 has no interactions with any
triplet map. Path 2 interacts with two eddies.

inertia, the gravitational force, and the drag force. Any combination of these
could give a curved trgectory to the particle path. The burden of this
chapter is to derive the equations of motion to predict the particle trajectory

In continuous time and to devise a mode to correctly handle particle

Interactions with the instantaneous eddy events.



To derive the equation of motion of a particle of mass m,, a force balance

is performed on the particle, which in vector form can be written as

dV

—=3F , @3-1
dtai -1

where “~" denotes a vector quantity, and the sum, i, is over al the forces
acting on the particle. For this application, the only forces on the particle are
gravity and the drag force. Hence Equations 3.2 and 3.3 give the equation of

motion of the particle in vector form.

dv ~ 3per
m G =M o VY) e
dX -~
E—V . (3-3)

These equations are correct only for linear (Stokes) drag force. Nonlinear
drag laws do not decompose exactly into x and y components, however, a
non-linear drag force results for a Reynolds number greater than one. This
requires an empirical drag law for our application. The empirical nonlinear

drag law (f ) of Rowe (1961) is used:



where the agrodynamic response time, t,,, the nonlinear correction factor, f,

and the particle Reynolds number are given by:
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Derivation of this two-phase flow mode is necessarily complicated by its
attention to detail. This must be done to adequately capture the relevant
physics of particle-eddy interactions. In order to assist the reader, the
derivation is broken into several levels of complexity. First will come a
discussion of the decomposing of the equation of motion (Equation 3-4) into
y and x components for “conventional” fluid flow. Conventiona fluid flow

would be that ODT fluid flow which is not reshuffled by triplet maps. (See
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Chapter 2, specifically section 2.2 for a discussion on triplet maps.) Thisis
followed in the later part of the chapter by a discussion of implementation of
the equation of motion for fluid flow which undergoes triplet map
rearrangements. Next a summary of the two-phase flow model is presented.
Finally sections on two-phase flow model extensons and numerica
Implementation strategies are presented. For each component, levels of
complexity are developed from smplest to most difficult, with the more
complicated levels building on the concepts of the previous levels. Liberdl
use of diagrams and equations illustrates the points made in the various
sections.
3.2 Y component of the particle-drag law

First a detailed look at the y component. With the particle y-velocity
denoted V and the fluid y-velocity by v, the linearized particle-drag law in

they direction is

v _ Ve @




wheret, and f are as defined above. When f = 1, the first term on the right
hand side Equation 3-8 reduces to the well known Stokes drag force on a
particle.

Examination of Equation 3-8 shows that the effect of the particle-drag
law is to relax the velocity of the particle to the velocity of the fluid parcel
which surrounds it with a particle time constant t, corrected by a factor f
which is afunction of the Reynolds number.

This particle-drag law fits well into the framework of ODT’s time
developing formulation (see Chapter 2). In the ODT idedlized flow, v =0
outside of eddy events. Hence the equation of motion (3-8) in continuous

timeis

Two important opposite limits must be considered in the two-phase flow
submodel. One is a particle with low inertia (small t,) and the other is a
particle with high inertia (large t,). Emphasis here is on small inertia. The
large inertia particles remain mostly unaffected by the forces of drag or

gravity.
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In the limit of vanishing inertia, a particle would act in an identical
manner as a fluid tracer particle. This can be seen by letting t, = 0 in
Equation 3-9. That is, it would conform instantaneoudy in velocity and
position to its host fluid parcel. A fluid tracer particle in the idedlized
turbulent flow of ODT must not undergo trandation in the y direction unless
it interacts with a triplet map. Indeed, Equation 3-9 readily reproduces the
desired particle path behavior during times in which the particle does not
Interact with an eddy event.

3.3 X component of thedrag law

By direct analogy, the particle-drag law (Equation 3-4) can be

decomposed in the x direction with U denoting the x velocity of the particle

and u denoting the x velocity of the fluid element containing the particle.

where t, and f are as defined in Equations 3-5 and 3-6. Here, the force of
gravity is perpendicular to the x direction and there are no additional body
forces. However, the mode is readily adapted to situations in which thereis

a streamwise body-force component. In an identical manner to that noted



previoudy, with f = 1, the right hand side of Equation 3-10 reduces to the
well known Stokes drag force on a particle.

Taking the limit of Equation 3-10 for vanishing inertia (t, = 0) requires
that U = u. Tracer particles aways match the local velocity of the fluid.
Looking at the other extreme, the limit of Equation 3-10 as t, tends to
infinity, is U = U,. The infinite inertia particle x velocity is unaffected by
the particle drag.

Since the ODT x direction develops in time with the mean u velocity of
the fluid, denoted u,, there is a problem when computing the particle
trgectory in the x direction. The particle proceeds with its own x velocity
this is generally different from the gas u velocity. The particle is subject to
time-varying u velocity both because u evolves in time and because particle
motion in the y direction induces time variation of u in the particle reference

frame. Due to finite inertia, U generadly differs from u at the particle
location, and both these quantities differ from' u,. Thus, there is typically a
difference between the speed at which the particle traverses the x direction
and that at which the bulk mean velocity " u, traverses the x direction. This

inconsistency can best be fixed by computing the time, Dt it would take that
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particle surrounded by that fluid parcel to traverse the distance which the
mean bulk flow traversesin a given time Dtgopr.

Y% Dlopr

3-11
S (3-11)

This equation becomes complicated because U is a function of t, due to the
equation of motion. The introduction of t, defines a particle time coordinate
for integrating the drag law. Now the continuous time process, as modified
to give the correct particle time, gives the means to faithfully represent the
particles streamwise trgjectory evolution.
34 Particle-eddy interactionsin ODT

The discussion and the particle equation of motion up until this point
reflect conventional approaches to drag law implementation in laminar flow,
subject to two maor caveats. (1) only the u component of gas velocity is
nonzero, and (2) interpretation of time evolution in ODT as streamwise
spatial evolution required the introduction of a particle time coordinate, t,,
distinct from the fluid time coordinate. Particle interaction with a triplet
map requires a novel approach. As defined in Section 3.1, this interaction

occurs when the particle and triplet map occupy the same space-time. The
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particle drag law as written is not applicable to ODT particle-eddy
interactions because triplet maps are instantaneous in time yet the particle-
drag law requires an interaction time to cause a change in the particle
velocity or position.

Before discussing in detail possible solutions to this type of particle-eddy
interaction (when they occupy the same space-time), there is yet another
problem which arises due to the ODT formulation of eddies as instantaneous
intime,

To understand this, first recall that in Figure 3.1 the particle path was that
of a tracer particle and as such had no y velocity, reflecting the
corresponding feature of ODT gas-phase evolution. However, particles with
finite inertia will generally have a finite, nonzero, y velocity. Figure 3.2
depicts an eddy event history diagram consisting of four particle trgjectories
with varying initial y velocities (V). Particle trgectory 1 has no initia y
velocity component. After the particle interacts with eddy A, it obtains a
positive y velocity and a positive y displacement, as explained shortly
(Section 3.4.2). Traectories 2, 3, and 4 have increasing (in magnitude)
negative y velocity components. Trgectory 2, shows the effect of the

gravitational force, (curved line) on the drag law, prior to the eddy
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Figure 3.2: Particles with an initial velocity may transverse the ODT
space-time domain without interacting with an eddy.

interaction. This particle-eddy interaction with eddy B gives the particle an
negative y displacement and increases the negative y velocity of the particle.
In the scenario set forth in Figure 3.2 both particle trgectories 1 and 2
eventualy intersect an eddy event. At the intersection points the particle
positions and velocities are changed instantaneoudly. (This process will be
discussed in detail in the following section.) However the larger (in
magnitude) the y velocity becomes, the less likely a particle is to intersect an
eddy event. In the limit (Figure 3.2, path 4) as the y velocity component

becomes infinite, the probability of an eddy interaction becomes zero



because both the triplet maps and the particle trgjectories are vertical lines.
This phenomenon is an artifact of the ODT formulation since particles with
large y velocities should interact with eddies. There needs to be a way for
particles to interact with eddies even if the particles do not intersect the
triplet map. This can be achieved by allowing the eddies to exist for an as
yet undefined length of time. The essence of this would be to “pretend” that
the ODT instantaneous eddies existed for a finite time. This would be
represented as a box (not just a line) in the eddy event history diagram.
Interactions of the type in which a particle enters the space time box
associated with an eddy event through either of the two horizontal edges are
referred to as type-C interactions because the particle is acted upon in a
continuous manner by the eddy event as long as the particle is inside the
box.

Type-C interactions are not developed further in this model application
since the overwhelming majority of the Mulholland et a. data falls into the
category of low y velocity data. The low y velocity data leads to mostly
particle-eddy interactions in which the particle enters the space time box
through the left vertical edge (i.e., the vertical line that represents an eddy in

Figure 3.2), so there exists little need for type-C interactions in this model



application. However, the concept of Type-C interactions is explained in
detail in Section 3.11, entitled Model Extensions, type-C interactions. There
are therefore, only two posshilities in this model for particle-eddy
interactions. Either the particle path misses the vertical surface (representing
the triplet map) of the eddy and therefore there is no interaction, or the
particle path strikes the vertical surface and the particle undergoes an
interaction of the type to be discussed next. These will be caled type-l
interactions.

Since this application of the two-phase flow submodel to ODT is mainly
concerned with particle-eddy interactions occurring when particles intersect
triplet maps, a magjor effort was put into capturing as much of the physics of
this interaction onto the ODT model framework.

A zeroth order approximation of this interaction might be to smply
adjust the y position of the particle (y,) by an amount equal to the mapping-
induced displacement of the fluid element containing the particle just prior
to the eddy event. {A detalled description of triplet maps and their
Instantaneous jumps are given in Chapter 2 section 2.2} Even though this

approximation will yield the desired solution for one special limiting case



(zero inertia limit, illustrated in Figure 3.1), it fails for all other cases.
Hence it is abandoned.
3.5 Particle-eddy interaction model

The logical solution to the difficulty of applying the particle drag law to
particle-eddy interactions (due to the instantaneous nature of the triplet map)
IS to assign an interaction time to the particle-eddy interaction. For now, we
will denote the interaction time coordinate as T, and the duration of the
interaction as T,. The latter quantity is specified in Section 3.9. The
Interaction time coordinate will be referred to as pseudotime because it is not
area time, just a time made up so that the particle drag law can have an
effect on the particle. Another way to say thisis since T has units of time,
but is not interpreted as rea time due to the fact that eddy events are
instantaneous in real time, it is referred to as pseudo (or fictitious) time. The
latter quantity will be developed and defined later in the discussion. Particle
evolution during this interaction is governed by the y and x components of
the particle drag law (Equations 3-8 and 3-10) adjusted for the pseudotime

coordinate.
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& - f+F 3-12
aT t, ¢ (3-12
v _-(U-u)f (3- 13)
dT t

where v (defined later) is the fluid y component velocity induced by the
triplet map, T is the interaction time coordinate, u is the velocity of the fluid
cell which surrounds the particle, and all other terms are as previoudy
defined. In this formulation tracer particles behave correctly, that is, they
mimic the u and v velocities of the fluid cell which surrounds it during
pseudotime. This can be verified by taking the limit of Equations 3-12 and
3-13ast, 2> 0.
3.6 Effect of pseudotime integration in the particle time domain

A problem arises when comparing the integration done in pseudotime
over atime period T, (Equation 3-12) and the conventiona continuous-time
integration of the particle-drag law (Equation 3-9, both duplicated here for
clarity) subsequent to the particle-eddy interaction, over a comparable time

interval Dt =T, and DT =T,.

5= (V)=+F (3-9)
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f+F, (3- 12)

Comparison of Equations 3-12 and 3-9 indicates that the equations contain
similar terms and therefore the resultant actions of integrating them over the
same time period are in fact double counting the effect of the gravitational
force, once during the pseudotime integrationfrom T =0to T = T, and once
during the red time integration from the birth time of the eddy to a time

increment of T,. The particle experiences the gravitational force first for a

period of T, in pseudotime and again for a period of T, in continuous time.
This method represents a double counting of the effects of gravity and could
lead to erroneous results.

To overcome this problem, which occurs when the particle and the triplet
map occupy the same space-time, the particle trgjectories with and without
the effect of the eddy are computed. This is achieved by integrating (first to
get velocity and then again to get position) both Equations 3-12 and 3-9
concurrently over the period T4, and determining the difference in the ending
Y, position (defined in Equation 3-14). Similarly, the difference in the
ending V velocities (defined in Equation 3-15) is aso computed. These

computations define the perturbations felt by the particle due to the eddy,
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Dy, =y:(T,)- yo(T) (3- 14)

DV =Ve(T,)- ve(T,) (3- 15)

where the superscript e (for eddy) denotes the results based on Equation 3-
12 and the superscript ¢ (for continuous) denotes using Equation 3-9.

This procedure is pictoridly represented in Figure 3.3 (A). The
perturbation distance, Dy,, [demarcated with a “}” in Figure 3.3] and the
perturbation velocity, DV, are then added to the particle’'s origina position
and velocity (respectively) at the instant it first encounters the triplet map.
The particle is then allowed to proceed in continuous time without the worry
of double counting the gravity effects. The results of this procedure are
shown in Figure 3.3 (B) as they would appear in Figure 2.4, a space-time
history diagram.

In Figure 3.3 (A), the trgectory with the eddy interaction is based on
pseudotime integration. It is convenient to define the shaded region as an
eddy interaction box, whose vertical span is the y range of the eddy and
whose horizontal span is the time duration T, of the interaction.

With the eddy interaction box so defined in space (y) and time, the

duration of a particle-eddy interaction is now idealized as the overlap of the



70

A

A 4
Y '?}% (A) Y ’3% ®)
%. ® Trajectory with 4‘-0 ® o Vo o+ (V -V )
/Q.). | eddy interaction ‘Eb Dy » ° ¢

,
BN )
VC
3 }Ti)ifference between

~.alwo trajectories D Yp

Trajectory With
out eddy interaction

\ 4

_i_ > t
0 ' TIME 0 TIME

Figure3.3: The procedure for implementing particle-eddy
interactions which avoids double counting. Find Dy, and DV then add
them to the origina position and velocity. The resultant position and
velocity are shown in B.

particle trgectory { under the influence of the eddy (Equation 3-12)} and the
eddy interaction box. The right hand side of the interaction box marks the
end of the eddy lifetime. A particle with an initid y velocity, under the
effect of gravity, under the effect of drag, or any combination of these can
exit the eddy interaction box from either of the two horizontal surfaces. This
Is visuaized by understanding that the particle has left the space in which
the eddy occupies before the eddy lifetime has expired.

The intended goa of introducing the particle-eddy interaction box and
defining a position and velocity perturbation, which do not double count the
gravitational effects, was to try to accommodate the particle-eddy interaction

model to accurately fit variations in eddy size, particle speed and entry point
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into the eddy. Aslong as the correct interaction time, T4, can be determined,
this perturbation technique will give velocity and postion jumps
commensurate with the orientation of the particle trgectory and the eddy
Sze

A non-zero fluid velocity imposed by the eddy event (Equation 3-17)
may act in the same direction as the particle’s initial trajectory or in an
opposing direction. The resultant particle path will either be bent upwards
or downwards from the trgectory the particle would have taken if it did not
interact with the eddy. For an example see Figure 3.4. A (the dotted line) is
the path with no eddy interaction. All other trgectories (B, C, D) include an
imposed v velocity from the eddy event. The particle-drag law, Equation 3-
12, is used to define the path from the moment the particle first encounters
the eddy (T = 0) to the end of the eddy lifetime (T = t,, where t. is defined in
Section 3.7). For path B, the v component due to the triplet map is negative.
For this particular case, the particle leaves the eddy interaction box by the
bottom horizontal surface beforetime t = T, has elapsed. For comparison,
Path C has a positive v, the particle trgjectory curves upward and exits the
eddy interaction box through the back vertical surface. This path exits

precisely at T =t.. A larger positive v component is used in the calculation
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Figur e 3.4: Particle-eddy interactions cause the path to
deviate and may exit the interaction box by one of the
horizontal surfaces before the eddy lifetime has expired

of path D. Note that there is an extremum (minimum) in the trgectory (as
well as case C) and in a manner similar to path B, path D leaves the eddy
interaction box by the horizonta (top) surface before the pseudotime interval
to has elapsed. Care must be taken when computing particle-eddy
interactions that these interactions stop the when a trgectory leaves the
interaction box for the first time. This is because the eddy is “seen” by the
particle as occupying that particular space-pseudotime and a particle path

which leaves the box should no longer “feel” that eddy.
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Finding the correct interaction time T, is ho easy matter, so we begin by
considering only particles which interact with the eddy for the entire eddy
lifetime. This will give insight into the behavior of particles while they
interact with eddies without the added concern of computing the correct
interaction time. This motivates the qualitative illustration of interaction
regimes shown in Figure 3.5.

Figure 3.5 (A) shows the trgectory of a particle tracer as it enters an
eddy interaction box (from the left of the box) to after it leaves (from the
right of the box) in pseudotime. Figure 3.5 (B) presents the equivalent
diagram as it appears in real space-time coordinates, just as it would if the
trgectory were rendered in Figure 2.4. The particle is displaced in the y
direction the identica amount which the fluid parcd surrounding it is
displaced in the y direction by the triplet map. Figure 3.5 (C) represents the
trgectory of a particle with medium inertia (neither low nor high) in pseudo
time. Figure 3.5 (D) gives the same tragectory in real space-time
coordinates. One can readily see that the particle is displaced upwards by
the eddy event but only afraction of the distance the fluid cell travels. Note
carefully that the velocity vector in Figure 35 (D) is adjusted

Instantaneoudly in the manner defined by Equation 3-15. For completeness
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Figure 3.5: The trgectories of particles with varying inertia (low to high)
are shown in pseudo time during particle-eddy interactions (A), (C), and
(E). The pathsin real time are shown for comparison, paths (B), (D), and

(F) respectively.
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Figure 3.5 (E) shows the trgjectory of a particle with infinitely large inertia
in pseudotime. The corresponding trgjectory in real space-time coordinates
isshown in Figure 3.5 (F). As expected the particle-eddy interaction has no
effect on the particle trgjectory of an infinitely large inertia particle,
3.7 Alternativerepresentations of particle-eddy interactions

There exist other possibilities for the design of a particle-eddy interaction
model which include time, in other words procedures other than inventing
pseudotime, computing the particle path, then projecting this difference back
to the initial time. The most worthy of consideration is ssimply to allow the
triplet map induced velocity profile (v) to act upon the particle for an amount
of real time equivalent to the amount of pseudotime T which is the eddy
lifetime t. This has the effect of reproducing the particle trgectories of
Figure 3.5 (A), (C), and (E) with the pseudo time axis (abscissa) replaced
with real time. This is indeed a simplification in mode design and
implementation, so some justification needs to be made for choosing the
more complicated model. Three arguments present themselves. The first
and weakest argument is the heuristic argument that since the eddy events
are instantaneous in time, so their effects (particle velocity/position changes)

should be instantaneous aso. The reason this argument is weak is that the
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Instantaneous triplet maps are an artifact of the ODT model and are only an
idedlization of the physica redity in which eddies have a finite lifetime.
This argument by itself cannot justify choosing the more complicated mode.

The second argument relies on the physical principle that a particle with
low enough inertia will exactly mimic a fluid tracer parcel. As is depicted
(for example) in Figure 35 (B, D, and F) the fluid parce has a
discontinuous jump in the y axis (the ordinate) so a particle would need to
have a discontinuous jump in order to mimic the fluid particle. Here the
counter argument can be made that this discontinuous jump is also an
artifact of the ODT model and that using the smpler model the particle path
does not deviate from the fluid parcel for a very long time. After that
“short” time period, the particle and the fluid parcel which surrounded it are
reunited. So the smpler model still reasonably mimics a tracer particle and
deserves consideration.

This leads to the fina argument. In order to follow the logic, the
following representative scenario is proposed, see Figure 3.6. A tracer
particle is traveling aong with its fluid parcel (denoted fluid parcel A). It
encounters an eddy event denoted 1. Assuming the smple model, Figure 3.6

(A) resultsin: the particle' s adjustment to the eddy interaction occurs over a
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Figure 3.6: Diagram A shows the trgjectory of atracer particle for a
particle-eddy interaction using the smple model. B shows the
implemented model for atracer particle. Diagram C shows the path for
aparticle with very large inertia. Diagram C is the same for either the
simple or the implemented model. In this example, thereis no
continuous time v velocity.

time period ty, while the fluid parcel A undergoes the discontinuous jump h.
Before the particle has time to regjoin the fluid parcel A another eddy event
(denoted 2) occurs and fluid parcel A is displaced farther away on the y axis.

At this point any correlation between the fluid parcel A and the tracer
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particleislost. The simpler model does not reproduce the small inertia limit
for this scenario. Even though thisis only a plausible scenario and does not
have to occur, the dynamic feedback property of ODT makes this scenario
likely. Only the implemented (more complicated) particle-eddy interaction
model {see Figure 3.6 (B)} correctly matches the fluid parcel A with its
tracer particle.

It is interesting to note that for the other extreme, a particle of infinitely
high inertia, both the simple and implemented particle-eddy interaction
models give the correct result {see Figures 3.6 (C)}. In both formulations,
the eddy has no effect on the particle.

Even though it is impossible to precisely capture the particle-eddy
interactions for the entire inertia range in a one-dimensional modd, it is our
goa to be as accurate as possible. The implemented model fits exactly for
the two extremes and therefore should do a reasonable job fitting the values
in between. Because the implemented model redirects the particles
Instantaneously when a particle-eddy interaction occurs, this type of particle-
eddy interaction is referred to as a type-l interaction, where | is for

| nstantaneous effect.
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3.8 Eddy lifetime

As will be shown in Section 3.8, determination of the particle-eddy
interaction time, T4, requires a definition of the lifetime t, of an ODT eddy.
The eddy lifetime is aso used to determine v in Equation 3-17.

The ODT loca instantaneous time scale, t(l; y,, t), is discussed in detall
in Chapter 2. t(l; v,, t) is best interpreted as the characteristic time of the
eddy event if it were to happen over a time period and not instantaneoudly.
t(l; vo, t) is however an artifact of the ODT model development and not an
actual or physical time. Even though parameter dependencies of t(l; y,, t)
are based on solid reasoning there is no compelling reason to believe that it
actually corresponds to the eddy lifetime. Therefore it is justifiable to
introduce a particle model free parameter called b. The eddy lifetime is now

given by Equation 3-16

t,=bt(;y,,t) . (3-16)

Ideally b is a number close to unity since t(l; y,, t) was based on good
reasoning and logically should not be too far off. b = 1 was used for al runs
reported in this paper, except for a set of sendtivity runs designed to

investigate the model’ s response to changes in b. The additional runs were



for b=05and b = 20. Decreasng b causes the particle trgectory to
deviate more from its origina path due to the particle-eddy interaction.
Increasing b causes less of a disturbance. This may seem counterintuitive,
but a detailed discussion on the subject can be found in Chapter 6, along
with the results from the sensitivity runs on burning droplets.

Now that we have a suitable choice for an eddy lifetime, t, = bt, it
follows that the velocity v of afluid cell as it travels in pseudotime from its
starting position (the one it occupied before the triplet map) to its ending
position (that which it occupies after the eddy event) is the y distance

traveled by the cell (h) divided by t,,
v= % . 3-17)

It isinteresting to note that Kerstein (1999) uses this definition, with
b =1, todefine v in order to compute the ODT “Reynolds stress’ profile
<u Vv >

With v thus defined, Equation 3-9 governing the particle-eddy interaction

is fully defined, though the time duration T; of the interaction is as yet

undetermined.
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3.9 Duration of the particle-eddy interaction

A red-life eddy would exist in a defined space (three-dimensional) and
exist for a defined (measurable) lifetime. Particle-eddy interactions would
occur while the particle occupies the same space-time §, y, z t) as the rea
life eddy. It is the goa of this part of the two-phase flow submodel to
discuss in detaill the analysis required to assure that the particle-eddy
Interaction ceases the first time the particle leaves the ODT space time (X, ,
t) which the eddy isidealized to occupy in this model.

3.9.1 Particle-eddy interactionsin they direction

For clarity in discussion, Figure 3.5 purposefully omitted instances in
which the particle exited the eddy interaction box by one of the horizontal
surfaces. Here we revisit type-| interactions with particles which do exit by
the top or bottom of the space-pseudotime interaction box.

As long as the particle exits the interaction box and remains outside of
the interaction box for the duration of the eddy lifetime, no added
complications occur in determining the eddy interaction time T,. Any
number of root finding techniques can be implemented to determine the

correct interaction time to for a given accuracy.
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However, not al particle trgectories will remain out side of the eddy
interaction box once it has exited. Figure 3.7 shows a trgectory in which the
particle path (as calculated for the complete lifetime of the eddy) shows an
extremum occurring outside of the eddy interaction box and the particle re-
enters the box. In cases like these checking particle y location only the end
point t, of the particle path would give the false impression that the particle
first leaves the box by the back side at time T = t,, when actualy the particle
first leaves the box on the bottom at time T = T,. Here the particle-eddy
interaction should ceaseat T=T,.

3.9.2 Particle-eddy interactionsin thex direction

No adjustments are made to the x position, x,, or the x velocity, U, of the
particle due to a particle-eddy interaction. The nature of the time developing
ODT mode does not lend itself readily to sudden jumps in the x domain
which is related to the ODT time by Equation 2-14. So no reasonable
method to account for instantaneous movement backward or forward in time
could be developed. A jumpin x for this time developing flow is equivalent
to a jump in time. There would have to be some provision for alowing
movement backward in time, which seems more trouble than it is worth.

However, in the analysis of the particle-eddy interactionsiit is
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Figure 3.7: Particle paths can exit the interaction box
and reenter the box due to particle eddy interactions. The
particle-eddy interaction should cease when the path exits
the box for the first time at T1.

important to determine whether and when the particle leaves the eddy ODT
gpace-time in the x dimension in order to correctly determine the duration of
the interaction.

The lifetime of the eddy in the x direction isidentica to the lifetime t, for
an eddy as viewed in the y direction. (There is no reason why the lifetime

should change for the different directions.)

0ETE t, (3- 18)



They direction has a characteristic length, |, associated with the eddy in
the ODT formulation, however, the x direction does not have any special
length dimension associated with it. The logical choice then would be to use
the distance of order | in the x direction. Since there is no connection
between | and the x direction, there is nopredetermined relation between the
position of the particle, x,, and the eddy interval | on the x coordinate. The
formulation used to define the eddy in the x direction is given in Equation 3-
19, in which X, is defined as the x position of the particle, x,, a the moment

the particle-eddy interaction begins:

X, +ueddyT -1 £ x £ x,+ ueddyT+I (3-19

defines the range of x values, X , contained within the eddy, where Ueyq, is
defined shortly.

Even though the parameter, |, is based on solid reasoning there is no
compelling reason to believe that it actually corresponds to the eddy length.
Therefore it would be possible to introduce another particle model free
parameter called d. The length of the particle-eddy interaction box would be

given by Equation 3-20.



Xyt Ugy T- dIEX EX +u, T+dl . (3- 20)

The use of d as a free parameter is not implemented in the model. The
author wishes to keep empiricism down to a minimum, that is, to keep the
number of two-phase flow model free parameters to the one, b. There is a
sound argument to implement the model with d = %2 This would alow the
total length of the eddy interaction box in the x direction to be identical to
the total length of the eddy interaction box in the y direction. This is
aesthetically pleasing to those who view real life eddies as circles, circles
having the same height as width. The author however resisted this argument
and refused to add yet another free parameter.

Particle-eddy interactions are more complicated in the x direction
because the fluid parcels usually have a u velocity. This can clearly be seen
for the particular case depicted in Figure 2.1, where these particular fluid
parcels al have a positive u velocity. One would naturaly expect that the
eddy in that figure would have a net postive u velocity since al of its

elements have apositive u. A logical definition for the average u velocity of



an eddy event is the average of the u velocities of the individua cells in the

domain of the triplet map, [ V., Yo+l ], a the time, ty, of the eddy event.

l'Ieddy = (ucells> =— : (3 - 21)

Since turbulent eddies have a wide variation in their eddy velocities, Ugq,
one would expect a wide variety of interaction times between eddies and
particles due to this relative motion.

The effect of a non-zero x component eddy velocity (Ueq) ON the
particle-eddy interaction time can be seen in Figure 3.8. This figure is a
different rendering of the space-pseudotime eddy interaction box aready
introduced in Figure 3.4. Figure 3.8 has the x direction associated with the
ordinate (rather than the y direction). The height of the interaction box is as
defined in Equation 3-19 (21 ), but the particle is centered in the height at the
moment the particle eddy interaction begins. In al other ways, the new x-
pseudotime eddy interaction box is the same as the previoudy defined
interaction box. In Figure 3.8 diagram A, the eddy velocity is zero, the eddy
does not move in time, and this particular particle trgjectory is contained in

the eddy for the duration of the eddy lifetime, t.. In diagram B, the eddy has
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Figure 3.8: Effect of non-zero x component eddy velocity on the
particle-eddy interaction time. In figure A, the eddy velocity (Ueqqy) IS
zero, and the particle trgjectory is contained in the eddy for the duration
of the eddy lifetime. In figure B, the eddy has a negative velocity
hence the eddy moves down as the particle curves up. This causes the
particle to leave the eddy interaction box before t. a time =T,.

a negative velocity hence the eddy moves down as the particle curves up.
This causes the particle to leave the eddy interaction box at time equal to Ty,
before the eddy lifetime expires at time t,, which it would not do if the eddy
were not moving (diagram A). Therefore the correct end point for the
particle eddy interaction is at time T, not time t..

The proper ending time for the eddy-particle interaction must be the first
time the particle leaves the eddy in either the x or the y direction, or the eddy

lifetime , whichever comes first. The space-time eddy interaction box has



been very useful in understanding the interaction time based on one spatia
dimension (for example y) and one time dimension (pseudotime). The
duration of the particle-eddy space-time overlap is governed by two spatia
dimensions and time. The flipping between x and y on the ordinate tends to
be confusing so that the intuitive understanding of the diagrams can easily
be lost. Hence the introduction of a new diagram.
3.9.3 Spatial (x and y) particle-eddy interaction box

A more intuitive two-dimensional pictorial would be to place the spatial
dimensions on the same graph. This would be equivaent to seeing a
snapshot of the eddy and the particle at an instant in time. Subsequent times
could be viewed in a series of snapshots. The new pictorial for the particle-
eddy interaction box in two spatia dimensions (x and y) is given in Figure
3.9 (B), with the x direction used as the abscissa. Consequently the length (x
dimension) is twice the height (y dimension) of the spatial eddy interaction
box. Figure 3.9 (A) depictsthe particle trgjectory in x-y space just prior to a
particle-eddy event. Figure 3.9 (B) depicts the instant in time when the
particle intersects the triplet map. The newly defined “spatial eddy
interaction box” is demarcated as a box, that horizontally extends a distance

| in each direction from the particle x location, x,, a the instant of the type-



interaction. (This is consistent with Equation 3-19.) The box extends
vertically with a starting point and length as defined by the eddy parameters:

yo£ye£yo + . (3_ 22)

The y position of the particle in relation to the spatial eddy interaction
box is the actual y, of the particle. The box itself has its own u velocity,
Ueaay:Which may be positive, negative, or zero. The relative motion of the
particle and the eddy, U - ugq , Can cause a drastic shortening of the
interaction time as discussed in Section 3.8.2 for the x dimension only. In
order to better understand these variationsin (x, y, t) space, three particular
test cases will be explored using the new pictorial. The three test cases shall
consist of a particle with finite inertia and modest U velocity interacting with
three different eddies. All the eddies will have the same eddy interaction
box, but the mean eddy velocities will vary asfollows: Ugggy >> U, Uy = U,
and Ugg, << U. All three cases will therefore share the same initial
conditions, as shown in Figure 3.9 A and B. In diagram A, the particle
trgjectory just prior to the type-l interaction is shown. Diagram B shows the
moment the type | interaction begins. This correspondingto T = 0. Also, %,

Is defined as the particle x position at this instant. This is used to define the



horizontal center of the eddy as defined in Equation 3-19. The ueyg, depicted
by an arrow is as yet undefined. (It can be positive, negative or zero.) Inthe
first case (g, >> U) the mean velocity of the eddy will carry the eddy
much faster in the x direction than the particle can travel (because the
particle has finite inertia) so the eddy leaves the particle behind. This can be
visualized in time by viewing Figure 3.9 in the sequence diagram A, B, and
then C. For diagram C, a characteristic time increment, ty,, was chosen such
that Ueq travels a distance just a little bit more than |.  Implicit in the
discussion of all three cases is the assumption that the eddy lifetime t. is
greater then ty,. There is little effect of the eddy on the particle trgjectory in
case C (its U velocity is increased dlightly) because of the short interaction
time.

In the second case (Ueq, = U) the particle and eddy travel in unison. This
can be visualized in time by viewing Figure 3.9 in the sequence diagram A,
B, and then D. The characteristic time is significantly longer then either of
the other two cases, since t, is defined as the amount of time for the eddy to
travel | plus a little more. Note that we are still assuming that the eddy
lifetime. t,, is greater than the characteristic time shown in D. However the

mean eddy velocity in this case is much smaller than the mean eddy velocity
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Figure 3.9: Time series qualitatively demonstrating the various affects of
eddy velocities on particle trgjectories. Diagram A and B show theinitial
conditions and are common to all trgjectories. Ugyq, >> U, isshownin C,
Uesay = Up iIsshown in D, and Ugyy, << Uy isshown in E.
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for either of the other two cases, hence the time is much longer. Analysis of
Figure 3.9 (D) shows the particle-eddy interaction has had time to
significantly change the particle trgectory. In this case, the eddy and
particle travel together to the right a distance dightly larger than |, and the
particle’s U velocity isincreased dightly.

In the third case Uy << U) the particle leaves the eddy behind. This
can be visualized in time by viewing Figure 3.9 in the sequence diagram A,
B, and then E. The characteristic time is the same as case 1 SINCe Ugqqy fOr
case 1 isequal to the negative of Ueqy for case 3. Analysis of Figure 3.9 (E)
shows the same trend as the particle-eddy interaction depicted in diagram C,
that is the interaction time was too short to change significantly the particle
trgectory. In diagram E, the eddy passes to the left of the particle and the
particle velocity, U, is decreased dightly. In order to handle all
combinations of U and ugq, correctly, the model must keep track of the
relative positions of the particle and the eddy and must end the type-l
interaction at the first instant the particle leaves the eddy.

The particle trgjectory, under the influence of the eddy, has the possibility
of leaving the eddy and then re-entering the eddy in either the x or y

direction. This event is not easily depicted in this particular rendering of the



gpatial eddy interaction box since both the particle and the eddy move in
time but the representation is at a given instant in time. This problem is
solved by a simple coordinate transform. A switch from the fixed reference
frame to the moving reference frame of the eddy provides a smple and
informative pictoria of the particle trgjectory as compared to the stationary
gpatial interaction box. To achieve this new reference frame only one

transformation is needed, that is for the abscissa.

X5 = X Uggy T (3- 23)

With U* and X* denoting the resulting transformed particle velocity and

position respectively, the resulting drag law equation is:

du *
dT

-. tL(u o U+ugy, ) (3- 24)
p

The horizontal dimension of the spatial eddy interaction box in the moving
reference frame is defined in Equation 3-25. The vertica dimension is
unchanged in this transformed reference frame and is still given by Equation
322,

x-l1EXEx+l . (3-25



Figure 3.10 shows two particle trgjectories in the reference frame of the
eddy. In these particular examples there are extrema in both the x* and y
directions. In these representations the particle trgjectory is traced in x*-y
gpace from the time of birth of the eddy until the lifetime of the eddy, t.,
elapses. As can be seen in Figure 3.10 (A), during that time period () the
particle exits and reenters the eddy twice. The first time it leaves the vertical
(right) face of the box. The second time it exits the bottom surface. Lastly
the particle leaves the spatia interaction box for the last time by the left
vertical surface. The particle equation of motion (based on the particle-drag
laws Equations 3-12 and 3-24) evaluated in the x* and y direction alow for a
maximum of one extremum in each direction. Hence Figure 3.10 (A) is a
worst case scenario which exits the interaction box three times. Figure 3.10
(B) aso has two extrema, but only exits the interaction box once and that is
well after both extrema are achieved. Not al particles will exit the spatial
interaction box before the lifetime of the eddy expires. As explained in the
beginning of Section 3.9 the actual particle interaction time, T, is taken to
be the first time the particle leaves the spatia interaction box or the eddy
lifetime, t,, whichever is sooner. Thisvalue of T, is plugged into Equations

3-14 and 3-15 to obtain the perturbations caused by the particle eddy
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Figure 3.10: Particle trgjectories in the moving reference frame
of the eddy. This provides aclear view for the ending point of
the particle-eddy interaction. The ending time of the interaction
should be the first moment it leaves the spatial interaction box.

interaction.  The particle position, y,, and velocity, V, are adjusted
instantaneously and the particle is allowed to proceed under the particle-
drag law (Equations 3-9 and 3-10) in continuous time until the particle
encounters another eddy. There are no adjustments made to the x position,
X5, O the x velocity, U, of the particle due to the particle-eddy interaction.
The nature of the time developing ODT model does not lend itself readily to
sudden jumpsin the x domain. As noted in Section 3.3, the continuous-time
process provides an adequate representation of streamwise particle

evolution.



3.10 Conclusion and summary

The two phase flow submodel for ODT is now complete. It reflects the
key (Stokes) particle-drag interactions for regimes in which the fluid motion
affects the particle but the particle does not effect the fluid flow. This model
does so in a manner which captures the relevant physics in terms of the ODT
phenomenology.

This derivation started with the basics and worked up to the final two-
phase flow submodel for ODT. There were many places in which the reader
could have lost track of which equations were actually used in the submodel
and which were used to derive the model or to illustrate a point. The model
equations are summarized here to help clarify the two-phase flow model.

A particle is born into the ODT domain with an initial position (X, and yj)
and velocity (U and V). The particle moves in “particle time” during which
it follows the equations of motion defined by the particle-drag laws in x and
y components given in Equations 3-9 and 3-10 modified to reflect the

introduction of the particle time, t,, with t,, f, and Re defined in Equations 3-

5, 3-6, and 3.7:
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du - (U - u)f
@t 81

p ) P
with the particle time, Dt, , computed by Equation 3-11. Pseudotime is not
adjusted for the difference in particle and gas velocities since it is afictitious
time.

The particle follows the empirical nonlinear drag law until it occupies the
same space-time as a triplet map, at which time it undergoes a type-l
interaction. Type-l interactions are realized by the integrating the particle
drag law components (Equations 3-12 and 3-24) in pseudotime, T, for a
duration in pseudotime not exceeding t. as defined in Equation 3-18. There
Is no adjustment of U for the particle-eddy interaction. The x component of
the particle-drag law has been transformed to the constant velocity, Uegqy,

coordinate system of the moving eddy as defined in Equation 3-23. The

transformed coordinate isindicated by a *.

dv:_u

— f+F 3-12

dT t, ¢ ( )

v =% @3- 17)
*

W (U -u+uy,) (3- 24)




With Usq, defined in Equation 3-21. The initial conditions yro, Xo, Vo, and
Uo* are given by the particle position and velocity at the moment the particle
intersects the eddy event. The form of the pseudotime equation of motion
shows that the particle may exit and re-enter the eddy interaction box in
either the x* or y direction. The box is defined in the y direction by Equation
3-22 and in the x* direction by Equation 3-25. Hence, merely evaluating the
equation of motion at the end of pseudotime (letting T, = t. ) and verifying
the particle is still in the eddy interaction box is not sufficient to assure that
the particle-eddy interaction ceases the moment the particle first leaves the
eddy interaction box. To overcome this added complication, one merely
needs to evaluate the extremain X, and y,. If both extremareside in the eddy
interaction box, and the position of the particle, evaluated at T = t. aso
resides in the eddy interaction box then the particle assuredly has remained
inside the eddy interaction box for the entire time t.. If any one of these
evauations the particle exists outside of the eddy interaction box then a
search of the x*, y, t space is necessary in order to find the first time in
which the particle leaves the eddy. Care must be taken to ensure that T, is
the first time at which the particle leaves the box, or if it does not leave the

box, that T, isset to te.



The instantaneous change in the particle velocity, Dy, and position, DV
can then be calculated from Equations 3-14 and 3-15. These changes are
then added to the particle's position and velocity at the instant of the eddy,
V1o and Vy.. The particle is then alowed to continue on in continuous time
with the new vaues of y, and V.

311 Two-phaseFlow Model Extension —type-C interactions

As explained in Section 3.4.1, the idedization of eddy events as
Instantaneous in time causes a model artifact. The larger (in magnitude) the
y velocity becomes, the less likely a particle is to intersect an eddy event. In
the limit as the y velocity component becomes infinite, the probability of an
eddy interaction becomes zero because both the triplet maps and the particle
trgectories are vertica lines. Since particles with large y velocities should
interact with eddies in some way, the concept was put forward to allow the
eddies to exist for a set length of time, this time would be the adjusted eddy
lifetime t.. The essence of this would be to “pretend” that the ODT
Instantaneous eddies existed for a finite time. This would be represented as
a box (not just aline) in the eddy event history diagram. Interactions of the
type in which a particle enters the space time box associated with an eddy

event through either of the two horizontal edges are referred to as type-C
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Interactions because the particle is acted upon in a continuous manner by the
eddy event as long as the particle is insde the box. This particular
application did not require the added complication of type-C interactions.
However, a brief outline of the conceptual design of type-C interactionsisin
order.

In contrast to type-1 interactions, there are no instantaneous jumps from a
type-C interaction. Type-C interactions can only occur in the y direction,
hence, the pictoria with the most insight is the y space-time diagram. In this
case the eddy is allowed exist in rea time for the duration of the eddy
lifetimet.. (SeeFigure 3.11)

Any particle which enters an eddy by the left vertical surface interacts
with the eddy event in atype-l fashion and is not allowed to interact with the
same eddy in atype-C fashion even if the particle leaves the eddy interaction
box and comes back into the box by one of the horizonta surfaces. Thisis
because the type-| interaction already takes into account the entire lifetime
of the eddy. Conversely a particle which first enters an eddy interaction box
from one of the horizontal surfaces may not undergo a type-l interaction
with that eddy, but may interact with that eddy in atype-C manner aslong as

it is in the interaction box and may interact with that same eddy as many
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times as it re-enters the box. As soon as the particle exits the box by ether
one of the horizontal or the right vertica side the particle-eddy interaction
ceases. Because of the random nature of the ODT triplet maps, virtually any
conceivable combination of eddies may occur in aturbulent flow simulation.

Once eddies are alowed to exist in time for the eddy lifetime, t., it is quite
probable that a particle trgectory may intersect in atype-C fashion with two

or more eddies at the same time. While undergoing a type-C interaction a
particle may interact with a different eddy in a type-I fashion. There is no

possibility that two type-l interactions can occur simultaneously because of

the ODT formulation implements triplet maps only one at atime.

One scenario is presented in Figure 3.11. Here a particle intersects a
large eddy event denoted 1, the particle continues to interact in a type-C
fashion as long as the particle is inside of the eddy interaction box. Whilein
the box, it also enters the interaction box of the eddy denoted 2. The particle
feels both eddies# 1 and # 2 in atype-C manner until the particle leaves the
interaction box of eddy number 2. The particle continues feeling eddy # 1
only, until it also enters eddy number 3. At this point, it feels both # 1 and #

3. While still in eddy number 3, the particle leaves the interaction box of
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Figure 3.11: Multiple type-C interactions may occur at the same
time. Here the particle interactsin atype-C fashion first with

eddy number 1, then with both eddies 1 and 2, then with eddy 1
only, the with eddy 1 and 3, and finally with eddy number 3 only.

eddy number one. After this, the particle continues in a type-C interaction
with eddy # 3 only, until the particle leaves the last interaction box.

Figure 3.12 gives a space-time history diagram with two possible particle
paths in the same eddy sequence. In Figure 3.12 (A) the particle undergoes
a type-l interaction with eddy number 1, this is demarcated on the abscissa

with atick mark and is labeled 11 (for type-l interaction with eddy #1).
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Figure 3.12: Possible type-I and type-C interactions for two different
initial velocities. In (A) the particle re-enters eddy #1 twice, but there
Isno additional interaction. In (B) the particle interacts with eddy #1
three distinct times labeled C1-1, C1-2, and C1-3.

Then the particle undergoes a type-l interaction with eddy #2, labeled 2.
Finally it undergoes a type-C interaction with eddy #3, this is demarcated
with “ { 7 and the time interval on the abscissa is marked with a C3 (for a
Continuous interaction with eddy #3). Even though the particle crosses the
eddy #1 interaction box two more times it does not interact with the eddy
since it first experienced a type-l interaction. Figure 3.12 (B) depicts a
different particle which enters eddy #1 from the top and undergoes a type-C
interaction for a time interval labeled C1-1 (for Continuous interaction with
eddy #1 - 1 occurrence). It then experiences a type-l interaction with eddy

#2. It changes course and re-enters eddy #1 and again experiences atype-C
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interaction labeled C1-2. It then undergoes a type-C interaction with eddy
#3 (not marked on the abscissa) and gets turned around once more where it
re-enters eddy #1's interaction box a third and final time. The particle then
experiences atype-C interaction labeled C1-3.

Implementation of type-C interactions onto the ODT domain requires
keeping track of the positions of all eddies from the time each eddy is born
until that individual eddy’s lifetime has expired. Any particle entering any
of these y positions during that particular eddy’s lifetime would interact
continuously with that eddy as long as it had not undergone a type-l
interaction with that same eddy previously. The result of allowing eddies to
exigt in the time domain is that for the duration of t.the y domain of the
eddy [v,, Yot+] isalowed to have a nonzero gas phase velocity v. Recal that
in the ODT formulation turbulent flows are idedlized as having a zero v
component, and the instantaneous triplet maps implement the eddy caused
phenomena. Though the ODT program proper would be unaffected by the
addition of the nonzero v velocities, they would effect the particle time
evolution as defined by the particle-drag law. Equation 3-9* would now
have a gas phase component only in the y interval ., Yo,+l] and from the

instant of the triplet map until the ODT time increment t. el apsed.
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Here the summation over j includes only the eddy events whose interaction
box occupy the same space-time as the particle trgectory. There exists
latitude in the specific mechanics to the type-C implementation, but the
eddies would have either a positive or negative v velocity (this could be
chosen randomly). As such, the summation in Equation 3-9** would have
to be a vector sum over al overlapping eddy events. Hence the affects of
eddies could cancel each other out. Thereis also latitude in the definition of
what the correct gas velocity is of the eddy. Some type of weighted average
displacement of all the cells in the triplet map could be used as the distance,
that with the eddy lifetime, t,, would then define the gas phase velocity of
that particular eddy.
3.12 Numerical implementation

At this point the two-phase flow model is complete and a discussion of
assumptions, smplifications, and numerical implementation techniquesisin

order.
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Rather than computing the Reynolds number as defined in Equation 3-7,

the following numerical implementation simplifications were made for the x

and y direction.
r,rylU-u
Re, :M (3- 26)
m,
V -
re, = eVl g o
m,

These Reynolds numbers were then plugged into the Equation 3-6 (the
empirical nonlinear drag law, f ) to predict the variation from Stokes drag for
the respective particle-drag laws (in particle time, Equations 3-10* and 3-9*;
In pseudotime modified to the moving coordinate system, Equations 3-24
and 3-12).

Integration of the 4 particle-drag laws (x and y components for particle
time and pseudo time) is a key issue in efficient numerical implementation
of the two-phase flow submodel. As discussed in detail in Section 2.7, the
design of ODT is such that the greater the turbulence intensity (the larger the
free parameter A) the shorter the eddy time step, Diy;,, and hence a shorter

the diffusion time step, Dty is required to start smoothing the velocity
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profiles between implemented eddies. For highly turbulent flows, the values
of eddy time-step and the diffusion time-step are constrained to be small.
Letting the droplet time step, Dtyo, be approximately equa to the
diffusion time step, allows the assumption that the coefficients in the
particle-drag laws, t, and f, are constant or nearly constant over the time
period of integration of Equations 3-10* and 3-9*. An added benefit is that
Dtyop 1S1N ODT time and must be adjusted to particle time, Dt,, by equation
3-11. On average the particle U velocity is greater then the bulk mean gas u
velocity hence the particle time increment is smaller then the prescribed
ODT time difference, Dtyo. This gives more of a comfort zone to the
assurance that the particle time increment is small enough to assure that the
coefficients of the particle-drag law components are constant. An added
level of comfort comes from the way in which the droplet submode is
implemented into the ODT structure. (See the genera logic flow chart
Figure 2.4, the pointer “clock” in Figure 2.3 and the corresponding
discussion in Section 2.7.) The model implementation uses a fixed Dtyop.
Hence in the absence of an implementation of an eddy event the particle
time is updated in proportion to the fixed Dtyo,. HoOwever, whenever an

eddy isimplemented in the ODT time domain, the position of al particles at
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that instant must be computed in order to be assured that the particle and the
triplet map occupy the same space time.  This changes the time interval for
the calculations from the maximum Dty,, to only some fraction of the
maximum time interval. The time interval for the next update for the droplet
is then adjusted to be Dtyq,. This corresponds to a shift in the droplet time
line shown Figure 2.3. In the absence of another implementation of an eddy
event during that time interval, Dty the particle position and velocity is not
updated until the end of that time interval. If however, another eddy event is
Implemented, the particle is udated at the time of the eddy implementation
and the time line is again adjusted as before.
Figure 3.13 isapictorial continuation of Figure 2.3. The eddy event in

Figure 2.3 was implemented hence the droplet position was computed at the
identical time (using the much shorter particle time interval) and the droplet

time line is adjusted (shifted left) so that the maximum time interval for

integration of the particle-drag law is never more then the maximum Dty
Assuming a small enough time interval such that the coefficients of

Equation 3-9* (t, and f ) are considered constant, integrating yields first the

velocity, V, (Equation 3-28) and then integrating gives the position y,



109

— Dt(dif)
+—>
| | | | Diffusion
Dt(stir)
< >
| | | | Eddy
Maximum Dt(drop)
] ) Dropl
roplet
ey Dt(stat)
< >
Actual| || | Statistics
Dt(drop)
_>
Clock

Figure 3.13: Actua Dty isonly afraction of the maximum Dty
due to the implementation strategy of the two-phase flow submodel.
The droplet time line is shifted in order to assure that the maximum

time between droplet updates does not exceed the time interval Dtgrop.

(Equation 3-29) in continuous time.  The standard boundary conditions were

used: at t, =0,V =V, and y, = Y,.

t 0 x (0]
V=-F, +§/O-TpFG%e<p§ itp: (3- 28)
(7] tp [
t GEe é )
Yo = Yo t—Fst, —"aeo —pFG%;l- expé Ltp - (3- 29)
f LI ety Oy
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As discussed earlier, in continuous time there is no fluid y velocity
component, so, a fluid tracer particle (zero inertiad) must not undergo
trandation in the y direction. This can be verified easily by taking the limit

as the particle inertia tends to zero of either Equation 3-28 or 3-29.

lim

im V=20 3-30
t ® 0 (3-30)

The infinite inertia limit of Equation 3-28 shows that the particle continues
to proceed unaffected by the particle drag law.

lim
V=1V

3- 32

The continuous time particle trgectory in the x direction is achieved by
integrating Equation 3-10* twice with the standard initial conditions (at t, =
0; X, =%, and U = U,). Again, assuming a small enough time interval such

that the coefficients (u, t,) of Equation 3-10* are considered constant,
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7 (3- 33)
v

t &t uf
X, =X, +ut) +—= (U, - u)}l- xpé itpg"J . (3- 34
f t ety Q}\;

As expected in the vanishing inertia limit, the particle matches the fluid

parcel which surroundsit,

U= u (3- 35

X = X, +ut . (3- 36)

In the limit of infinite inertia Equation 3-33 gives the expected result that the

velocity is unaffected by the particle drag,

lim U= U
t ® ¥ e

p

(3-37)

The analytical solutions (Equations 3-33 and 3-34) had the added
assumption that the particle does not leave the fluid parcel it is in during the

particletime interval. Thisis an assumption since during continuous
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(particle) time the particles are alowed to move from one cell to another.
Thisisagood assumption only for short time periods.

We now have a closed form solution for the particle velocity U(t,) for
short times. With this the particle time can be computed using Equation 3-
11 assuming the Re and diameter are constant and the particle does not leave
the particular fluid cell itisin. Thisis only an approximation but gives the
best estimate for the actual time the particle sees during the time the ODT
streamwise evolution (at the mean u velocity of the fluid). An dternate
method to compute the time the particle actually experiences while the ODT
time develops would be to actualy iterate on the whole variable coefficient
Equation (3-34) until convergence. This however would be very costly.

To compute the change in time, Dt,, which the particle experiences as the
ODT time domain develops, Dtopr, the ODT time is multiplied by at the
mean u velocity of the fluid,” u,, to get the distance traveled. This resulting
distance, given in Equation 3-38, is assigned to the difference in which the

particle travels in Equation 3-34.

X, - X, = DX, = Digpy Us (3- 38)

The resulting transcendenta equation is
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”y . (3- 39)

e f
1- exp e —Dt, ay
ety @

0=Dx, +uDt, +tTp u, - U):‘i

Equation 3-39 could be solved, using any root finding technique, for the
time the particle would take to traverse the distance Dx, while experiencing
drag. However, since the equation is only approximate, the exponential term
in Equation 3-39 is expanded in a series with Dt, and only the termsup to
Dt,,* are kept, giving

Hor + Y- u)f

(ot,)?-uD, +Dx, =0 . (3- 40)

p

All Higher Order Terms (HOT) are thrown out since Dt, is small, and the
resulting equation is solved using the standard equation to find the roots of a
constant coefficient quadratic equation, where the particle time increment
used is taken to be the smallest in magnitude, real root of the quadratic
equation given in Equation 3-40. The ending particle position and velocity
for the current step are taken as the initial conditions for the next step. Once
the best estimate of the Dt, for the particle is obtained, application of the
continuous time particle-drag law is straightforward. This time increment is

used to calculate actual variations in the particle position (x, and y;); particle
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velocity (U and V); and adjustments to the particle properties, e.g. diameter
and temperature as discussed in detall in Chapter 4.

The next chalenge is implementing the particledrag laws for
pseudotime. {In pseudotime, there are no adjustments made to the particle
properties (diameter, temperature, etc.) since this would cause double
counting once the particle re-enters particle time. The cause of this double
counting is the analogous to the cause explained in Section 3.6. A brief
discusson on dternative ways to take into account changing droplet
properties during particle-eddy interactions is given in Chapter 4.} In a
manner similar to the particle time, it is assumed that during the pseudotime
interval, T,: the eddy imposed v velocity is constant (true in the limit for
tracer particles) and the coefficients t, and f are constants, resulting in the
ability to anayticaly integrate Equation 3-12. Integrating yields first the y
velocity (Equation 3-41) and then integrating again gives the position yr,
(Equation 3-42) as a function of T. The particle’s velocity and position at
the instant of the particular particle-eddy interaction are taken as the
boundary conditions: a T = 0, V; = Vy, and yr, = Yro. Pseudotime

integration gives
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t, e t, _6 22 f_0
f 4] tp ﬂ
o} é ud
Yo = Yro +§v+—pFGjT + pa?/m v- 2 F.51- expé LT G- (3- 42)
a f ely Oy

Note that atracer particle behaves asit should (Equations 3-43 and 3-44).

V.= v (3- 43
t,®0 T
fim T 3- 44)
y = yo \ -
t,®0 P T

Also, an infinitely large inertia particle is unaffected by the particle-eddy

interaction (Equation 3-45).
i vV, =V, 3- 45
t ® ¥ T 0 ( - )

In the x* direction, we aso make the assumptions that during the
pseudotime interval, T,: the fluid imposed u velocity is a constant equal to
the u value of the cell initially containing the particle, (true in the limit for
tracer particles) and the coefficients t, and f are constants, resulting in the
ability to anayticaly integrate Equation 3-24. Integrating yields first the x*
velocity (Equation 3-46) and then integrating again gives the position X*

(Equation 3-47) as afunction of T. The particle velocity and position at the
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instant of the particular particle-eddy interaction are taken as the boundary

conditions: at T = 0, U* = U*, and X* = X,. Pseudotime integration gives

. 3 f
U*:u-ueddy+(Uo- u+ueddy)e<p_%-t—Tg (3- 46)
T te

~

X*:X0+(u-ueddy)T-tTp(U;-u+ueddy) exp Ta . (3-47)

(‘m)(‘?) D~
OO C

f
Ly

The infinitesmally small and infinitely large limits of particle inertia behave
properly:

[im

U*= u-u (3- 48
t,®0 i

lim

t,® 0 X*= Xo+(u-ueddy)T (3- 49

im U*= U, . (3- 50)

With the pseudotime particle position X* and yr, known anayticaly,
determining the correct particle-eddy interaction time Ty, is quite easy. First.
set Equation 3-41 to zero and solve for the time, if any, at which the y
extrema, T, exists. Second, checking to seeif thistime, T, is less than the
eddy lifetime t.. If the extremum occurs during the eddy lifetime then the

particle position yr,, is evaluated using Equation 3-42. If this value is
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between y, and y, + | then there is no danger of the particle exiting the
interaction box and reentering as depicted in Figure 3.7. In this case where
the extremum is not outside the interaction box, T is set equa to t.. If the
particle exits the interaction box, for example, from the bottom, yr,(Te,) IS
less than y,, then in Equation 3-42 yr,, is set equal to Y, and this is solved by
aroot finding technique to determine the time T,, at which the particle first
leavesin the y direction. For a particle which exits the top surface, y;, is set
equal to y, + |, and the first exit time is determined in the same fashion as
above, after which T, isset to Ty.

The next step in finding the correct particle-eddy interaction time is
analogous to the procedure in determining T,,. To determine whether and
when the particle leaves the interaction box in the x* direction, Equation 3-
46 is set to zero and the time T, of the occurrence of an extremum (if any) is
caculated. If T islessthan T, then X*(T,,) is evaluated using Equation 3-
47. If X* isindde the range [-I, + | ] then the particle does not leave the
interaction box in the x direction. There is no danger of the particle exiting
the interaction box in the x* direction and returning as shown in Figure 3.10.

However, if a particle leaves the interaction box by one of the vertica

sides (say the right), X* in Equation 3-47 is set equa to |, {if the particle
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exits on the left hand side of the box, X* is set equa to — |}. Equation 3-47
Is then solved for the time T4, a which the particle exits the interaction box.
The interaction time T, is then set to T, If the extrema of the particle
trgectory exited the interaction box by either the y or x* directions before
the eddy lifetime expired, then T, is set to the correct interaction time at this
point.

However, if neither the y nor x* direction extrema exited the interaction
box before the eddy lifetime expired, then yr, and X* are evaluated at t.. If
yrp(te) and X*( t) are inside the interaction box, then the correct value of T,
is t.. If the particle tragjectory endpoint (X*( te), Yrp(te) falls outside the
interaction box, then one or both of Equations 3-47 and 3-42 has to be
solved in an analogous manner to the technique explained above for finding
the first time that the particle exits the eddy. Thisisthe correct value for T;.

This completes the mgjor smplification (Re), the assumptions (constant
coefficients, etc.), and the numerical implementation technigques necessary to
fully implement the two-phase flow submodel in an analogous manner used

by the author to produce the numerical data which are presented in this

paper.
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Chapter 4
Droplet Burning Model

4.1 Introduction

In order to understand the model for vaporization of the droplets, the
reader requires a discussion of the principal physical phenomena which the
droplets experienced during the experiment. Great effort was made to inject
streams of droplets with uniform size, D,; uniform spacing, §D,; injection
velocity, V,; and injection angle, g. Droplets were injected by way of a
vibrating orifice device from areservoir at room temperature into a 100 kW
furnace. Sirignano (1999) states that a significant amount of the lifetime of
this type of burning droplet is used in heating the droplet from room
temperature to its dew point. This is accompanied by a significant ignition
delay time, after which the droplet will ignite, provided there is an ignition
source. After the droplet is burning, the heat release from the surrounding
flame is a significant added heat source for the evaporating droplet. These
phenomena were also observed by Mulholland et a. Hence a droplet
heating/burning model is needed which includes the significant variables and
predicts the heating rate is necessary. The flame is hot enough (maximum

mean temperature is 1750 K) to serve as an ignition source for the droplets.
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The ignition delay time was measured for each case. This measured ignition
delay was used in the model to determine the onset of droplet ignition.
Another significant variable is the initial droplet spacing D,. A droplet
that is part of a stream of droplets travels farther into a turbulent reactor than
it would if it were injected adone. The droplet travels in the wake of the
droplets in front of it. Therefore the drop experiences less drag and less
evaporation and can travel farther into the reactor. Mulholland et al. (1991)
observed that the measured droplet stream, once injected into the reactor,
travels in a straight line until the droplets reach the high shear layer of the
gas flow, a which point the droplet stream breaks up into random droplets.
Unfortunately the ODT mode with its two-phase flow sub model does
not lend itself to modeling droplet streams. The idea of a stream of droplets
traveling in unison along a trgectory is hard to conceive of in a one-
dimensiona turbulence model which develops in time and treats eddies as
Instantaneous mappings of the velocity and scalar fields. The main
difficulty arises when one tries to model what happens to a droplet in the
stream which is suddenly tossed about by an eddy. Does it leave the stream
and go off by itself leaving the other droplets in the stream continuing in a

linear manner? What effects would this one missing droplet out of a stream
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of droplets have on the drag and evaporation of the rest of the stream? No
logically consistent model presents itself for a one-dimensional time
developing flow.

Besides the conceptual difficulty of having a stream of droplets in ODT
and the many complications any model would have to have in order to
handle suddenly alowing a single droplet to leave instantaneoudy the
droplet line, this type of behavior was not observed experimentally in the
reactor. Hence a different approach to modeling the initial linear droplet
trgectory isin order.

One of the main objectives of this work was to see whether the ODT
model could reproduce the spread in the burn out points of the burning
droplets observed in Mulholland et a. (1991). A reasonable plan then would
be to reproduce the droplet burning model and droplet trgjectory model used
in the origina paper as closaly as possible for the initia linear trajectory of
the droplets. Once the droplet stream reached the high shear layer of the
fluid flow the droplet position, diameter, velocity and temperature computed
from that model would be used as initia conditions for the ODT two-phase
flow model. The only remaining addition needed for the ODT two-phase

flow model would be that of a heating/burning model, for which the same
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model used for the initial conditions is utilized with the exception that the
correction factor (hy) for inter droplet spacing is assumed unity. Inthe ODT
simulations, the droplets were assumed to act independently of each other.
In the spirit of ODT each case would be modeled as an ensemble of droplets
al having the same initial conditions. The computed spread of the droplet
burnout points would be compared to the experiment.

4.2 Droplet heating model used by Mulholland et al.

A brief recapitulation of the droplet transient heating/burning model given
in Mulholland et al. follows. The reader is referred to that publication for
more details. Theliquid droplet is assumed to be spherically symmetric with
infinite heat diffusivity (“rapid mixing limit"). Therefore the droplet
temperature is alowed to change with time, but there is no need to solve
any of the fluid flow equations inside the droplet since the temperature is
assumed constant across the droplet. The liquid phase properties (e.g.
density and heat capacity) are constant. The heating time of the droplet is
dow compared to the gas diffusion time. Mulholland et al. idedlizes the
droplet fuel mixture to be one representative (unnamed) chemica
component. They give a table with mean properties of the liquid density,

liquid heat capacity, boiling temperature, the heat of vaporization, the heat
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of combustion and the stoichiometric fuel-to-oxygen mass ratio for this
idealized one component fuel. The concentration of this component in the
gas phase (assuming equilibrium) is determined by the Clausius-Clapeyron

equation:

where X, is the gas phase mole fraction of the fuel species, f, at the interface. The

mass fraction, Y, and mole fraction, X, are related by the standard equations

X W,
Y, =g~ (4-2)
a XiW

Y, /W,
X on n 4-3

with the sum i being over al the species in the gas phase.

The gas phase is assumed to be in a quasi-steady state, with heat and mass
diffusion rate controlling. With the assumption of Le = 1, the Sherwood number is
equal to the Nusselt number. Ambient gas phase conditions are sub critical and the
gas phase mixture is assumed to behave as an ideal gas mixture. Infinitely fast

kinetics are assumed, so the flame sheet surrounds the burning droplet. (In other
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words, the reaction time is shorter than the diffusion time and a flame surrounds
the droplet after it hasignited.) This was experimentally verified by Mulholland et
a.. The droplets would ignite (glow) a short time before they would completely
burn ouit.

The authors derive [following Law (1976)] the following set of equations.

An energy balance around the drop resultsin

2T, 6 d
mc, g?dg:(H ) I:]_|V)Ern (4-4)

where H is the total heat transfer from the gas to the droplet. A mass

balance yields
%n[:-(pr D2/2)(dD/dt)| =pT Das DS In 1+ B)h, (4- 5

with hg , representing the effect of the interaction of the droplets in a linear

array on vaporization. This has been quantified by Labowsky [(1980)] as

h,=1-B30 ,B®SI 4 ¢
e Dg
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The Spalding mass transfer number, B, is given by

B={Cp (T, - T,)+ Yy, f DH_}/ H (4-7)

and the total heat transfer from the gas to the droplet, H, is given by

H = (1- YFS){Cp (T¥ - Td)+YO¥f DH c} (YFs +YO¥ f)l ' (4' 8)

The gas-phase density and other mean gas properties in the film layer are
evaluated at the ‘one-third law’ temperature [Hubbard et al. (1975)]. Hence,
the gas phase components of the Re, Pr, and the Sc are computed at the
representative temperature:

— 1

T=T, +§(Tf -T,) . (4-9)
Assuming the adiabatic flame temperature for the flame sheet temperature,

T becomes:

T, =T, +Y f{DH - H-Co(T, - T,)} Je (4- 10)

p

where' ¢, is the heat capacity of the fuel in the gas phase.
Clift et a. [1978] gives the following correlation for the Sherwood

number without any vaporization:
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$, =1+(1+Re )%  (Re) (4- 1)

f(Re)_‘! 1 Re£1l (4-12)
T1Re® 1< Re£ 400
The droplet Re,)).
ror|V,-v
Re=—2°1° 1 o[ V- % 3-7)
My

Is based on the relative velocity between the droplet and the fluid, droplet
radius, and gas properties (the same as in Chapter 3

They use the analysis of Abramzon and Sirignano [(1987)] to account for
forced convection and vaporization effects on convective heat and mass
transfer. They consider a spherical vaporizing droplet inducing a radial
Stefan flow. The vapor convects radialy outward while the heat conducts
radially inward against the flow of the vapor toward the liquid-gas interface.
The energy of the heat conducted in is divided between heating the liquid
and the phase change of the liquid at the surface into the gas phase. This
newly evaporated fluid in turn convects radialy outward. The Sherwood

number with Stefan type flow vaporization becomes



gr =2+ (s, - 2){@+B) In(1+8)/8}" (4- 14)

4.3 Introduction of the burning rate parameter

The phenomenon of droplet burning is very complex and the many
simplifying assumptions used in the preceding analysis caused Mulholland
et a. to introduce a measured parameter | for the burning rate. They chose a
parameter that could be measured in a laboratory-scale reactor. They

defined | a8

DBy o - 15)
dt éz P

By the integration of Equation 4-15 for a constant | and both Sh* equa to

two and h, equal to unity, the familiar d” law is reproduced
D2- D?=l t. (4- 16)

The Spalding mass transfer number is easily caculated from | from

Equation 4-17 or 4-18.
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ar DAB/ gln(1+ B) 4- 17)

S%pr | )§|n(1+ B)  (4-19

B is caculated independently, using Equation 4-7, from the point of
injection until the droplet reaches its wet bulb temperature. This constitutes
the mgor portion of the droplet lifetime. The wet bulb temperature is
achieved as dT ¢/dt approaches zero and simultaneoudly the total heat transfer
H is used to cause a phase change in the liquid at the surface. After this, the
measured burning rate, |, is utilized in the modd to compute B for the
remainder of the droplet lifetime.

44 Review of droplet-drag law used in Mulholland et al.

As mentioned previoudy, the ideal initial conditions for the ODT two-
phase flow submodel would be to reproduce the droplet trgjectory model
from Mulholland et al. They develop a three-dimensional model which
alows them to compute the x, y, and z variations of the drop. They use the
mean measured gas velocity and temperature profiles to compute droplet
trgectories. Mulholland et al. (1988) relate the drag of nonvaporizing

droplets to interdroplet spacing as follows
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c, e 20 =lcFme2%  +{cRe))™”  @-19

i e Dg T € D@%

Coa:he 39— COO Re) + 43Re" il S. 1(’.I 4- 20
De Dg ( ) : D % ( )

Cp =0.755/Re (4- 21)

C¥ (Re) 1 24Re g{1+0.11Re°'687} (4- 22)

They use the model of Ayers et a. (1980) for the prediction of isolated
droplets and modify it to include effects of droplet interaction on drag. Drag

and gravitation are assumed the only external forces and they come up with

[Fou| =Cor AVZ /2 (4- 23)

[Fo,| =C5 1 AV, 12 (4- 24)

where the * denotes mass transfer droplet drag coefficient with evaporation,
they define, vy is the gas velocity, V is the droplet velocity, Vi, is the relative
droplet-gas velocity digned in the direction in which the droplet is

proceeding and v;, is the resultant vector of the difference of v, and v;;.

=V-V (4- 25)

r g
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Vio :\7r - Vi (4' 26)

Eisenklam et a. (1967) found a correlation between the mass transfer
droplet drag coefficient with and without evaporation

Cho 4- 27)

hez%l+8) . (4-29)

They (Mulholland et a.) do aforce balance and get:

é Fx = rnax = I:Dlx + FDZX (4' 29)
0

a I:y =ma, =FDly+FD2y+FG (='mg) (4- 30)
é I:z = rna‘z = I:Dlz + I:D22 . (4' 31)

45 Moaodification of trajectory model for thisapplication

This three-dimensona model is unnecessary for this particular
application since they mentioned that the droplets travel in a straight line
during the initia “droplet stream” phase of the trgectory. Also, an initia

three-dimensional trgectory model would not make much sense feeding a
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one-dimensional model. Therefore the three-dimensional model is smply

projected onto the straight linear path expressed in Equation 4-32.

dv,

dt = FGDl +C|; rA (VDl - VDl)2 (4' 32)

é.FDl:m

where Vp; isthe (scaar) velocity of the droplet in the D1 direction and vp; is
the component of the velocity of the gas in the direction the drop is
traveling. The D1 direction is defined as the direction the droplet is
traveling, so thisis precisely the injection angle, g, measured down from the

horizon, so
FGD1=_ mggn(Q) : (4' 33)

Equation 4-32 is the non-linear droplet-drag law. When Equations 4-19, 4-

20, 4-21, 4-22, 4-27, 4-28, 4-32 and 4-33 are used in conjunction with

g fa|V- Vo

m,

Re = (4- 34)

and Equations 4-1, 4-4, 4-5, 4-6, 4-8, 4-9, 4-10, 4-11, 4-12, 4-14, and 4-7 the

total set of equations determine the model to compute the boundary
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conditions for the ODT two-phase submodel, from initia droplet injection
up until the point that the droplet appearsin ODT space.

Since the initial conditions are only required to be computed once for
each of the 12 cases (and are identical for all the ensembles) in this specific
application of these equations the time steps were taken to be very small, of
order 10~ seconds. Hence the coefficients in Equation 4-32 are considered
constant over that short time and the non-linear droplet-drag law is solved
analyticaly over agiven Dt. Then the droplet diameter is adjusted for that
time period as per the droplet transient heating model.

Equations 4-1; 4-4; 4-5; 4-6; 4-8; 4-9; 4-10; 4-11; 4-12; 4-14; and 4-7 are
used to determine the transient droplet heating/evaporation model for use in
ODT gpace except that hg is set equal to one, hence, there is no droplet-
droplet interaction or to put it another way the gD effect becomes
nonexistant for the lone drop. After ignition has been achieved, the last
equation (4-7) is replaced by Equations 4-15 and 4-17 or 4-18 to give the
transient droplet heating/evaporation model used, until complete burnout is
achieved. In a manner similar to Mulholland et al. the published gas mean

velocities and temperature profiles were used for calculating the drag.
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Once in the ODT gpace the smplifications of the Re number as given in
Equations 3-26 and 3-27 are implemented (where needed) for all
calculations of the transient heating/evaporation model.

No droplet diameter adjustments are made during a type-1 eddy event no
matter how long the droplet-eddy interaction event persists in pseudotime.
Thisis because eddy eventsin ODT are considered instantaneous events and
would lead to double counting the evaporation (loss in mass) and particle
heating (increase in temperature) during the time T, of the droplet-eddy
Interaction once the droplet returned to particle time. There is the possibility
of doing a subtraction method directly analogous to that used to avoid
double counting of the gravitational force, as explained in Section 3.6. That
IS to compute the particle trgectories and corresponding mass and
temperature changes with and without the presence of the eddy induced
velocity v. After computing the loss in mass and the increase in temperature
both ways, subtract the differences in mass and temperature in the same
manner as the velocity and position of the particle are changed in Equations
3-14 and 315. This was not done in this thesis because of the added

complexity involved.
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4.6 Conclusion

The end result is that the initia conditions used for the droplets in the
ODT two-phase flow model are as close as possible to the droplet diameter,
temperature, and position used in the numerica model of Mulholland et al.
Only access to the original droplet trgectory code used by them would yield
amore precise initial condition for the ODT droplet sub model. Application
of their droplet heating/evaporation model to the ODT droplet sub model
provided consistency between their work and this work and more
importantly consistency between the initial conditions to this model and the
model itself. This method has proved to provide insight into the prediction
of the spread in end points for the burning of rogue droplets. (See Chapter

5)
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Chapter 5
Numerical Simulation Results

51 Introduction

The results discussed in this chapter use the existing ODT mode to
predict turbulent fluid flow behavior (Chapter 2) along with the two-phase
flow submodel developed in Chapter 3 and the droplet heating/evaporation
model given in Chapter 4. Simulations were done to mimic the 12 cases
(See Table 5.1) done by Mulholland et a. (1991) in which they varied the
initial diameter, initial velocity, initial droplet spacing and the injection
angle of a stream of droplets into a 100 kW combustor. According to
Mulholland (2000) the amount of data used to compute the statistics in the
1991 paper was on the order of 100 droplets. Consequently, three cases of
ensemble sizes are investigated for comparisons with the published
experimental data. They are 200, 750, 2000 in number respectively. We
believe that this is a wide enough range to capture any variation due to
ensemble size. Pertinent figures will be given in al three ensemble sizes so
the reader may compare them at his’her leisure.

As mentioned earlier, experimental observation reveaed that the droplets

traveled in a straight line tragjectory until they reached the high fluid shear
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layer. After this point the droplet stream appeared to break up into
individual droplets. This point is taken to be the point a which the
individual droplets are born into the ODT smulation. In order to properly
account for droplet heating and vaporization from the point of droplet
Injection to the point in which the droplets are born into ODT, the droplet
drag law and droplet heating/vaporization scheme put forth in Chapter 4
were calculated for each case to determine the best possible estimate of the
droplet diameter, and temperature. These Initial Conditions (1Cs) were used
for each case for al 2000 redlizations. The computer code was modified
such that al twelve cases (maximum of 15 cases possible) were computed
simultaneoudy. Hence al twelve cases saw the same flow redlization.
Another way to say thisisthat a single ODT realization contained within it
twelve different droplets of varying diameter, velocity, position, and
temperature, which represented the twelve different cases being ssimulated.
This was repeated 2000 times in order to get the total data set. The 200
realization set was taken to be the first 200 realizations, and the 750

realization set was taken to be the first 750 realizations.
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5.2 Droplet trajectories

As discussed in Chapter 3, the two-phase flow mode alows
Instantaneous jumps in the y position of the droplet to account for eddy-
particle interactions. To demonstrate this visually, a thorough (but not
exhaustive) search was done of Case 1 (the baseline case used in
Investigating variations in initial diameter, initia velocity, initial droplet
gpacing and the injection angle of a stream of droplets) for trgjectories which
would exemplify the extremes in the spread (x and y) in the burn out points
of the 2000 size ensemble. The burn out point is taken to be the point at
which the last amount of liquid is vaporized. This occurs after the droplet
has been ignited, therefore the vapor is assumed combusted in the
surrounding flame shest.
Figure 5.1 shows twenty-one individual trgectories chosen from Case 1.
The random nature of the submodel can be seen by examining the different
trgectories. Individua trgectories can proceed to the end of their paths (the
burn out point) without much visible effect of the eddy interaction. (See the
center trgjectory.) Tragectories may also jump up or down (or both)
randomly as demonstrated in Figure 5.1. These instantaneous jumps cause

variation in the y position of the burn out point. Note also that the ODT
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imposed variations in fluid velocity and temperature cause a wide variation
in the x burn out position. Recall that these trgectories were purposefully
chosen to show extremes and are not typica trgectories (nor are they a
random sample).

5.3 Burn out scatter plots

To provide a clearer understanding of the simulated effects of the
different varied parameters (i.e. initial diameter, initia velocity, initia
droplet spacing and the injection angle) scatter plots of the burn out points
are grouped together. (Scatter plots are x-y plot