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1.0 SUMMARY @ s T '

This report reviews and summarizes recent literature on statistical methods for
analyzing data sets that are censored by multiple censoring points. The following
references are particularly useful for obtaining an overview of these statistical methods:

Akritas et al. (1994), Helsel and Hirsch (1992), Atwood et al. (1991), Helsel (1990),
Hertzler et al. (1989), and Millard and Deverel (1988).

This review indicates that for the case of multiple censoring points:

In general, substitution methods (wherein censored values are replaced by a value

such as zero, one half the detection 1imit (DL), or the detection limit itself) are

not recommended when the objective is to estimate the mean and variance of the
underlying distribution.

o -

Some authors indicate that using one half the DL may be appropriate when

testing hypotheses, even though it is not appropriate for estimating the mean
and variance '

Robust probability plotting methods are recommended for estimating the mean and
variance.

19980504 084

Maximum T1ikelihood estimation conducted assuming an underlying lognormal distribution
is favored for estimating percentiles of a variety of distributions realistic for
environmental studies when sample sizes are large (n > 25).
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. Maximum 1ikelihood estimation is recommended for estimating the mean and variance if
sample sizes are large and the assumed underlying distribution is correct.

Both robust probability plotting methods and maximum 1ikelihood methods may
product biased and imprecise estimates of the mean, variance and percentiles when the
assumed underlying distribution does not match the data.

) Nonparametric two-sample scores tests (some of which are extensions of the Wilcoxon
Rank Sum test) that were originally developed for right-censored survival analysis
data, can be used if the censoring mechanism is the same for both populations.

. Tobit regression may be used for detecting differences between two populations if
data are normally distributed.

. Contingency tables and methods based on the binomial distribution are useful if there
is a large percentage of censored values, say >50%. However, these methods test for
differences in the proportion of the data above the DL in each group. They do not
test for differences in means or medians.

Published papers that discuss estimating means, variances, trends, percentiles and
prediction limits, as well as papers that discuss conducting regression analyses and testing
hypotheses for two independent data sets and paired data are cited here.

This report is organized as follows. Following the introductory comments in Section
2, a brief discussion of detection limits is given in Section 3. Sections 4 and 5 focus on
data analysis methods for estimating parameters and testing hypotheses, respectively, when
data sets are left censored with multiple censoring points. A list of publications that
deal with a variety of other applications for censored data sets is provided in Section 6.
Recommendations on future research for developing new or improved tools for statistically
analyzing multiple left-censored data sets are provided in Section 7. The list of
references is in Section 8.

2.0 INTRODUCTION

Analyzing data sets is less than straight forward when some or all of the data are
"flagged" as being less thansome censoring limit (reporting limit, RL, or detection limit,
DL). The problem becomes more complex when the 1imit is not the same for all measurements,
i.e., when there are multiple censoring points in the data set. For example, if 2
measurements in a data set of 5 measurements are reported as having concentrations less than
their DL of 5 and 8, respective, then the reported data set might be <5, 6, <8, <8, 9. The

- publications discussed and referenced here deal with how to statistically analyze this type

of censored data set when the goal is to estimate parameters of a distribution (such as the
mean, variance, and percentiles) or to test hypotheses (e.g., that residual concentrations
following remediation at a site are not greater than those in a background area).

Many data analysis methods have been proposed for singly censored data sets, e.g.,
for data sets with only 1 censoring point. However, there is currently no EPA guidance on
which of those methods should be used. To assist EPA's Quality Assurance Division (QAD) in
preparing policy alternatives, this report summarizes the results of a review of the )
statistical literature conducted to identify state-of-the-art statistical methods for data

2



sets that have multiple censoring points. Based on this review, a list of research topics
that are needed to develop improved methods of dealing with multiply censoring points is
provided. Data analysis methods for data sets with a single censoring point will also be
discussed as needed since they are the basis for most methods developed for the case of
multiple censoring points.

We also take the opportunity here to reference publications that discuss the various
types of RLs used. This is done because it is important for the statistician or data
analysist to understand the process used to measure samples and decide whether or not a
measurement will be censored. Davis (1994, p. 853) states that "one of the more pressing
areas where research is needed involves the definitions of 'detection 1imits' and other
Timits." '

It should be noted that censored environmental data sets almost always fall in the
category of Type I left censoring. That is, the number of values less than one or more
censoring points is a random variable. Type Il censoring occurs when the number of censored
values is an g priori specified percentage of the data set. Type II censoring is usually
not encountered with environmental data sets and hence is not discussed here.

The key publications reviewed in this report that summarize the statistical
literature for single or multiple censoring point problems are: Akritas et al. (1994),
Helsel and Hirsch (1992), Atwood et al. (1991), Helsel (1990), Hertzler et al. (1989), and
Millard and Deverel (1988). Also, Millard and Deverel (1988) and Atwood et al. (1991)
discuss some of the causes of multiple detection limits. We note that the material in
Helsel and Hirsch (1992) is essentially identical to that in Helsel (1990). Hence, we shall
not reference Helsel (1990) further in this report.

3.0 DETECTION LIMITS

The definition of the detection 1imit (DL) is an important consideration in the data
analysis of censored data sets. As pointed out by Gibbons (1994, Chapter 5) with regard to
monitoring hazardous waste facilities, the detection of a single volatile organic compound
in a groundwater sample may be taken as evidence of impact of the facility on environmental
quality. This use of DLs makes it imperative that the definition of the DL and the methods
used to determine the DL of each sample be carefully considered.

Berthouex and Brown (1994) note that the method detection 1limit is more a statistical
than a chemical concept. They state (page 71):

The term has no scientific meaning until it is operationally defined in terms of a
measurement process and a statistical method for analyzing the measurements that are
produced. Without a precise statistical definition, one cannot determine a
scientifically defensible value for the 1imit of detection, expect different
laboratories to be consistent in how they determine the limit of detection, or be
scientifically honest about declaring that a substance has (or has not) been
detected. Beyond the statistical definition, there must be a clear set of
operational rules for how this measurement error is to be determined in the
laboratory. Most published definitions are weak with respect to these instructions,
which must explain how to estimate the variances and what kind and number of blanks
to be used.



Berthouex and Brown (1994) also state (page 79):

"Different chemists and different laboratories would estimate different MDLs working
from the same specimens."

Prior to conducting data analysis of censored data sets, the data analysist should
determine the statistical definition of the RL or DL (whichever has been used), the ‘
operational rules for estimating them, and the implications of these definition/rules on
statistical data analyses and interpretations. This topic is discussed further by, e.g.,
Davis (1994), Gibbons (1994), Berthouex and Brown (1994), Clark and Whitfield (1994),
Lambert et al. (1991), Atwood et al. (1991), Keith (1991, Chapter 10), and Clayton et al.
(1987). Henceforth, in this report, DL will indicate the censoring value, however it is
defined.

4.0 ESTIMATION

In this section, statistical methods for estimating the mean, standard deviation, and.
percentiles of underlying population distributions using data from a multiple left-censored
data set are provided. It should be noted that the statistical methods discussed are based
on the assumption that the samples measured are collected using a probability sampling
design and that all measurements are assumed to be independent (uncorrelated) and drawn from
the same underlying distribution. :

Helsel and Hirsch (1992) consider three classes of data analysis methods for
estimating parameters of distributions:

1. Substitution methods
2. Distribution (parametric) methods
3. Robust methods

These three methods are now discussed.

Substitution Methods

Substitution methods are those where measurements reported as being less than the DL
are replaced by values such as zero, DL/2, or the DL itself. Then standard computational
formulas for the mean, standard deviation and percentiles are used on the (now) complete
data set. It is possible to use simple substitution methods with either single or multiply
censored data sets, but biased estimates of parameters will be obtained.

Several studies have evaluated the performance of simple substitution methods for the
single DL case (Gleit 1985; Gilliom and Helsel 1986; Helsel and Gilliom 1986; Newman et al.
1989; El1-Shaarawi and Esterby 1992). Helsel and Cohn (1988) consider the case of multiple
DLs. Performance criteria typically used are bias, variance and mean squared error.
Berthouex and Brown (1994, page 81) illustrate the bias of substitution methods. E1-
Shaarawi and Esterby (1992) compute explicit values for the expectation of the sample mean
and variance (as well as the bias and mean square error) for substitution methods when the
underlying distribution is normal or lTognormal. They show that the direction and magnitude
of the bias depends on the values of the parameters being estimated. They also show that



increasing the sample size does not reduce the bias.

Helsel and Hirsch (1992) conclude that the substitution methods should not be used
for estimating distribution parameters. Also, Atwood et al. (1991) do not recommend using
these methods because lognormal regression methods (discussed below) are often substantially
better and never much worse. However, some authors (Davis 1994; Atwood et al. 1991)
indicate that when testing hypothesis about differences between populations, as opposed to
estimating parameters, using DL/2 for all less-than values may work well. See Section 5.0
for further discussion of this point.

Distribution Methods

Distribution methéds for handling single or multiple detection limits can be divided
into two categories:

. Maximum Likelihood (ML)
. Probability plotting

ML methods are based on work by Cohen (1959, 1991). For these methods, the
underlying distribution of the measurements must be assumed, which is difficult to do with
certainty when the data set is small. ML estimators are known to be biased when the number
of samples is small (even when the assumed distribution is correct), although methods for
correcting for bias have been presented (E1-Shaarawi and Naderi 1991).

For data sets with a single censoring value, E1-Shaarawi (1989), E1-Shaarawi and
Dolan (1989), and Shumway et al (1989) evaluate the use of ML methods for estimating the
mean and variance of normal data (or data that can be transformed to normality). Gleit
(1985) showed that ML estimators produce estimates that are biased and have poor precision
when data sets are small (n = 5, 10, 15). E1-Shaarawi (1989) shows how to correct the bias
of means that are estimated using ML. He also provides methods for computing approximate
confidence intervals for the mean and median of the lognormal distribution. Gilliom and
Helsel (1986) found that ML methods performed better than probability plotting methods for
estimating quantiles. Helsel and Hirsch (1992) indicate that Helsel and Gilliom (1986) and
Gilliom and Helsel (1986) found that ML estimates obtained under the assumption of a
Tognormal distribution produced excellent estimates of percentiles for a variety of data
distributions realistic for environmental studies when n = 25 and 50. However, the ML
method did not work as well for estimating the mean and standard deviation.

ML methods for data sets with multiple censoring points (multiple DLs) are discussed
by E1-Shaarawi and Naderi (1991). They give the 1ikelihood equations needed to estimate the
mean and standard deviation from Type 1 multiply censored normal data sets or data sets that
can be transformed to normality. Also, they note that ML estimators for the normal
distribution can be obtained using many software packages (e.g., SAS and SYSTAT) and the
Tikelihood equations in their article. El1-Shaarawi and Naderi (1991) also show how to
estimate confidence intervals for the lognormal mean for the multiple DL case when sample
sizes are large.

For data sets with a single DL, Probability plotting methods for estimating the mean
and variance of an assumed distribution are provided in Travis and Land (1990) and Gilbert
(1987, page 181). As discussed in Helsel and Hirsch (1992), data both below and above the
reporting limit are assumed to follow the same distribution, such as the lognormal. The




mean and standard deviation are estimated by a line fit to the data above the DL. As noted
by Akritas et al. (1994, page 229), there are currently no analytical expressions available
for computing the variance of estimators produced with probability plotting methods.
Simulation-based methods for computing confidence intervals for parameter estimates were
proposed by Helsel and Gilliom (1986)

Probability plotting methods for data sets with multiple censoring points fall under
the category of "robust methods" and are discussed in the next section. These methods,
which were studied in Helsel and Cohn (1988), are extensions of probability plotting methods
used for data sets with single detection limits.

Robust Methods

As stated in Helsel and Hirsch (1992) in their discussion of data sets with a single
censoring point (DL), robust methods combine data above the DL with below-DL values to
compute estimates of summary statistics. The below-DL values are obtained by first using ML
or probability plotting to fit a distribution to the data above the DL. The fitted
distribution is used to extrapolate a collection of values below the DL. These values are
then combined with data above the DL to estimate summary statistics. Akritas et al. (1994,
page 225) provide additional description and discussion of this procedure. The probability
plotting approach to fitting the distribution is known as normal probability regression (NR)
when the underlying distribution is assumed to be normal and as lognormal probability
regression (LR) when the distribution is assumed to be lognormal. The LR method is
explained in El-Sharrawi (1989). He also modifies the LR method to incorporate information
about the DL. He recommends using ML methods rather than the LR method for making
inferences about the mean of a lognormal distribution.

Helsel and Cohn (1988) and Hirsch and Stedinger (1987) modify the LR method for the
case of multiple DLs. The method is illustrated in Akritas et al. (1994, page 227). Helsel
and Cohn (1988) studied robust probability plotting, substitution, ML, and adjusted ML
methods of analysis. They concluded that the robust probability plotting methods are more
robust to misspecification of the underlying distribution than the ML and adjusted ML
methods, and that the use of these robust methods should be encouraged when the underlying
distribution is unknown. They also recommend avoiding substitution methods. They found
that the bias-adjusted ML method of Cohn (1988) worked well when the underlying distribution
was known.

Helsel and Hirsch (1992) indicate that the most crucial consideration when using
distribution methods (ML or probability plotting) is how well the data are expected to fit
the assumed distribution.

5.0 HYPOTHESIS TESTING

Helsel and Hirsch (1992) present advantages and disadvantages of methods for testing
hypotheses when data sets are censored by either a single DL or multiple DLs. The methods
can be classified into the same three groups used in Section 4 for estimation: substitution
methods, distribution methods and robust methods.

Helsel and Hirsch (1992) do not recommend substitution methods because 1) no @ priori
arguments for fabrication of any particular value between 0 and the censor1ng point can be



made, and 2) conclusions of the test strongly depend on the value substituted. However,
Davis (1994, page 848) suggests that, when comparing two populations using a statistical
test, replacing less-than values by DL/2 in both data sets may be a reasonable way to
proceed. McNichols and Davis (1988) provide additional discussion of this point. Also,
Atwood et al (1991, pp. B-57 to B-112) concluded on the basis of a small simulation study
for a two-factor fixed-effects analysis of variance model and lognormal data that using DL/2
was the method of choice (compared to LR and ML methods). This conclusion was based on the
fact that the DL/2 approach was the only method that maintained the correct Type I error of
0.05 under censoring as high as 60%. .

Distribution methods are also discussed by Helsel and Hirsch (1992). For the two-
sample t-test situation they suggest using tobit regression (Judge et al. 1985), which can
be used for censored data sets with a single DL or multiple DLs. This method requires using
ML estimation assuming a normal distribution. Also, the variance of each group of data must
be the same. These assumptions are difficult to verify with small data sets. Cohn (1988)
has shown that tobit estimates are slightly biased. He devised methods to correct for the
bias.

The robust methods discussed by Helsel and Hirsch (1992) are nonparametric tests.
For the two-sample comparison situation with a single DL, the Wilcoxon Rank Sum (WRS) test
may be used if it is assumed that the less-than values are tied at a value less than the
smallest measured (detected) value in the combined data set (USEPA 1994). However, as
pointed out by Lambert et al (1991), the assumption that all less-than values are less than
the smallest measured value may not be true. Also, even if this assumption is true, the WRS"
test may not have very much power if less-than values constitute more than about 40% of the
total samples. Helsel and Hirsch (1992, page 367) show an example where the WRS test makes
efficient use of the information contained in the less-than values.

Some nonparametric tests for the two-sample case, e.g., the slippage test (Rosenbaum
1954) and the Quantile test (Johnson et al, 1987; USEPA 1994) permit large proportions of
the combined data sets to be censored. This advantage is due to these tests using only the
largest few measurements in the data sets. The slippage test is based on the number of
values in one data set (e.g., the site data set) that exceed the maximum value in the other
data set (e.g., the reference site data set). The Quantile test uses only the largest r
data from the two data sets, where r is typically from 5 to 10. These methods have great
utility when there are multiple censoring points if enough data above the DLs can be
collected so that the tests have adequate power.

Helsel and Hirsch (1992) indicate that contingency table analysis methods may be
appropriate when severe censoring (near 50% or more) is present. Their suggestion springs
from the fact that the WRS and other tests will have little power to detect differences in
central values when such severe censoring is present. They state "The investigator will be
inhibited in stating conclusions about the relative magnitudes of central values, and other
characteristics must be compared." As an example, they indicate that contingency table
analysis can test for differences in proportions of non-detects in different data sets.

They also note that contingency table analyses can be used when 1) data are reported as only
detected or not detected (i.e., no numerical less-than values or DLs are reported), and 2)
when data can be categorized into three or more groups such as "below detection Timits",
"detected", below some health standard, or "exceeding standards". Another approach is
described in Berthouex and Hau (1991), who give a simple rule based on the binomial
distribution for judging compliance using highly censored samples for the case of a single
censoring point.



Nonparametric scores tests can also be used for the case of multiple DLs. Millard
-and Deverel (1988) conducted computer simulations to evaluate the performance of several
two-sample scores tests that had been originally developed for the analysis' of right-
censored data sets in survival analysis applications. Helsel and Hirsch (1992) discuss
these tests and conclude from the work of Millard and Deveral (1988) that most of these
tests were inappropriate for the case of unequal sample sizes. They also stress that these
tests require the assumption that the censoring mechanism must be independent of the effect
under investigation, i.e., that the probability of obtaining data below each censoring value
is the same for all groups, assuming that the null hypothesis of "no difference® is true.

Helsel and Hirsch (1992) note that one robust method which can be used is to censor
all data at the highest censoring value present in the data set and then perform an
appropriate nonparametric test (e.g., the WRS test) on the new data set, which now has only
one censoring point. They indicate that, although information is lost using this procedure,
for some situations this is the best that can be done. Moreover, the power will be less
‘than that of scores tests if the censoring mechanism is independent of the effect under
investigation.

6.0 OTHER APPLICATIONS

Akritas et al. (1994) review the literature for a number of other applications: 1)
estimation of the location difference in the 2-sample case, 2) multiple comparisons in the
k-sample case, 3) linear regression (parametric and nonparametric methods), 4) time series
regression, 5) goodness-of-fit tests, 6) capture-recapture studies, and 7) spatial modeling.

The reader is referred to their paper for cited publications in these areas. Also, Verrill
and Johnson (1988) extend the Shapiro-Wilk test for normality to the case of a data set with
a single censoring value.

The literature review conducted for this report also uncovered the following
additional papers that apply to the case of mu]tip]e DLs:

. Neerchal and Brunenmeister (1994) develop a new and better approach to trend
estimation based on weighted regression.

. Stoline (1991) focuses on using the Box and Cox family of transformations when
estimating percentiles of the underlying distribution of a data set with more than 1
censoring value. :

. Lee et al (1993) develop a method for comparing two treatments in a matched-pairs
design. .

. Latta (1981) evaluated the power of several nonparametric scores test
Liu et al. (1993) extend the class of all two-sample weighted logrank tests to test
for ordered alternatives. . ‘

. Polissar et al. (1992) developed a method for obtaining plausible intervals for means
when all values in the data set are below DLs.

. Helsel and Hirsch (1992) discuss contingency table analysis for measuring the
strength of a Tinear relationship between two variables when both variables are
censored.

. Stoline (1993) derived a test for comparing medians in a lognormal two-sample
context. His work extends that of Harris (1991).




7.0 RESEARCH RECOMMENDATIONS

There is a large literature on statistical methods for censored data sets,

particularly for the case of a single DL. This report briefly summarizes the most recent
publications. It is useful to consider what additional research and studies might be
conduced to provide improved tools for analyzing censored environmental data sets. Some
suggestions are offered below: '

1.

b
Conduct additional computer simulation studies of methods proposed or developed for
estimating parameter and testing hypothesis for the case of muitiple DLs. Conditions
studied should duplicate real world situations applicable to hazardous waste
remediation and cleanup sites (e.g., hot spots, multiple detection limits, subjective
selection of sampling locations, etc.)

Expand the work of Neerchal and Brunenmeister (1994) by using computer simulation
techniques to evaluate performance of their new trend estimation methods.

Expand the work of Polissar et al. (1992) on methods for obtaining plausibility
intervals for means when all values are below detection limits. Expand their work to
include plausibility intervals for percentiles. Computer simulations should be
conducted to evaluate performance.

Conduct computer simulation studies for evaluating performance of nonparametric
methods that incorporate retesting for estimating prediction limits for ground water
(work discussed in Gibbons 1994, Davis 1994, and Davis and McNichols 1987, 1994a,
1994b).

Conduct research to develop nonparametric scores hypothesis tests that are
appropriate for the case of unequal sample sizes. Include studies to develop methods
that are appropriate when the assumption of equal probability of obtaining data below
each reporting 1imit for all groups is relaxed.

Extend tobit regréssion méthods to the case where data need not be normally
distributed with equal variances in each group.

Conduct simulation studies to evaluate further if substituting DL/2 for less-than
values is an acceptable method when estimating parameters or testing hypotheses.
This work would extend that of Atwood et al. (1991, Appendix B).

Develop a process for'determining for a specified real hazardous waste site when it
is acceptable to replace less-than values by DL/2.

Review software codes that handle multiple detection 1imits to determine what
addition codes may be needed.
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