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PREFACE

The Conference on Nuclear Data Evaluation Methods and
Procedures organized under the auspices of the Division of High
En<»rt>" and Nuclear Physics, the Division of Reactor Research and
Techi. logy, and the Office of Fusion Energy, of the U.S.
Department of Energy and the Electric Power Research Institute
(EPRI) was held at Brookhaven National Laboratory, Sept. 22-25,
1980. The Proceedings are presented in these volumes. The
Conference was held in the format of a workshop in which review
papers were presented by particularly knowledgeable persons in
each aspect of nuclear data evaluation. Following each review
paper there was a discussion period which proved, in aost cases,
to be iively.

Both written versions of the reviews and transcribed versions
of the discussion periods are included in this report. It is
hoped that it will serve the double purpose of describing the
state-of-the-art and of providing a handbook of methods that can
be referred by both experienced and new evaluators.

The organization and implementation of this conference
required a large amount of work on the part of many persons.
Quite clearly, the success of the effort depended primarily upon
the reviewers who provided the technical substance. The
organizing committee, made up of the session chairman, selected
the reviewers so an acknowledgment of their efforts is likewise
appropriate. A special word of thanks is due to Dr. J.J. Schmidt
of the IAEA Nuclear Data Section who provided a masterful summary
of each day's discussion as the last: itea on the day's program.

On the first evening of the meeting there was a "mixer" and a
banquet was held at the end of the second day. Our after-dinner
speaker, Professor H.H. Barschall, recounted his personal
experiences during the early days of discovery of the fission
process and his subsequent experiences with the Mamatten District
Project.

Tne National Nuclear Data Center of Brookhaven National
Laboratory was the host organization for the conference. Dr. Sol
Pearlstein, Director of the NNDC, and his staff provided excellent
support to the participants by taking care of the details of
travel and housing, by insuring that the session were taped and by
obtaining the use of the excellent auditorium in Berkner Hall.

Finally, I extend my personal thanks and those of the
organizing committee to Mr. Benjamin Magurno of the NNDC. He
handled the syriad of tasks associated with announcing the
conference, pre-registration, organization of the banquet, and
editing and expediting the publication of these proceedings.

Robert J. Howerton, Chairman

Livermore, California
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SESSION I

PROCESSING NEEDS AND CONSTRAINTS
Chairman: H. Henryson, II. ANL

This session was presented in a psnel format
followed by a question and answer period. The
pane lists were:

Y.
R.
L.
0.
J .

Gohar
MacFarlane
Carter
Ozer
Rowland s

ANL
LANL
HEDL
EPRI
WIN

Written summaries from the panelists* and the
question and answer period follow.

So written contribution from Y. Gohar, ANL.
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PROCESSING NEEDS AND CONSTRAINTS: NEITROK DATA PROCESSING

R. E. MacFarlane

Los Alanos Scientific Laboratory, University of California
Theoretical Division

Los Alamos, New Mexico 87545

ABSTRACT

New applications for processed data and increased
accuracy requirements have generated needs for change
In the Evaluated Nuclear Data Files (ESDF). Some con-
straints must be removed to allow this growth to take
place, but other strong constraints waist remain to pro-
tect existing users.

ENDF/B started life as a system oriented toward reactor ap-
plications, and this philosophy produced & very coapact and use-
ful set of files. Its success attracted more applications, and
it grew more complex. Although soae users find the current ver-
sion too large, there are three forces acting which will cause
the growth of the files to continue. First, the need for In-
creased accuracy (e.g., heating, Iron deep penetration); second,
new applications (e.g., particle-beam therapy, fusion rv^ctor
radiation damage); and third, advanced evaluation methods based
on nuclear models which produce more complete, detailed, and
consistent information. Our problem during tl>a next few years
will be to remove enough constraints to al!ow- ENDF to meet these
needs without destroying the usefulness of the files for the old
users.

These constraints can be divided Into three classes. The
first class is the "bookkeeping" constraints such as a maximum of
5000 energy points per section or a maxlmua of 20 Le^endre coef-
ficients for an angular distribution. These rules are designed
to protect the memory allocation of the processing codes. Even
with sophisticated aeaory management techniques such as paging,
dynamic storage allocation, and parallel data streams, soae such
restrictions are needed. An apparent need to violate one of
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these restrictions may result from an Inappropriate rep resent a c -
tion (e.g., point cross sections Instead of reasonance parane-
ters) or reflect the need for a new representation 'e.g., for
diffraction scattering at 20 MeV).

The second class ts the "representation" constraints. These
are the much more Important limitations resulting fron the Ina-
bility to describe a physical process using an ENDF/B format;.
Sometimes such limitations can be clrcunvented. An ex?-3pl<? 5s
the use of "pseudo levels" to represent continuous energy-angle
distributions for inelastic scattering. But if ENDF is to neet
the needs of tfie next few years, some of the existing constraints
are going to have to be renoved by defining new for:3ts. ^.one if
the Important problems are discussed below.

Fission Spectrum — A new representation Is now available
for the energy distribution of fission neurrons as a function of
Incident neutron energy. The spectrum coul-i be approximated with
Watt parameters, entered as a large tabulation, or represented by
a new "law." The results should be very Important for fission
reactors.

Interpolation of Distributions — Two—dimensioned interpola-
tion along the £ and E1 axes of an energy distribution often
gives poor results unless many closely spaced E values are used.
A contour scheme or a transformation to better .»xes ralght solve
the problem.

Energy-Angle Distributions — The correlation of the energy
and angle of secondary particles can be measured or estlasted us-
ing model codes which account for direct processes. Slate this
effect is Important for fast neutron transport, heading, and rad-
iation damage, methods to incorporate energy-angle effects into
ENDF should be developed.

Resonance Scattering — Current EKDF/B resonance parameters
cannot be used to compute the angular distributions of elastlcal-
ly scattered neutrons. The Introduction of an amplitude format
might solve this problem and Improve the calculation of the
transport of fission-spectrum neutrons through Iron, nickel, and
chromium.

Unresolved Resonance Cross Sections and Covariances — This
region is very Important for fast reactors, but the cross sec-
tions are difficult to compute, and the covariances are not cur-
rently defined. Changing to a probability table representation
would solve these problems and also Improve the consistency be-
tween multlgroup and Monte Carlo.

Diffraction Scattering — At high energies, elastic and
discrete-Inelastic angular distributions show strong diffraction



patterns, and aany t.egendre coefficients are required to repre-
sent the f3istrJv-:tlons. This causes severe problems for aulti-
group processing codes. Perhaps a new representation could be
found which would reaove the diffraction part of the scattering
and treat It separately, leaving a well-behaved remainder to be
represented by the Leger.dre expansion.

Distributions for Charged Particles — The nodem raodel
codes often produce spectra for each product of a neutron
reaction, and the distribution of recoils can sometimes be
deduced. vlost of this Information is now lost. If formats for
these distributions were added to ENDF, Improved heating, damage,
and blomedical calculations would be possible.

The third class of constraints is the "judgment" con-
straint;. These are the constraints that can't be quantified and
force the *?valuator to make tradeoffs between conflicting de-
aands. They can be stated as three rules designed to ensure that
EMDP remains an application oriented system.

THE RULE OF CHAKGE

Don't make a change In data or formats unless test calcula-
tions show that the change will lead to a significant inprovenent
for at least one of the Important KSDF applications.

THE RULE OF SIZE

Always use the most compact repesentation available, and
don't add detail unless test calculations show that it Is needed
for one of the important applications.

THE RULE OF CONS ISTESCY

Try to satisfy conservation principles, sun rules, and ratio
tests. If an answer can be obtained using two different combina-
tions of data from the file, the results should be as equivalent
as possible.

Observing these rules will lead to more work for evaluators,
processors, and data testors. But it will help to protect the
user; after all, "THL CUSTOMER IS KING."

- 5 -





POINT MONTE CARLO DATA NEEDS AND CONSTRAINTS

L. I.. Carter

Hanford Engineering Development Laboratory
Westinghouse Hanford Company

Richland, Washington 99352, U.S.A.

ABSTRACT

The utilization of neutron and photon cross section
data in pointwise Monte Carlo codes is discussed. x\s
nuclear data files become more prolific, nemory require-
ments for typical problems can exceed that available on
modern computers. Evaluators and processors of the
cross sections must work together to provide high
quality cross sections for the user community without
exceeding memory requirements.

INTRODUCTION

General purpose Monte Carlo computer codes are routinely
being used to solve a wide variety of neutron and photon transport
problems [l—9]. Pointwise cross section libraries based upon re-
liable nuclear data files, such as ENDF/B and ESDL, makes possible
the confident utilization of these codes. The fine structure de-
tail included in the data files, the large number of nuclei for
which rather complete neutron cross section information exists,
and the overall accuracy allows one standard library (a pointwise
Monte Carlo library derived using ENDF/B and ENDL) to satisfy a
large user community. The ideal is to minimize concerns about the
cross sections so that the users can focus their effort upon the
important engineering and physics problems.

The flexibility and reliability introduced by the recent
ENDF/B-V master data file is not free from user difficulties,
however. A pointwise library based upon an accurate representa-
tion of ENDF/B-V is impractical if a typical problem will not fit
into the available memory of the modern computer. Furthermore,
the larger the data base, the more difficult and time consuming is
the checking of the data. This limitation applies not only to the
experimenters, evaluators, and guardians of the ENDF/B data base,
but also to those who develop and use the cross section processor
and Monte Carlo computer codes. While simple integral checks with
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the Monte Carlo code are very important, they -ire not sufficient
in themselves to verify that the data being used in the- :in;»3
product are a satisfactory representation of the ESDF.,'3 data and
are being used correctly.

In addition to the sheer size of current libraries, rjsers -.)f
pointwise Monte Carlo computer codes experience other nuclear data
limitations. For nuclear heat deposition fron neutron and photon
interactions, the calculation depends upon consistent energy bal-
ances so that neutron KERMA factors and garcr-.a production cross
sections adequately conserve energy. From a Monte Carlo code user
viewpoint, energy balances are often inadequate [9] even for cross
section libraries derived fron ENDF/B-V [lO]. Another problem
brought to my attention is related to the prescribed interpolation
and extrapolation of data in the ENDF/B files—specifically,
S('<,£) data. Of course, users continue to experience the usual
limitations, and perhaps always will, in the experimental accuracy
and/or availability of the nuclear data for their particular
application.

A constant source of frustration is the long lapse of tir:e
between the measurement or sophisticated calculation of cross sec-
tion information and the actual availability of the data in the
pointwise Monte Carlo cross section library. Large, accurate nu-
clear data bases often seem to mitigate against the rapid use of
new or revised data to solve current engineering problems.

The following sections expand upon these limitations and user
frustrations. Although this is intended to be a constructive crit-
icism, it fails to adequately address the positive aspects. The
user community is indebted to those who labor faithfully to assure
that the nuclear data base and the codes that use this data base
are of the highest quality that is practical within budget
constraints.

PROLIFERATION OF DATA

Discussion

In many problems the user of a Monte Carlo code cculd attain
sufficient accuracy with a rather small amount of nuclear data.
Fine structure detail in the cross section data base and an accu-
rate treatment of the energy-angle distributions at collisions may
be unnecessary. However, the user typically does not have the
time and may not have the expertise to verify that a collapsed
cross section set is appropriate. Thus, the availability of a
large pointwise cross section library satisfies broad needs even
though computer memory requirements tend to be excessive.

Practical considerations demand a balance between an unre-
strained increase in the size of the nuclear data base on the one
hand and overrestrict ion on the other. T»iis balance was addressed
in the literature years ago for Monte Carlo utilization of
ENDF/B-1I1 and ENDL data [ll]. Here I summarize some recent



experience at l.os Alar.os Scientific Laboratory (I.ASI.) in the gen-
eration of a pointuise cross section library from ESDF/B-V for use
in the MCSP [i] Monte Carlo code. Mv thanks to Dr. Bob Seanon and
Dr. Pat Soran of Group X-6 and Dr. Bob MacFar lane of Group T-2
at 1.AS1. for supplying this information.

Exanple of Pointwise Library from ESDF/B-V

A pointwise library encompassing 68 nuclides was generated
using a module of the NJOY processor code [12]. The 68 nuclides,
the ENDF/B MAT numbers, the number of energies for the linear-
linear cross section tabulation, and the length 'decimal) of each
cross section set in the pointwise library are given in the first
four columns* of Table I. The total length of the pointwise
library, as given b;. the sun ;>f column four, is 3,130,345 decimal
words. This total length is disturbing in the sense that typical
problems utilizing ten to twenty-five of these nuclides will not
directly fit into rather large computer memories; for example,
large and small core on a CDC-7600. Hence, we are forced to either
(1) thin the data, (2) use a computer with a larger memory, (3)
pack nore than one cross section per computer word, (4) resort to
multigroup averaging, or (5) utilize an older data base.

Of the above possibilities, option (2) is expensive and is
only available to users at a few laboratories; option (3) is
possible although it introduces a variety of complications; and
option (5) is clearly undesirable as a long term solution. Unfor-
tunately, option (1), thinning the data, takes out some of the
fine structure that evaluators and experimenters have worked so
hard to put in the ENDF/B-V files. Since this thinning must be
done fur most of the 68 nuclides, an automated method in needed tr-
thin in contrast to careful tailoring of the thinning to each
nuclide—a budgetary limitation. This is a practical dilemma and
is one reason why too much detail in the files is sometimes self-
defeating.

Before addressing the results of a thinning procedure, the
ENDF/B-V based pointwise cross section file is compared to an
older (primarily ENDF/B-IV and ENDL based) pointwise file with
lengths summarized in the fifth column of Table I. Length compar-
isons between columns four and five of Table I are summarized in
Table II with major conclusions as follows:

. There are eight nuclides of total length 454,490 which were
not available on the old file. However, there are 17 mater-
ials on the old file for which there are no corresponding
cross section sets on the new file—a total length increase
of -170,706 words. Hence, it is apparent that the total
length increase going from old to new of 2,239,598 «-;rds is
not dominated by differing nuclides on the files.

. Natural Eu and Gd have been replaced bv isotopic representa-
tions on the new file with a net increase of 503,218 words.

. There are seven nuclides whose cross section representations
increased in length by a factor of ten or nore producing a
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total length increase of A58,746 words.
. There are five nuclides which increased in length by a factor
of five to ten with a total length increase of 248,294 words,

. There are six nuclides which increased in length by a factor
of three to five with a total leng h increase of 442,b58
words.

. There are eight nuclides which increased in length by a fac-
tor of two to three with a total length increase of 209,943
words.

. There are twenty-three nuclides which increased in length by
factors of less than two for a total length ' -.crease of
102,055 words.

It is clear from the above that the large increase in the length
of the new ENDF/B-V based pointwise Honte Carlo library is not due
to just a few nuclidep. Rather there is a general across-the-
board increase, although certain isotopes are sore crucial than
others. The elaborate resonance parameterization in the newer
ENDF/B data bases results in many points when the data are pre-
sented in tabular form. To further compound the problem, the
angular distributions continue to increase in size.

The NJOY code was also used with a thinning algorithm to thin
cross sections in such a way that the resonance integral of
ENDF/B-V was changed by no more than one-half a percent. Angular
distributions were also thinned. The result of the thinning is
shown in the seventh column of Table I. The total file length
after thinning is 1,076,418 which compares favorably with the
length of the older file. However, the penalty is that one is now
inflicted with the concern that inaccuracies may have been intro-
duced for some user applications and this thinned cross section
file has strayed away somewhat from the ENDF/B-V data base. Never-
theless practicality must play a role in such decisions.

We mentioned previously that another possible option is to
resort to multigroup averaging. This option has also been exer-
cised at LASL and is shown in the last column of Table I for a
240 energy group structure. This is actually a hybrid between a
pointwise and a pure multigroup treatment in that the cross sec-
tions are collapsed into groups, but Che angular distributions and
inelastic energy laws are treated In a continuous energy fashion.
Of course, multigrouplng has definite limitations for problems
where the resonance structure is important [13].

The 1979 version of the ENDL library is more compact than
ENDF/B-V so that length considerations of pointwise libraries gen-
erated from ENDL are not such a problem. Nuclide lengths of a
pointwise library generated from the 1979 ENDL tended to be even
shorter than the corresponding thinned pointwise library based on
ENDF/B-V.

Data Checking

As library files increase In length the manpower and computer
effort required to adequately check the reliability of these

- 10 -



libraries also increases. Pointwise Monte Carlo libraries must be
compared with the original HNDF/B or ENDL data base using both
differentia] and integral checks. It is possible to make rather
powerful integral chocks by running simple problems with the Monte
Carlo code. For example, in the regime of nuclear heat deposition,
coupled neutron-gar.n.i problems in an infinite one-nuclide n̂ edia
with ronoenergetic neutron sources can be made to compare nuclear
heat dep ition to that obtained by mass and energy balances.
However, Jhere is a practical limit to the number of such integral
tests that can be made so differential data checking must play a
dominant role. A good summary is presented on pages 34-38 of
Reference 14 for differential data checking techniques utilized
with the MCNP code libraries.

NUCLEAR iiEAT DEPOSITION

Energy balance problems within ENDF/B ave being addressed and
options are being provided in processor codes LIOJ to provide the
Monte Carlo user with the best possible data. In recent cross
section evaluations special care has been taken to assure adequate
energy balances. A recent iron evaluation provides a good example
[15]. It is important that evaluators and code developers continue
to work together to resolve this energy balance problem.

In the context of appropriate energy balances within the
microscopic data base, I would like to quote from page 44 of Ref-
erence 16 stating a philosophy for ENDL:

"Since the difference between total energy deposit and
loc.l energy deposit represents the energy carried away
by gamma rays, there is clearly a close relationship
between the nonlocal energv deposit and the photon pro-
duction data. To insure calculational consistency
between these quantities, energy deposits are used as
input data for calculating the photon production cross
sections and spectra."

EXTENDING THE SCOPE OF ENDF/B

Fission reactor design provided much of the incentive for im-
provements in the nvclear data base for neutron energies below
^10 MeV. Fusion reactor research has subsequently provided the
need to improve cross sections at somewhat higher energies culmi-
nating in ENDF/B-V for neutron energies up to 20 MeV. For many
years there has been some interest in extending the energy regime
of LNDF/B even higher. Neutronics [9] for the Fusion Materials
Irradiation Test (FMIT) facility [17] has recently led to a renewed
interest in neutron cross sections up to ^50 MeV (see Proceedings
of a Symposium on Neutron Cross Sections fr<*H 10-50 MeV held at
Brookhaven National Laboratory, May 12-14, 1980). This accelerator-
based facility, now in the early stages of construction at Hanford,
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will provide high fluences in a fusion-like radiation environment
for the testing of materials.

SPECIFIC CROSS SECTION NEEDS

While a comprehensive discussion of cross section needs is
beyond the scope of this paper, I will mention a feu that have
come to my attention.

Tahle I shows the nuclides for which photon production data
exists in ENDF/B-V. Clearly the absence of photon production data
for 22 out of these 68 nuclides is a definite limitation in some
user applications.

The Mathematical Applications Group, Inc. (MAGI) would likt-
to see some more work on the S(a,£) files and clarification of
their use.* Specifically, for extreme values of i and i the tabu-
lation is too coarse and interpolation rules are not adequate.
There is also a singularity at *=0, 6=0 for which extrapolation
rules should be provided.

The long string of interfaces
Experimentalists (measure cross sections)

I
Evaluators (calculate and prepare cross sections for EXDF/B

i or EJJDL)
Master File Guardians (OK cross sections for ENDF/B or EN'DL

4- and maintain file)
Code Processors (generate pointwise Monte Carlo library)

Pointwise File Guardians (check data in pointwise file and
I OK data)

Monte Carlo Code Developers (adapt Monte Carlo code to cross
i section format and check code)

User
before the user can apply r.he original data from experimental ists
and/or evaluators on current engineering problems implies a long
time span. Efforts should be made to reduce this time span and
provide short cuts prior to releases of new ESDF/B versions.
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TAI51.K I

LENGTHS OF POINTWTSE t'ONTE CAULO LIB0AUIKS

I
M
Ul

f'aterial
or

Nuclielo
_..

H - l

11-2
H-3

He-3
He-4

Li-6
1.1-7

——™ he-9

B-10
B-ll

C-

N-14

0-16

F-19

Na-23
M*-

Al-27
S i -

ENDF/B-V
?'AT No.

1301
1302
1169

1146
1270

1303
1272

1304

1305
1160

1306

1275

1276

1 309

1311

1312

1313

1314

Number
Energy
Points

244
214
184

229
345

373
343

329

514
487

875

1,196

1 ,390

1 ,568

2,702

2,420

2,028

2,440

Length
(ENOF/B-")

2,532
3,736
2,418

1,834
3,102

8,827
4,496

8,528

13,563
4,324

10,902

30,048

29,820

26,955

45,916

48,80'";

31 ,144
rjfi, 369

Length
(ENDF/B-1V
and ENDL)

2,459
3,007
2,114

1,517
2,407

8,204
i, 7 51

7,883

9,241
5 , 1 34

8,309

21,553

21,823

• 2 4 , 4 6 4

6 , 8 1 6

3 ,771

3 2 , 5 1 7

21 ,632

Gamma
Production

Yes
Yes
No

No
No

Yes
Yes

Yes

Yes
No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Length
Thinned

(F.NDF/B-V)

2,532
3,666
2 , 383

1 ,824
2,682

8,105
4.496

7 ,654

12,206
4 ,1 32

10,578

29,959

29,836

2 4 , 4 1 < >

42,539

42,080

30,4 33

48,760

Length
with 240

Croups
(KNfiF/'B-V)

2,511
3,950
2,695

1 0 1 f.
1 , J i V

3,829
6 ,951
3,647

7 ,965

7 ''41
2,620

13,263

17,363

17,231

11,189

20,847

9,792

9,968

2 5 . I 2 4



TABLE I (continued)

•

1

Material
or

•Nucllde

P-31

S-32

CL-

K-

Oa-

T l -

V-

C r -

Mn-55

F i -

0-5"

N i -

VT-

S l - < ) 3

Vo-

<: ! -

It. m— 1 IS

F.NDF/B-V

MAT N o .

1315

1316

1149

1150

1320

1322

1 J23

1 32/,

1325

1 326

1327

1 328

1 340

1189

1 \1\

!L>81

1 35 I

Numbur
Knurgy
Points

326

363

1 ,'498

1,241

2,394

4,434

2,26r>

11,050

I2,r>?4

10,957

14,501

8,926

7,944

17,278

4,260

2,981

29:»

Length
(F.NDF/B-V)

4,53f>

4,80 5

19,19°

16,583

39,830

44,858

26,823

125,671

100,046

105,390

109,979

122,084

51 ,941

125,234

31,894

|9,r>0<S

4 , 0 / 0

Length
(ENDF/B-IV
and ENDL)

2,842

3,252

38 , 571

7,436

24,085

10,644

6,456

38,240

3,586

54,104

*

ri,ii:>

in, u.:
2*),725

ri , 7 1.-.

7 ,(>llf)

. ' ,606

Gamin
Production

Yes

Yen

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

No

Yes

Yes

Nn

Yes

Length
Thinned

(ENDF/B-V)

4,536

4,887

17 ,098

13 ,724

31 ,820

24,570

.M,'»27

49,19f,

2 1 , 5 7 "

65,090

2 1 , 8 4 7

80,918

16,693

10,958

6,400

6,615

'.,067

Length
with 240

Groups
(ENDF/B-V)

4,044

3,962

7 ,382

7,165

11,197

(.,562

5,264

27,793

7,179

25,205

6,816

17,85.'

5,166

6,281

3,755

2,80')

3,8)4
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TABLE I ( c o n t i n u e d )

Material
or

Nuclide

Np-237

Pu-238
Pu-239
Pu-240
Pu-24l
Pu-242

Am-241
Am-242n**
Am-243

Cm-2'.2
('••--244

TOTALS

F.NDF/B-V
MAT No.

1337

1338
1399
1380
1381
1342

1361
1369
1363

8642
1 344

Number
Kncrgy
Points

8,519

2,301
7,808
6,548
3,744
7,635

4,419
323

11,920

3,11.2
4,918

Length

(KNI)K/h-V)

63,264

18,804
71,109
56,476
34,412
66,983

38,771
6,531
87,625

26,650
>'.l .658

),1 10,345

Length
(KNDK/B-TV
and ENi)L)

*

2,588
25,417
41,821

3,44 3
*

*

5,777
*

*
*

890,74 7

Product ion

No

No

YoS
Yos
Yes

Yos
Yos
Yos

Yos
Yos

Length
Thinned
(ENDK/B-V)

9,787

6,108
15,952
12,700
'1,227
11,273

9,065
6,453
9,297

5,520

6,515

1 ,076.418

Length
with 240
Groups

(ENDF/B-V)

5,1 54

5,291
9,020
b, 510
6,967
7,622

6,218
6,329
6,961

4,152
4,680

528,569

* N o t a v . i i l . i b l c m i o l d o r f i l i ; .

* * C r o s s s i - i ' t l n n s ( O r A m - 2 4 2 m , t i n - m o t a s l . i b l o I S O I I U T o f A m - 2 4 2 , w i t h l i . i l t ' - l 1 1 \ - ^ 1 5 2 v o . i r s .



TABLE II

LENGTH INCREASES ENCOUNTERED KITH EXDF/B-V

Source of Increase Increase

New Nuclides 454,490

Eu + Gd Isotopic Instead of Elemental 503,218

Nuclide Length Increase Factor >10 458,746

Nuclide Length Increase Factor 5-10 248,294

Nuclide Length Increase Factor 3-5 442,558

Nuclide Length Increase Factor 2-3 209,943

Nuclide Length Increase Factor '2 102,055

Missing Nuclides -179,706

2,239,598 Words
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COMPATIBILITY OF DETAILED EVALUATIONS WITH
LWR APPLICATIONS

0. Ozer

Electric Power Research Institute
Palo Alto, California 94304

In typical Light Water Reactor (LWR) applications detailed
evaluated data f i les are only used after a considerable amount of
data reduction and processing. Evaluated f i les are processed into
a multigroup library In general containing of the order of 100
groups. The selection of the weighting spectrum, energy grid
structure and the preparation of resonance shielding factors make
such multi-group libraries optimized for thermal reactor applica-
tions but not necessarily limited to a single type of reactor such
as a BWR or a PWR. For a particular reactor, the multi-group data
is further averaged over space, collapsed in energy and parameter-
ized as a function of burnup, temperature, proximity of control
rods, moderator characteristics, etc.

The accuracy of reactor calculations is dependent on the data
reduction procedures as much as It Is dependent on the basic data
itself .

The -ata reduction procedure, can be considered to be a
"second order evaluation" providing a bridge between the basic
"derailed" evaluation and the expected end use. It requires
Intimate knowled-e of the basic evaluation features and a deter-
mination of the .aporLance of these features on the expected
application. An example of such an effort can be seen in the Los
Alamos work by T. England et . a l . , In which the very extensive
fission product Information contained In the last two versions of
ENDF/B was reduced into a dozen linearized chains shown to be
adequate for a wide range of LWR applications.

This two-level approach requires the basic evaluated data
f i les to be prepared as an application-independent, general pur-
pose master data library that wil l provide sufficient amount of
detail in energy ranges and data types of interest to many
different types of applications. Reo«nt advances In computer
efficiency and storage capabilities make the Imposition of
arbitrary size limitations unnecessary for the master data
libraries. However more flexible reduction program* may be



required to eliminate the detail considered to be insignificant
for a particular range of applications, while preserving the
•ore important features.

The aaount of detail and the extent of information provided
in the ENDF/B version V library seen to be adequate for most LVR
needs. However the presence of detail does not necessarily iaiply
accuracy. A number of questions relating to the use of ENOF/B-V
as a production library for fuel cycle optimization, reload
licensing and accident analysis remain.
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USE OF EVALUATED DAT1^ FILE'S IN
CROSS-SECTION ADJUSTMENT

J L Rowlands

United Kingdom Atomic Energy Authority
Atomic Energy Establishment

Kinfrith, Dorchester, England

ABSTRACT

Cross-section adjustment is a way of predicting
reactor properties taking into account both differential
cross-section and integral nuclear data measurements.
The differential cross-section measurements are evalua-
ted first and then adjusted to fit the two types of
data.

Evaluation of uncertainties is an essential
requirement for cross-section adjustment and prediction
of reactor properties. These depend on reactor neutron
spectrum averaged values of cross-sections (although the
spectruia shape itself depends on detailed aspects of
cross-sections). For many cross-sections it is
sufficient to know the uncertainties in the average
values in broad energy intervals, in the dispersions
about the averages (such as mean resonance parameters
and cross-section minima) and in the broad energy
gradients of cross-sections.

Some integral measurements might best be taken into
account in the derivation of evaluated data files.
These include measurements of single reactions in veil
defined spectra, measurements for single substances
and measurements which give information about cross-
section fine structure. More general types of integral
data might best be used to adjust an applications
orientated cross-section library.

The paper discusses the requirements for deriving
cross-section adjustments and how these should be in-
corporated in cross-section libraries.
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INTRODUCTION

By cross-section adjustment v;e rear, taking into
account both differential cross-section ar.d integral
nuclear data rr.easurerr.er.ts in the- derivation of a cross-
section library. An alternative to deriving such an
adjusted cross-section library is to correct cal-
culations rr.ade using an unadjusted library (ie one
based on differential cross-section measurements
alone). The corrections can be bias factors obtained
by analysing reasurer.er.ts of properties similar to the
ones being predicted, or they can be calculated frcr=
the first order estimates of the cross-section adjust-
ments required to fit a v/ider range of integral
measurements {using the cross-section sensitivities
for the property being predicted to calculate the
correction). However, it is more accurate, and more
convenient, to derive the adjusted set, iterating, if
necessary, to obtain a converged fit. The accuracy of
predictions can then be evaluated both by comparing
measured and calculated values of integral properties
and by combining the calculated covariance matrix for
the adjusted cross-sections with the cross-section
sensitivities for the uredietcd :•;"'.T trties.

Carrying out a cross-section adjustment study also
tests the consistency of the measurements. The whole
range of different types of integral neasurerent can
be included in an analysis and so it is possible to
detect errors in integral measurement techniques,
assen±>ly composition data and modelling approximations.
As the accuracy of the differential cross-secticn
measurements and the reliability of uncertainty estima-
tion improve so the impact of these on the assessment
of consistency and accuracy of predictions will
increase.

Before integral measurements can be taken into
account in the production of a combined differential
and integral nuclear data based library, energy de-
pendent cross-section curves must be derived which in-
clude the detailed fine structure required in the
final cross-sections. These curves are usually based
on nuclear theory and differential cross-section mea-
surements. These "evaluated cross-sections" are then
adjusted to take account of the integral measurements
(and, possibly, additional differential cross-section
measurements). The integral measurements might indi-
cate the need to revise the fine structure, as well as
the average infinite dilute cross-sections, and it
might be necessary to iterate because of the lineari-
sation of equations in the adjustment process.



The distinction between "evaluated" and "adjusted"
cross-sections is not clearly defined in practice.
Certain simple types of integral measurement are some-
times taken into account in deriving "evaluated data
files". These include, for example, thermal
Maxwellian spectrum averages and resonance integrals.
There is also no precise definition of "integral mea-
surements". For example, should we class broad resolu-
tion thick sample transmission measurements as integ-
ral or differential measurements? In the fourth
section of the paper different types of integral
measurement are summarised and those appropriate for
inclusion in "first stage" or "evaluated data files"
are proposed. The evaluation of the differential
cross-section data can also proceed in stages, with an
"a priori" cross-section curve (which has been derived,
for example, from a nuclear model calculation) being
adjusted to fit differential cross-section measure-
ments. An example of this approach has been given by
Schmittroth and Schenter Ql[] .

The main reason for producing evaluated nuclear
data libraries is to predict integral properties. It
is appropriate, therefore, to take account of integral
measurements when producing these, provided that the
uncertainties in the analysis of the integral measure-
ments can be assessed reliably. This question is
discussed in the fifth section. If, however, an eva-
luated library must be processed before it is used in
applications, an intermediate processed library might
be the more appropriate level at which to take into
account the more general types of integral data. This
is discussed in the second section. An adjusted
nuclear data library should include integral measure-
ments relating to all possible applications: thermal
reactor, fast reactor, shielding, dosimetry, general
criticality and fusion blankets. This is preferable
to the development of specific application libraries,
which is the usual approach at present. However, it
would be a formidable undertaking to include the whole
range of integral measurements in a single adjustment
exercise. Therefore possible separations of the ad-
justments, by substance, reaction type and energy
range, should be considered.

Procedures for combining differential and integral
data have been developed and reviewed, and the phi-
losophy of cross-section adjustment discussed, by
number of authors. Comprehensive reviews have been
published in recent years by Bobkov et al F2"1, Chaoj^""1,
Dragt et al [V], Gandini and Salvatores \_5V Kuroi
and MitaniQej, Pazy et al [~7[], Pearlstein \_fQ and
Weisbin et al Q?T]. T n e methods involve the calcula-
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tion of the sensitivities of integral properties to
cross-section changes and estimation of the uncertain-
ties in both the reference differential cross-sections
and the integral measurements (and analysis).
Although the mathematical equations can be expressed
in terms of cross-section variations which are con-
tinuous functions of energy, it is the practice to
reduce the number of variable cross-section parameters,
most usually, by treating as the variables, factors
applied in broad energy groups. This is appropriate
because the integral measurements only provide infor-
mation about averages over broad energy intervals.
The factors can then be fitted by smooth curves before
applying them to the differential cross-sections. The
uncertainty information which is required consists of
the variances in the values of cross-sections averaged
over the energy groups and the covariances both be-
tween groups and between different reactions. Alter-
natively, for some reactions or energy ranges, other
parameters can be chosen as the variables'. The
uncertainty information must then relate to these
parameters. In the earlier applications of the cross-
section adjustment procedure the covariances were
often little better than guesses. The adjustments
were nevertheless successful, for two reasons: firstly,
the accuracy of predictions of reactor properties
depended primarily on the integral data and was not so
sensitive to the uncertainties in the differential
cross-section data; secondly, the broad resolution of
the integral measurements resulted in adjustments to
most cross-sections which were slowly varying functions
of energy (independently of the assumed energy co-
variances) . Few cross-sections were changed by more
than the assumed standard deviations (only U236 cap-
ture and fission in the UK studies). However, the
uncertainties estimated for the cross-sections did
have important effects in constraining adjustments,
indicating inconsistences between integral measure-
ments and the presence of additional sources of un-
certainty (such as the moisture content of graphite,
which first appeared, in our studies, as an adjustment
to the carbon cross-section).

In the last few years methods have been devised for
calculating cross-section uncertainties, and formats
have been designed for storing the uncertainty data in
files which can be processed conveniently-. In parti-
cular- the work of Perey Q f t 3 Peelle M l • and Drischier
and Weisbin £l2~' has been an important contribution,
laying the foundations for the development of cross-
section uncertainty evaluation and producing much
valuable data.
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The objectives of the continuing programmes of
differential cross-section measurements and evaluation,
and of integral measurements and analysis, arc improving
the accuracy of prediction of integral properties, and
assessing the accuracy of predictions. Evaluating the
uncertainties in the data is as important as improving
the data, because the design margins must cover the
assessed uncertainties. Scrr.e views on the require-
ments for cross-section uncertainty information are
given in the third section of the paper. The aim
should be to meet the requirements as simply as poss-
ible, taking into account the energy resolution
requirements, the aspects of the cross-sections which
are important {resonance structure, thresholds, energy
gradients), the sources of uncertainty (normalisation,
reference cross-sections), the reliability of the
assumptions involved in the derivation and use of the
uncertainty data (eg assumption of normal distribu-
tions of errors) and the incompleteness of the infor-
mation on uncertainties in measurements.

FORMS OF CROSS-SECTION LIBRARY WHICH CAN BE ADJUSTED

A distinction between "evaluated" and "adjusted"
cross-sections could be made for one of the following
reasons:

(a) By choosing the primary cross-section library to
be based on evaluations of differential cross-
section measurements and nuclear theory the
uncertainties in the evaluation of differential
cross-sections are separated from those in the
integral measurements and analysis. This is
convenient because the uncertainties in the two
types of data have different characteristics.
However, integral measurements which give infor-
mation about the fine structure of cross-sections
and about individual reactions (without intro-
ducing complex correlations) are probably best
included in the derivation of the primary library.

(b) Cross-section adjustments derived from an analy-
sis of general integral data usually relate to an
applications orientated cross-section library,
like the MC^ library, which has been derived from
a basic "evaluated cross-section library" like
ENDF/B. Simplifications and approximations are
made in deriving the applications cross-section
library and the adjustments might partly compen-
sate for these approximations. The adjustments
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might,therefore, only be valid for this library
and should be incorporated in a library of the
same type. Another consideration is that it is
generally more convenient to make broad energy
range adjustments to such a library (although
fine structure adjustments are best nade to the
basic library) . The applications library must be
sufficiently general for all the required appli-
cations.

(c) In some applications the cross-sections are
adjusted to compensate for approximations in the
calculation methods as well as for the nuclear
data uncertainties. This can be an effective way
of improving the accuracy of prediction using a
particular method, tas has been shown by
Pearlstein JjQ. The adjusted cross-sections are
parameters which fit the integral r.easurer-ents and
they have no application other than for inter-
polation within the range of this set of integral
measurements calculated using this method. This
approach is limited to applications where the
approximations are the same in the methods used
to analyse the measurements as those used to make
predictions. For this reason it cannot be used
in the analysis of fast reactor criticals because
the cell heterogeneity calculation methods are
different from those used to treat the power
reactors for which predictions are to be made.

The adjusted cross-section library FGL5 was pro-
duced in fine group form from an unadjusted fine group
library, called FGL5U Q 3 ] , which vas derived from
evaluations of differential cross-section measurements.
The integral properties were calculated using the fine
group library but the adjustment parameters were fac-
tors applied in ten broad energy ranges (followed by a
smooth fit to these factors). The adjustments were
made in stages. The only cross-sections for which the
fine structure was changed were for U238 in the reso-
nance region (below 25 KeV). The resonance para-
meters were changed by reducing Ty in the resolved
region and revising all parameters in the unresolved
region. These adjusted U23g cross-sections were
generated in the basic evaluated library form. The
bias introduced by this revision of the U238 cross-
sections, relative to the evaluation of the differen-
tial cross-section measurements, was taken into
account in the next stage of calculation of the cross-
section adjustments. This next set of adjustments was
applied to the fine group cross-sections. A further
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cycle of very small adjustments was made to correct
for non-linear effects found in the values calculated
using the intermediate adjusted set.

The fine group libraries have a sufficiently
detailed structure for them to be suitable for a wide
range of applications. They are not spectrum depen-
dent. The approximations made are:

i a sub group representation of resonance structure
within fine groups.

ii a pseudo discrete level representation of in-
elastic scattering to the continuum.

iii the anisotropy of the angular distribution of
secondary neutrons is approximated as PI (or by
the transport approximation), although more
information about the anisotropy is contained in
the library (in the secondary energy distribu-
tions) .

In some studies the cross-section adjustments are
applied to broad group sets. In these cases the
adjustments could be more dependent on the approxi-
mations introduced by group averaging and could limit
the range of integral measurements which can reliably
be fitted and systems for which predictions can be
made.

CROSS-SECTION UNCERTAINTY REQUIREMENTS

Information about the fine structure of cross-
sections is only required when this affects neutron
spectra, which, in fast reactor spectra,is for ma-
terials present in significant proportions, such as
C, 0, Na, Cr, Fe, Ni, U238/ PU239 and PU240. For
other substances, such as individual fission products,
higher actinides and many activation reactions, the
uncertainties in broad spectrum weraged values, am"
in the energy gradients of the cross-sections over
broad energy intervals, are sufficient for fast reac-
tor applications. In thermal reactor spectra
shielding in individual low energy resonances can be
significant for these substances and reactions.

Uncertainties in the average energy gradients over
broad energy ranges (perhaps a decade in energy) are
required to estimate uncertainties in the differences
between reaction rates in different spectra, and to
permit adjustments to be made to fit measurements
made in different spectra. Effects such as fast
reactor sodium voiding reactivities depend on the
differences between relative reaction rates averaged
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in the normal and in the scdiur. voided reveler spe~-.r2.
It is also necessary to specify uncertainties ir. cress-
section shapes to ensure that adjustments to fie
integral r.easurer.ents are consistent wit:, nuclear
theory and the differential crcss-secticr. reasurcrer.ts.
For reactions with a thre-Ehcld we need tz knew t:.e
uncertainties in the threshold energy r.r.-l ir. the
average gradient up to the plateau.

Neutron transmission through shields is sensitive-
to cross-section values ir. r.inir. and sc u:.certain* y
information is required fcr these. The uncertainty :r.
the transmission depends or. uncertainties :r. the
average values of quantities iir.e ',!/").

We can separate the types of cross-sect i'-r. struc-
ture for which there are uncertainty re::jirerrir.ts ::.* ;
the following categories:

(a) Individual resonances and crcss-recticn rir.ir^.
These are perhaps best character: :>tu :„•/ tj.c
uncertainties in the resonance :.ar:;rx-te.'s ar.u
the correlations (both between thv p^rarx-ters _: f
each resonance and between res:.-••snees,* .

(b) Average resonance structure in an ir.tc/v^I. T:.:;=
night be characterised Ly uncertain*.ie:-; ir.
average resonance parameters ar.'i '^r.cir dis*r.
butions. Alternatively t::e uncertainties -r. s':r-:>
other parameters represent in',: the distnLut i'jn 'f
cross-section values night he sufficient 'para-
meters in shielding factor?, bcz-.r- r r.c :.' H F : -
bility) . A simple pi rar.etris-.it. i r.r. S:::,J1-J L C
sufficient tc represent uncertainties.

!c) Intermediate structure. This ct.ul'i te ro: resen-
ted by components of the uncertainties m * he
average resonance properties, or average cross-
sections, which are unccrrelatcd between the
energy intervals in which the .tsor.arre par:i-
meters are averaged.

(d) Threshold regions. The uncertainties in the
effective threshold energy, the aver iye energy
gradient up to the plateau and values ;r. the
plateau are required. For reactions with
thresholds above abc.ut 5VeV the uncertainties :r
the fission spectrur averaco;: valuer right
suffice.

(e) Smooth cross-sections end the shapes of cress-
sections averaged over the rescnance structure
and intermediate structure. The re-.:uironer.ts
are for the uncertainties in the average values
and the average energy gradients ever broad
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oner ./ range-;;. Possible averages for which the
un • •*, rti i r.t ic s c ou 1 d be g i ve n ire:

; i; ?herr.<j 1 "axvrc: 11 i an

;ii; Variation of t:.e triermal r^xwel1ian average
with temperature

Jiiij Resonance integral

I:v; Hescnance integrals for lattices ''resonance
structure;, including temperature dependence

'\-'l Energy averages over intervals of about :.
lethargy, L to 2\'. or decade intervals, depen-
ding r n the importance r-f th:? er.ss-secticr..
Correlation.; between the urrert air.*. ies or. the
averages m different interval? are also-
required

;vi; Average energy gradients -vcr intervals and the
correlations betv:ec-r. ir.tvrv i .3

im.po.rtan* r^act ions

Several cf these requirements could Lc ret by
representing the uncertainties :y an energy dc-penden*
factor to be applied t~ the cro ss-sccti or.. Per
example, the fart'r could be a :;•_: Ivn' m ial functicr. oi
energy, !l + a * LL) , .:r hic:hcr crier, ar.d t::e
uncertainties :n 'a1 and 'b' w^uld be specified. ":::.-
polynomial can be simpler than the prlynrria] required
to represent the shape of the- cross-sect io::. This
would be a po-.ssible form f; r * he cress-sect icns cf
hydrc.-gen, IUG [below 1 '.'.o\') , cj.r!;•':-. 'Lelrw 1 V.eV, with
resonance parameters above), Cr, fe, Ni * below abru::
1GC eV with resonance parameters ah'^ve, .;r.u avera-o
parameters above about. 100 KeV' . For crcss-secti^::
curves which are averages ever the resonance structure
a similar parametrisati"n over selected encray ranges
might be a suitable way tc represent uncertainties.

Representing the uncertainties in terms f a few
parameters 'such as the thermal value and the energy
gradient, r.-r the values it a few energy points, with
the shapes between these points being adjusted by a
spline fit to the adjustments tc the prir.t values!
enables the ccvaruinces between cross-section values
at different energies to be calculated as continuously
varying functions cf energy. However, such a repre-
sentation cculd require new prpecssin • codes to
generate energy croup c.varimces, or tc transform the
sensitivities to relate* to these :;aranoters.
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Separating out independent uncertainty parameters,
such as normalisation uncertainties and bread gradient
uncertainties, enables the number of variables in an
adjustment study to be reduced and also permits the
fitted values of these parameters to be calculated
directly. This was the approach adopted in Ref 2 4
to the representation of uncertainties in both
differential nuclear data and integral measurement
analysis. It is equivalent to transforming the
variance-covariance matrix to a diagonal form ar.d
treating these independent parameters as the variables
in the adjustnent. The matrix of sensitivity co-
efficients is transferred to relate to these para-
meters and the f i* ' i:." procedure *-"•"«- involves fever
:• :.'• r: :•: o M ? r it:' • -; Le::;u.->" * :.e v ; r i 'ir.'L r'i'.ri:-: .:; ;i; - ".. ~'-". .

The particular form chosen to represent cross-
section c/.-csr i nr.vm: should be the one which evaluators
find most — r.ve:.i"r.', because any form can be handled
by those carrying -.•„;•> adjustment calculations. Vic
should perhaps ro-'T;,:;;;;:.,••, •_:,;: u-::., thdt the require-
ments are for the uncertainties i:. average values, the
fluctuations about the averages {including resonances
ar.d minima) and the energy gradients over broad energy
intervals, to be calculated from the covariar.ee data.

Importance of uncertainty estimates for near, resonance
parameters

Calculations have been made to she* the importance
of allowing for changes in resonance* shielding factors,
as well as infinite dilute cross-sections, in adjust-
ment studies. The quantities calculated are infinite
dilute and shielded U238 capture cross sections
averaged over the. energy range 0.5 to 25 KeV using a
fixed fast reactor s: ect : ;;r and average resonance
parameters. The shielded cross-sections are calcula-
ted for four temperatures, with a background
scattering cross-section of 30 barns,. Five sets of
average resonance parameters are used, the reference
set and sets with bhanges made to : ., D, SQ and Sj
separately (keeping the other quantities fixed).
These are given in Table 1. The resulting average
capture cross-sections are shown in Table II and the
percentage changes relative to the standard values
in Table III. Measurements in fast reactor critical
assemblies with compositions similar to a power fast
reactor give information only about the shielded
cross-section averaged over broad energy ranges
(similar to the range used in the present study), if
these measurements show a need for a 10? change in the
capture cross-section in this energy range the change
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in the infinite dilute cross-section couM vary
between 7% and 18%, depending on the resonance para-
meters adjusted. There are large differences in the
Doppler effects calculated using the different
possible resonance parameter adjustments as is seen
fror. Table IV. Estimates of the uncertainties is
r.ean resonance parameters, and of the covariances
between them, are required, and these parameters {or
related variables) should be treated as variables in
ar. adjustment study. Siirilar conclusions have been
reached by Greenspan et al ^13^ - The integral data
should be chosen to provide information for different
degrees of resonance shielding and ideally should
include measurements of Doppler effects. Temperature
dependent broad resolution thick sample transmission
and self-indication measurements could meet this
requirement. Adjustments to take such measurements
into account might best be nade separately from a
general integral data adjustment exercise.

TYPES OF INTEGRAL MEASUREMENT AND THEIR USE IK
CROSS-SECTION ADJUSTMENT

Different types of integral measurement for single
reactions and substances are summarised in Table V
and for mixtures ir. Table VI.

Measurements which give information about indi-
vidual reactions and substances should be used to
adjust the data for these separately. Some measure-
ments are relative to a reference reaction (or other
item of nuclear data) or made in a spectrum which
depends on other data. It is still appropriate to
adjust these separately if the uncertainties associa-
ted with the reference reaction and the spectrum are
relatively small. This could be the case for the
reaction rate and reactivity worth measurer.ents made
in reactor spectra for individual fission piDducts,
higher actinides and activation reactions (which do
not contribute significantly to the reactor neutron
balance and spectrum shape). Simultaneous evalua-
tion of all the data involved is probably not
warranted. Spectrum measurements which give infor-
mation about details of cross-section structure (such
as resonances, minima and thresholds), are also best
taken into account separately. The detail of the
spectrum shape in a small energy interval is not much
influenced by errors in other cross-sections and
energy ranges which affect the overall shape of the
spectrum. A two-stage interpretation of spectrum
measurements should be considered, separating the
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fine structure information frcr. ri.o Lrcad spectrum
shape (river ;-••:• over br^nc: energy intervals) .

There are broad energy ranges f~r which it night be
possible to carry out the adjust.mer.ts separately 'but
taking into account, the revised ccviriar.ee matrix at
each stage) . These energy ranges are ther.-.al
Maxwellian, resonance region l.tc about 1 Ke"5 , fast
reactor core {1 KeV to 1 MeV, for reactions other than
threshold reactions), shield transmission (10 KeV to
10 MeV) and fission spectra (above 1 MeV). Measure-
ments in benchmark fields can overlap these ranges.

Adjusting a cross-section which has a complex
structure, such as the L'238 capture cross-section in
the resonance region, can be a lengthy procedure and
if the requirements of integral measurements can be
anticipated when selecting the representation for the
detailed structure this can reduce the number of
stages of iteration required to fit both the differen-
tial and integral measurements. However, the bias
which has been introduced into the reference cress-
section, (or the difference between this cross-section
and the value which would be obtained by fitting only
the differential cross-section measurements) must be
allowed for in an adjustment study, ar.d the uncertain-
ties for an evaluation of the differential cross-
section measurements alone must be used.

UNCERTAINTIES IN INTEGRAL MEASUREMENTS AND ANALYSIS

At present, the uncertainties calculated for the
predicted values of many re -.art •: ,r properties depend
mainly on the uncertainties estimated for the related
integral measure.nen';r used in the derivation of the
adjusted cross-sections. Consequently it is most
important that these uncertainties are reliably
estimated. Attention must be given to possible
systematic errors whipU could affect all the measure-
ments of a particular type of property. These
systematic errors could be associated with the
measurement technique, the material components used in
a series of assemblies or the methods of analysis.
Some systematic errors affect both different measure-
ments in the same assembly and measurements in differ-
ent assemblies. For example, approximations in the
methods used to calculate cell heterogeneity affect
^238 fission and capture and PU239 fission and capture
in related ways and the combined effect results in an
error in Keff. The errors will be related in differ-
ent assemblies but they will not be the same because
of different cell structures and spectra. An



approximation which is made is to assume that between
assemblies having a similar type of cell structure,
the cell heterogeneity uncertainties consist of a
fully correlated component and a random component,
(rather than attempting to relate the systematic
uncertainty to the changes in cell structure and
spectra) . The uncertainties are difficult to estimate
and it has been hoped that by including measurements
made with different types of cell heterogeneity the
effects of these uncertainties would be removed. In
the British facility, ZEBRA, measurements have been
made using both plate and pin geometry cells and using
plutonium metal plates and mixed uranium-plutonium
oxide plates. In the French facility, MASURCA, the
fuel is in rodded form. In the Argonne, German and
Japanese facilities the plate fuel has a different
composition to the British plate fuel, and me.isure-
rr.ents have also been made using fuel in pin form.

Monte Carlo calculations have been made to evaluate
the cell calculation methods used at Argonne and these
have given encouraging results ri<T3« However, both
the type of heterogeneity and the method of analysis
used for ZEBRA plutonium plate cells are different
from the Argonne cells and methods. A number of
measurements made in 2F.BR/. indicate differences bet-
ween measurements made with plate and pin geometry
cells, and using metal antf oxide fuel, which are
larger than the estimated uncertainties. There are
measured differences in Keff of about 1" between plate
and pin cells which are calculated to have the same
value of Keff. This compares with typical calculated
Keff heterogeneity effects of 1.4 and 0.-3 for plate and
pin cells, a difference of 1%. (However these are the
net effects of several components, some of which tend
to cancel). The pin cell results are more consistent
with the measurements made in the Swiss facility
PROTEUS (which uses oxide fuel in pin form), Fl~^] and
with the critical data for the UK Prototype Fast""
Reactor at Dounreay. It is clearly necessary both to
improve the accuracy of cell calculation methods and
to include the widest possible range of cell types
when deriving cross-section adjustments.

It is interesting to note that the adjustment study
made by Marable et al [j 8j (which was based on measure-
ments of Keff and reaction rate ratios in four Argonne
critical assemblies and reaction rate ratios in a bench-
mark field) gave similar standard deviations for
predictions of fast power reactor Keff and breeding
performance to those assessed for the adjusted cross-
section library FGL5 £l :Q, which included a wider
range of integral measurements. This suggests that a
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few accurately defined complementary integral measure-
ments could provide a sufficient basis for prediction
of these properties, although a wider range is
desirable both to average out possible systematic
errors and to provide data which can predict other
properties. The accuracy of predicting Krff and
breeding performance following fitting to integral
measurement is about a factor of 5 higher than using
unadjusted data.

The adjustments obtained by Marable et al to be
applied to ENDF/B-IV calculations made for a reference
1200 MW(e) LMFBR model are +1.4% (±0.5%) for Keff and
-5.5% (±2.0%) for the breeding ratio{without K reset).
This compares with differences between calculations
made using the FGL5 set and ENDF/B-IV (MC2) for an
international intercomparison benchmark model £l9j
of +2.9% for Keff and -2.5% for the total breeding
ratio. This benchmark model had a high fuel density
and low fissile enrichment, which could partly explain
the greater difference in Keff, because the correction
to U238 capture would have a larger effect. It is
also consistent with a possible systematic error in
our analysis of ZEBRA plutonium metal plate cell
assemblies (the method of analysis being different
from that used at Argonne). Although integral
measurements made in other types of cell were used in
the production of the FGL5 adjusted library this type
had most influence on the adjustments which relate to
the prediction of Keff in plutonium fuelled assemblies.
However* the fitted ZPR-3/48 Keff values are similar
in both studies.

CONCLUSIONS

It is usual to take account of integral measure-
ments when predicting many reactor properties because
these improve the accuracy of predictions signifi-
cantly. This can be done by adjusting cross-sections,
the advantages being that it is possible to take into
account a wide range of integral measurements, consis-
tently with the differential measurements and nuclear
theory, to test the consistency of all the data and to
evaluate uncertainties in predictions. It is impor-
tant to have reliable evaluations of the uncertainties
in the analyses of the integral measurements because
systematic errors could introduce an undetected bias
into predictions. Analysis of cell heterogeneity
effects are still not completely satisfactory,
particularly for some plate cell geometries, and
improved methods are being developed. It is important
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to include measurements made using different cell geo-
metries in an adjustment exercise.

Estimates of the uncertainties in evaluations of
the differential cross-section measurements are an
important requirement, both for adjustment of cross-
sections and for evaluating the accuracy of predic-
tions. The requirements are for the uncertainties in
averages over broad energy ranges, in the short and
long range fluctuations about the averaged cross-
sections (resonances, minima and intermediate struc-
ture) and in the average energy gradients. Separate
identification of normalisation uncertainties, inter-
relationships between cross-sections and uncertainties
in simple parametric representations could be a
convenient way to represent uncertainties.

The way in which integral measurements should be
taken into account depends on the type of measurement.
Simple integral measurements which relate to a single
reaction or substance could be taken into account in
deriving a basic evaluated data library like ENDF/B.
Integral measurements which give information about
cross-section fine structure (resonances, minima and
thresholds) might also be best taken into account at
this stage. Broad resolution data for mixtures might
best be taken into account in an applications cross-
section library.

It is a worthwhile aim to try to produce an
adjusted library suitable for all applications,
thermal reactor, fast reactor, cirt'cality, shielding
and fusion blankets. However, to achieve this,
separating the integral data into energy ranges and
groups of substances and making the adjustments in
stages might be the most practical method.
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TABLE I

U2 3 a average resonance parameters used in the
calculations

Parameter

Ty
D
So
s,

Standaid

23 mV
22.5 eV
0.9289 x
1.729 x ]

Value Changed

24 mV
20 eV
1.1611 x
1.9788 x

TABLE II

Value

io-*

Per Cent Change

+ 4.3
- 11.1
+ 25%
+ 14.4%

The U 2 3 B capture cross-section averaged over the
energy range 0.5 to 25 KeV

Parameter
Set

Standard
Pa changed
D changed
S-. changed
S-, changed

Infinite
Dilution

2.5221
2.5849
2.6990
2.6507
2.5901

Shielded cross-sections

300OR

0.9392
0.9577
1.0299
0.9657
0.9703

1500OR

1.2450
1.2701
1.3750
1.2967
1.2781

2700°K

1.3915
1.4198
1.5390
1.4631
1.4251

390GOK

1.4933
1.5238
1.6525
1.5819
1.5270

TABLE III

Percentage changes from the values calculated
using the standard parameter set (0.5-25 KeV)

Parameter
changed

1/D
S*
s>

Percent

4.3
12.5
25.0
14.4

Cross-sections
Infinite
dilute

2.5
7.0
S.I
2.7

300OK
shielded

2.0
9.7
2.8
3.3

Doppler Changes
300
-1500OK

2.2
12.9
6.2
0.7

1500
-2700OK

2.?.
12.0
13.6
0.3

2700
-3900°K

2.2
11.5
16.7
0.1
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TABLE IV

Percentage changes corresponding to a 1% increase in
the 300°K shielded cross-section (0.5-25 KeV)

Parameter

cr

rv
1/D
So
S i

langed

Percent

2 .2
1 .3
8 . 9
4 . 4

Infinite
dilute

1 . 3
0 . 7
1 .8
0 . 8

300

1

-1500°K

1 .
1 .
2 .
0 .

1
3
9
2

Doppler changes

1500
-2700°K

1 . 1
1 .2
4 . 9
0 .1

2700
-3900°K

1.
1 .
6 .
0.

1
2
0
0
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TABLE V

INTEGRAL MEASUREMENTS FOR SINGLE SUBSTANCES

A. MEASUREMENTS a: A:; INDEPENDENT SPECTRUZ

Reaction Rates and Reaction Rate Ratios

Thermal maxwellian
Resonance integrals
Fission spectra
Standard benchmark fields
Reactor spectra

Reactivity Worths and Viforth Ratios

Thermal maxweilian eta values
Small sample reactivity worths

B. SPECTRUM DETERMINED BY THE SUBSTANCE

Thick Samples and Heated Samples

Broad resolution transmission
Broad resolution self-indication
Resonance integrals
Reactivity worths and reaction rates

Large Blocks

Transmission spectra
Age to the indium resonance
Exponential experiments
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TABLE VI

INTEGRAL MEASUREMENTS FOR MIXTURES

C. SIMPLE GEOMETRY ASSEMBLIES

Type:

Measurements:

Null-reactivity test zone
Region with measured buckling
Uniform core and reflector
Regular lattices

Critical parameters
Principal reaction rate ratios
Neutron spectra
Unit cell reactivity worth
Component reactivity worths
Reference reactivity worths
Reaction rate distributions
Reactivity worth distributions

D. MOCK UP ASSEMBLIES AND POWER REACTORS

Critical dimensions
Control rod worths
Power and reaction rate distributions
Large region sodium voiding reactivities
Temperature and power coefficients
Burn-up reactivity changes
Compositions of irradiated materials
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TABLE VII

CF'?ctr'jr. /iv^ragea Ho^eticr. Pato "ea^arer.cr.tr:

(a) Well aerined spectra (eg tr.err.al r.axwelliar,}

(by Peactor Epectru;., rr.ea3urer.er.tD 'eg irjaterial
activation ar<d higher actinides}

(c) Reactivity r.eaGureir.enti;
'i; Therr.al spectrur. eta valuer

(ii) KeasuTer.ent3 in reactor spectra
(eg individual fission products)

(a) Thick sample broa'i resolution T.easurer.ents
(Average resonance data)

(e) Large block transmission spectra
(Resonance data and r.inira)

General Integral Data

(f) If used to guide selection of evaluation
then record in the file the consequent
bias relative to the evaluation of
differential data alone. wive variance-
covariance relative to the latter).



Processing Needs and Constraints Discussion

Henryson

The presentations of our panel have raised questions about the
site and de'ail of evaluated f i l e s . On the one hand, too such
detail causes significant processing problem* ( e . g . , point energy
Monte Carlo) and tends to be lost in th- processing step. On the
other hand the detailed data are available and have application.
Is there a concensus on how to deal with this dichotomy?

Carter

I'm afraid that I have no solution although there is clearly a
problem. Frost the perspective of point Monte Carlo, it is
highly desirable to have the detail but there is a practical
problem in that the burden is placed on the processor codes
and until computer memory and speed increase substantially,
such processing is very expensive.

Mac Far lane

Evaluated files have a wide variety of applications and
complete detail is certainly required by someone. The only
solution is to preprocess the data for applied users. The
problems occur in fields where algorithms are not available to
perform the processing. For exaaple, in thinning the EHDF/B-V
data for our point energy Monte Carlo applications, the
processed d«ta become application dependent in that the
thinning algorithms were biased toward high energy
applicat ions.

Orer

It is important to retain detail in evaluated data files and
keep the burden of the use of the files out of the hands of
the evaluators. As a consequence it is essential to stress
the importance of data processing. There is nothing wrong
with application oriented processed files, but the data
reduction step is the key. For example, in processing
ENDF/B-V for LWR Monte Carlo applications, the structural
materials initially take more space than the fertile and
fissile materials which certainly is not consistent with the
importance of the data for Ufk applications.

Henryson

I am concerned with these responses in that I feel that we the
users are copping out. He seem to be saying to the evaluators,
run your model codes, put in al l the detail you want and we won't
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provide any guidance. I feel that the success of evaluated files
world wide has been the fact that users use them. As we put more
processing between the evaluated file and the application file,
the relationship between the two becomes sore tenuous and the
usefulness of the evaluation then becomes sore questionable.

Rowlands

I agee with others that the basic evaluated file should not be
application oriented but believe that it should be possible to
obtain an intermediate file which has wide application -
thermal reactor, fast reactor, criticality, shielding. For
such an intermediate library probability table representation
of resonances or pseudo discrete inelastic levels are
applicable but such representation should not be used in the
basic file.

Gohar
It is fine to speak of details and fine structure, but let us
first fill the gaps where data do not exist or where large
uncertainties impact design applications. The lack of data is
the real problem particularly in applications such as CTR
shield design.

Henryson

We have been in the data evaluation field for many years, yet we
s t i l l talk today about evaluation needs. Does anyone see any end
to data evaluation? Is there some point at which we can say we've
gone M far as we need to go?

Poent is

Reactor designers have design goals for the accuracy of such
parameters as breeding ratio, critically, etc. These
translate to required accuracies (uncertainties) in cross
sections. It appears that the measurements and evaluations
effort would be concluded if these goals are met. This is not
yet the case.

Smith

( i ) Can user disciplines define guidelines for definition of
evaluation, particularly detai l , in particular user areas? ( i i )
Why is not more use made of theoreticrl representations i . e ,
Briet-Hopkins for H(n,n) or few R natrix parameters instead of
hundreds of data points as for the carbon evaluation?



Rowlands

Addressing the question of detail, I would suggest that one
wants quite accurate cross sections but less detail in the
uncertainty data. In the resonance data we have problem at
present in reconciling integral and differential data. This
nay be a consequence of resonance detail but it is quite
difficult to generalize.

Mac Farlane

On the representation question, we are certainly in agreement
that one can trade off bulky tabulated representations of data
against compact algorithms. Dave Mad land's fission spectrum
representation and Gerry Hale's R matrix parameters for
charged particle scattering are examples. The problem ie that
there are a large number of processing codes with a great deal
of money invested in their development, and one must consider
representations which impact on such codes very carefully.
Great coordination among Laboratories is required. For high
energy applications where there are so many reaction channels
open, such representations will be essential.

Dun ford

In planning for future versions of an evaluated nuclear data file
one must balance stability of the reference file against having
the file reflect current values. How <*oes the panel feel about
these conflicting requirements? What should be the balance of
increase in file size end the introduction of more compact data
representations (i.e., new formats?)

Rowlands

One can't adopt a new library too often. There is an enormous
amount of work in evaluating the performance of a new library
(criticals reevaluation, design calculation bais, etc.). In
view of the need for continuity, I would say that new
libraries night be valuable every five to ten years.

Carter

I raised the issue in my talk although I have no answer.
There is need for a stable and accurate data base, but these
needs are in conflict. If stable, one cannot respond quickly
to new measurements and evaluations. As a user t am
constantly being asked "Why aren't you using these new data?"
and it remain* an important issue, particularly in those areas
where data are not available in the sanctioned versions of the
evaluated files.



Ozer

We must concentrate our efforts on areas of importance where
fine tuning has benefits but without new library releases
which break continuity of program and often make it impossible
to build on what we have done in the past. On the
representation issue I would remind everyone that ENDF is a
compromise representation which has been found acceptable to
users and evaluators. Any changes in representation for one
without seriously considering the impact or- „ other would be
a mistake. Changes in representation oust not be taken
lightly.

Pearlstein (Comment)

The biggest problem in any kind of data evaluation is the
potential influence of systematic errors. They are difficult to
determine unless data are measured in many different ways. John
Rowlands said that inconsistencies between integral and
differential data for Carbon led to discovering an error in core
composition. Is the burden of proof on differential data,
integral data, or both? When do we stop looking? When there is
no discrepancy, or more accurately, no apparent discrepancy. I
suggest that even when there is no apparent discrepancy that we
continue through sensitivity studies to record alternate
combinations that are equally likely to produce the same result so
that we will not be lulled into a false sense of understanding.

Peelle

For which nuclides must we evaluate neutron reaction cross
sections for radioactive nuclides for CTR applications? Is it
primarily reaction products of first wall materials?

Gohar

In one of ny viewgraphs I presented a list of materials which
are of use in CTR applications. We must consider the 14 MeV
neutron reactions which include (n,a) and (n,p) reactions.
All of the isotopes of iron and nickel are important. We must
look at those materials in the design and understand their
radioactivity chains. The most important are in the blanket,
but the magnet and shield materials also see 14 MeV neutrons.

How good are the methods? For example, is there a concensus on
how well keff

 c a n b e calculated?



Henryson

At ANL we believe that the methods uncertainty in the eff
calculation of a ZPR or ZPPR system is 0.2 to 0.5Z. The major
causes of uncertainty are the heterogeneity and streaming
treatments in the plate lattices. It is my understanding that
the British are now questioning whether the uncertainties in
the heterogeneities of their criticals are not larger than
those I have quoted. I would point out that just as there
have beer advances in data evaluation, there have also been
enormous advances in data processing. We have reached the
point where such small methods uncertainties are quoted with
great confidence.

MacFarlane

It is important to distinguish between benchmark level codes
such as those used at ANL in the analysis of criticals and
design or application level codes. If you include the latter
then uncertainties even in keff calculations are measured in
percent rather than fractions of a percent. For plutonium
production and reaction rate ratios, the situation is even
worse.

Rowlands

It is important to consider a wide range of combinations to
separate out systematic errors. This is certainly true of
data adjustment studies. In fast reactors one should look at
plate criticals, pin criticals, mixed oxide plates, Pu and U
metal plates, and criticals from different countries. With
all these input data we have evidence that there is a
discrepancy for plate criticals.

Young (Comment)

Evaluators need more guidance as to detail and accuracy required
in data e.g., how accurately do covariances need to be specified
to do Meaningful data adjustment? With regard to an earlier
discussion on CTR needs, I encourage users to make their needs
known to people in a position to support evaluation efforts. This
have been a problem in the: past

Vonach

What detail does the user really want in the uncertainty data?



Rowlands

One needs data in broad energy ranges. Mosc integral
properties are sensitive to the uncertainties for broad energy
ranges. It is necessary to get uncertainty information not
only for the average cross section, but also the average
gradiant and the average fine structure, a measure of the
dispersion about the average.
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LOGICAL INFERENCE AND EVALUATION

F. G. Perey

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, U.S.A.

ABSTRACT

Most methodologies of evaluation currently used are
based upon the theory of statistical inference. It is
generally perceived that this theory is not capable of
dealing satisfactorily with what are called systematic
errors. Theories of logical inference should be capable
of treating all of the information available, including
that not involving frequency data. A theory of logical
inference is presented as an extension of deductive logic
via the concept of plausibility and the application of
group theory. Some conclusions, based upon the applica-
tion of this theory to evaluation of data, are also given.

I. INTRODUCTION

As the Cross Section Evaluation Working Group (CSEWG) was
about to release ENDF/B-III, a subcommittee was formed, under the
chairmanship of Marvin Drake, to make recommendations concerning
the manner and format in which the "estimated errors" in the eval-
uated cross sections could be reported. It was felt that users of
the data should have easy access to this information, which until
then had been given, if at all, in the final documentation. The
introduction of summary documentation had partially remedied the
problem that final documentation was often not issued, or was very
late coming in. It was felt that the "estimated errors" in the
evaluated data were not properly addressed in the summary documen-
tation. The outgrowth of that concern was the appearance in
ENDF/B-IV of some "Data Covariance Files" for a few of the cross
sections of the carbon, nitrogen and oxygen evaluations. In the
recently released ENDF/B-V the number of such files has increased
greatly, but most of the cross sections in the library do not have
associated with them "Covariance Files."

The subject of "Covariance Files" has always been somewhat
controversial in the CSEWG. Most evaluators are somewhat reluc-
tant to generate Covariance Files. They claim that it requires a
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considerable amount of time for which they do not get much credit.
This is so because these files were not requested by users and
most users today do not know what to do with this information.
Some of u.s in the CSfclVG felt that it was our duty to communicate
the covariances in the evaluated data since we could not conceive
of users who would not be interested in knowing the reliability
of the data they were using in their application. In fact, the
Covariance Files were created because in their absence some users
had to make assumptions as to how good the data were, and we here
aware that in many instances their assumptions were not consistent
with the information upon which the evaluated data had been estab-
lished. This was true for those who believed that there were
small uncertainties in the data and used the data as such. This
was also true for those concerned about meeting target accuracies
in the predictions of some nuclear systems performances and who
were making some guesses as to the quality of the data in EXDF/B.
Another major objection to the Covariance Files by evaluators is
that the numbers placed into them are largely arbitrary, or at
least much more so than the ones placed in the data files. Most
people do not think that the numbers in the Data Covariance Files
should be trusted to within a factor of two.

On the assumption that everybody knew that the Covariance
Files of ENDF/B contained the "estimated errors" in the data, the
organizing committee of this workshop wanted to devote one session
to these files and limit the discussion to the use of these files.
I presume that the idea was to assess from their utilization how
much effort should be put into generating them and the degree of
detail they should contain compared to the data files themselves.

Having been associated with the formulation of these Covari-
ance Files, I was asked to address in this session the question of
their uses. I was very reluctant to do so because I am not a
"user" of ENDF/B in the sense we usually associate with the word
"user." That is to say, I do not have a goal to accomplish where
I find it convenient to use ENDF/B as input data and am concerned
about the extent and quality of the data in the Covariance Files.
From the titles of their talks, I am sure that the next four
speakers will discuss this aspect of the files in connection with
solving their problems. It was suggested to me that I address the
topic: "The Use of Detailed Uncertainty Data in Cross Section
Evaluations." From the title of his talk, I believe that h\ P.
Poenitz will give tomorrow exactly such a talk, and therefore 1
thought 1 couid in this talk address a subject which does not
appear to be covered explicitly at this conference but is implicit
in all of our discussions at this workshop.

Until now in the CSEKG, and other similar groups elsewhere,
we have mostly been preoccupied with generating what we call
"evaluated" microscopic cross sections. Lately we have been con-
cerned about the "estimated errors," but our major preoccupation
has been in the area of formats to represent them and in what
detail. After considerable reflection in the last two years, I
have become convinced that many of our problems in the area of



evaluation, at least most of mine, occur because we tend to use
some concepts and an associated method of reasoning to splve all
our problems because it has been found useful to solve some
specific types of problems. What I am referring to, as will be
evident in all the presentations at this workshop, I believe, is
that we tend to use the concepts and the language of the mathemat-
ical theory of statistics for all of our reasoning when we perform
evaluations. 1 do not deny the usefulness of some of the results
we obtain using the theory of statistics, but as is well known to
all of you it is incapable, or rather it is not perceived to be
useful, to deal with the concept of what we call "systematic
errors."

What I will do in this talk is share with you some thoughts
and conclusions on a "unified theory" which deals with the notions
one usually associates with "systematic" and "statistical" errors.
I cannot in the time allotted to me do more than explain some c£
the fundamental ideas behind this "unified theory" which I have
been studying for some two years now. I have applied this theory
to solve many problems which we will discuss at this workshop, and
these details will be published elsewhere.1 If 1 appear to stray
from the subject of this workshop at times, please bear with me
since I hope it will become clear later why.

II. HISTORICAL PERSPECTIVE

The basic idea of the approach is rather old. It seems to
have been clearly stated by Liebnit: more than 300 years ago (1669)
when he, according to Keynes,2 wrote: "I have said more than
once that we should have a new kind of logic, which would treat of
degrees of probability." The new kind of logic Leibnitz alludes
to is what we call now inductive logic. It is interesting to note
that a mathematical theory of inductive logic was developed exten-
sively more than fifty years (Laplace, 179S) before the first
attempt at establishing a mathematical theory of deductive logic
(Boole, 1847) was made. I guess the reason is that it is fairly
easy to carry out and recognize a deductive reasoning without the
help of a mathematical symbolism. This does not appear to be the
case for most inductive reasoning, although, fortunately for us,
there are quite a few situations where the reasoning is, as we
say, a matter of elementary common sense. Laplace did not develop
singlehandedly this "mathematical theory of common sense," as he
called it, which owes much to many eighteenth century thinkers, in
particular the Bernoullis. I shall not pursue in detail the
history of the theory of inductive logic which is a fascinating
and very colorful one involving many great mathematicians and
philosophers of the last three centuries. My main purpose for
pointing out the long history of the approach to our problems,
which I will present, is that the concepts upon which it is based
have been very extensively investigated and we are aware of their
power and limitations. This has the enormous advantage, well
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known to all of you, that we have as a result very many "benchmark
experiments," as we call them in the CSEWG, which are in this case
"logical problems," which any theory of inductive logic, or logi-
cal inference as it is sometimes called, must cope with.

Laplace's theory was essentially discarded about 100 years
ago when it was discovered to give rise to paradoxes when used to
solve some of these "logical problems." Laplace's theory was
replaced by the mathematical theory of statistics, strangely
enough not because it was capable of solving these problems, but
because it could not be used to try to solve them!! The theory of
statistics was, however, designed to reproduce many of the results
of Laplace's theory, if not all, in some types of problems where
it was felt that the results were very useful. To use a language
familiar to you, this situation existed when there were a lot of
"statistics" and no "systematic errors."

I became interested in Laplace's theory when I realized that
through this approach one could cope with situations where we say
today there are large "systematic errors." What was intriguing is
that the "failure" of the theory had long been identified with one
of the fundamental principles of the theory and that it may be
possible to "fix" the theory if one could substitute for this prin-
ciple another one which would serve the same purpose but would be
less ambiguous so as not to lead to paradoxes. I believe that this
has now been accomplished to the extent that is needed for our pur-
poses in dealing with the magnitude of what we call physical
quantities. I have been influenced by several contemporary
authors, but most of all by E. T. Jaynes. In fact, to a large
degree the theory which I will introduce to you in this talk is
one which E. T. Jaynes has been advocating for some years now. A
key paper of Jaynes' which has influenced me most was published in
1968 on "prior" probabilibies.3 An interesting thing which I
realized is that it was not necessary at all to introduce the
notions of "a priori" probabilities nor the notion of "errors in
measurements." The concept of "errors" in measurements has been a
central one when dealing with uncertainties about the magnitude of
physical quantities since it was introduced by Thomas Simpson** in
1755. It has been the cornerstone upon which most applications of
the old theory of probability and the theory of statistics are
based. There is a decided advantage today in not using the notion
of "errors" when talking about the magnitude of physical quanti-
ties since this forces us to focus more sharply upon what we are
doing and frees us from the constraints of habits. I vaguely
perceived this ten years ago, and that is the major reason why the
"Covariance Files" are no longer called the "Error Files" as they
used to be at the beginning.

III. THE BASIC IDEAS

Our goal is to develop a theory which is designed to provide
us with the feeling 6f having copod with the uncertainty we have
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about the magnitude of physical data. We use the infinitive "to
cope" in the sense of: "to contend or strive, especially on even
terms or with success." This forces us to depart from a long
tradition when dealing with what we call a "physical problem." We
will look at it from our point of view — what we want to accomplish
and what we know — rather than what "physical reality" is.

Why we must do so when dealing with uncertainty is simply a
consequence of what we mean by the word "uncertainty" since it has
the meaning of: "the condition of being in doubt; lack of certain-
ty." Accordingly, the word uncertainty is used to describe the
state of mind in which an individual finds himself under some cir-
cumstances . When we say we are uncertain about the magnitude of a
physical quantity we imply two things: the physical quantity has
a definite magnitude, and we are not totally ignorant of what it
may be. Uncertainty is not a physical attribute or property of
objects or things in the sense that, for example, length may be.
For our purposes here, the magnitude of a physical quantity is a
number that expresses the amount or quantity of a physical property
which, in the context we use it, it is meaningful for us to say
an object or thing possesses. When we say we are uncertain about
the magnitude of a physical quantity, we state the fact that for
our purposes it is useful to think that there is a number which
expresses the value of this quantity, but that our relevant infor-
mation is such that we cannot deduce what this value is.

The above situation, in which we find ourselves frequently,
is only a problem when it prevents us from accomplishing something
which we think we could achieve if we knew what the correct value
was. This implies that we have a goal, and we believe we could be
successful in meeting it if we knew what the correct value was.
It must be that, for whatever reason, we think we are in a situa-
tion where we could predict what will happen. Without the correct
value of the physical quantity, but with only the knowledge of a
range of values which the physical quantity could have, there is a
range of possibilities for the outcome, and we believe the correct
value will prevail in determining the outcome which we could pre- '
diet if we knew the correct value. The dilemma we are in is that
we must choose a particular value, among all possible ones, and
act as if it were the correct one (i.e., the true value). The
painful thing is that we can only play once at this game, and we
cannot ever win since at best the value we choose is the correct
one, and our &oal will be met. If the correct value is different
from what we choose, then the outcome will differ in some fashion
from what we are trying to accomplish. This can only be per-
ceived to be a negative consequence, and in common language we say
there is a risk involved in choosing any value as the correct one.

The above is, of course, well known to all of us who must
face such decision problems constantly, not only in our profession-
al life but in every aspect of our daily life. Having survived
long enough to attend this workshop, we must have more or less
successfully solved a great number of such decision problems. In
many simple situations what we perceive we should do seems obvious,
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and we say it is a matter of common sense, he have the fee-ling of
having coped with the uncertainties about the situation, he think
that anyone not doing what we have done in the circumstances should
be suspected of lacking seriously in some capacity for logical
reasoning or of being a wreckless individual who subjects himself,
and possibly others, to unnecessary risks, in many situations,
particularly new ones of the type we face in performing what i>c
call "evaluations," it frequently does not seen clear to us that
there is any way of coping with the uncertainty about the data.
We may not perceive there is a unique answer to our problem and
that we fully understand the implications of our United knowledge.
It is then not easy for us to provide all of the assumptions we
are making, nor can we explain satisfactorily the rationale which
led us to make a particular decision, he are then reduced to
expressing an opinion, the basis for which is not clear and there-
fore may not be entirely rational, nor do we feel it to be a com-
pelling one. I fully anticipate we will hear quite a few at this
workshop.

The idea that one could develop a mathematical theory which
might be useful to deal with complex situations, where what to do
is not perceived to be a question of common sense, is very old, as
we have already pointed out. By a mathematical theory we mean a
body of deductions, from a set of well identified definitions,
axioms and rules assumed to be true, that involve a quantification
of some sort. If we think about it, this idea is a puzzling one
because it means that we will try to develop a deductive theory to
solve problems which by their . ature cannot be solved by deduction!
It obviously means that we interpret the infinitive "to solve" in
two different ways depending upon the context we are in, as we
shall later explain. As we have mentioned, developing such a
theory was a concern of many people we tend to think of as physical
scientists in the seventeenth and eighteenth centures and culmi-
nated in the work of Laplace.5 For various reasons we will not go
into here, these concerns were no longer actively pursued by many
physicists toward the end of the nineteenth century. They found
usually adequate to verbalize the solution to such problems in
terms of the mathematical theory of statistics, in particular
concerning the ''errors" in measurements. The work of Gauss on the
least-rquares method6 became the classic source for the method of
choice in handling what we now call the "statistical errors" in
the data. This is so because Gauss in this work restricted him-
self strictly to "statistical errors." To a large degree the
concerns of developing a theory that would replace Laplace's
theory, and therefore deal also with problems not addressed by the
theory of statistics, became those of a class of people who we
might refer to as logicians and philosophers worried about pro-
blems of epistcmology.

Since the 1940's, mostly because of rapid and profouna tech-
nological changes. a number of problems arose dealing with our

occupations of the
physical environmert which formally look very similar to the pre-

eighteenth century "physicists." As a result.
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a number of theories Merc developed to deal with the* kith inter-
esting nsacs such as: operations research, information theory,
decision theory and now ris l theory. Iqually profound changes
occurred in our own f ie ld, but it seeps to me few people perceive
that they may have upset to some degree a delicate balance which
cal ls for a reassessment. It is a fact that the professional
"eval'jator," in the sense we use the i>ord in this workshop, was
bftm roughly during the last twenty years or so. The task of
evaluating data was not nek, but it UM*IJL to he carried out by the
same individual who made the Measurements and us«J the data, or
within a very closely knit community of providers and users of
data. : In V>M. ver> specific ways the aodern "data cv^Iuator" is
neither and both a provider and user of Jata. lie does not decide
what the experimental facts are and has often no access to them.
This is done fry measurer*- who often are interested in the facts to
draw conclusions regarding quest ion' of interest to them which are
different fro* those the evaluators have. In the case of the
CSI.Mi, at least, where we maintain the notion of "application
independent evaluations," the rvaluator is not the user, and he
must make a choice of a "recommended value" without knowing what
the >;oal of the user i s , or rather independent of what the user
seeks. Vs anybody who docs evaluations soon learns, this is a
ver> riskj business to engage in, and there is no way you can win.
The t i t It of our workshop seems to reflect this fact since it says
"evaluation methods and procedures" in the plural, possrhl) sug-
gesting that what we produce is not and cannot be unique. It has
often been said that evaluation is an art and not a science, and
few people at this workshop 1 think would seriously challenge •
this . I read into this saying a connotation that it is no? an
entirely rational act ivity . Nhat I have sought during the last
few years is a genera] theory, or point of view, according to
which this would not be the case. The hope was that this theory
might provide a .rational description of what we often do and
thereby make clear the assumptions needed to lustify them as
purely logical actions. The theory could he tested if we found
that these often unstated assumptions were largely valid when we
were satisf ied with our decisions hut would be largely invalid
when we are dissatisf ied with them. The theory would be useful i f
in this latter case it suggested a rational decision consistent
with our state of knowledge, which would yield results substan-
t i a l l y different from those we perceive now to be unsatisfactory.

IV. A rHEORV Or LOGICAL ISHRENCI
i

hie cannot develop here In any detail this theory of logical
inference; this has been done elsewhere.7 However, we will
briefly indicate the fundaaeiital concepts whereby the theory can
be viewed as a simple extens
the simplest way to go about
context of performing an eva

on of deductive logic. Although not
i t , we shall explain the ideas in the
ration since it i s the business of



this workshop. It may therefore not be clear at first sight that
this theory is extremely general and could be useful in «any
applications.

As an evaluator we would consider it almost ideal if having
collected all of the experimentally observed facts relevant to our
data of interest we could, on the basis of some fundamental rela-
tionships existing between the experimentally observed facts and
the data whose values we seek, derive what are the true values of
the data. By that we mean that we could set up a system of equa-
tions which would admit a unique solution for the data of interest.
As we all perceive, this may not be possible in principle when
dealing with physical data. Sometimes, even in our field, this
situation exists, because the domain of possible solutions for the
system of equations is so small that for any practical application
for which the data might be used, the outcome would not be distin-
guishable from the predictions made from any value inside the per-
missible domain of values.0 It is even better if our experimental
facts can be divided into several independent subsets related to
the data values we seek by independent relations and all of the
independent systems of equations produce the same results. In
this fashion we acquire confidence that no mistakes have been made.

The above situation was intended to be a description of the
applLcation of deductive logic to perform an evaluation. There
are several essential elements in it: every quantity we deal with
has, as we say, a true value; every relationship we use is an
equality which holds true for the true values of the quantities
entering in them; a subset of the facts and relationships between
them and the quantities we seek is adequate to determine them if
we have made no mistakes. Where we run into difficulty (and why
we are holding this workshopj is when, having collected all of the
observed experimental facts, we cannot complete the above deduc-
tions because we arc missing one or more elements to carry it out.
It is immaterial to us here which specific ones these missing
elements are. To deduce the values of the quantities of interest
we may need mor«, observable facts to use in connection with those
we have in some equalities we know hold true for the true values,
or instead of equalities we have some inequalities. The problem
is now called an ill-posed one of deductive logic, or an under-
deteruined one, since we cannot prove that a specific assertion:
"The quantities of interest have such and such values" is true.
The best we can do using deductive logic on the basis of only what
we know is true, and the assumption that we have made no mistake,
is end up with <i mutually exclusive set of assertions "the quanti-
ties of interest have such and such values," differing only in the
numbers we substitute for the word "values," which could be true.
If we have learned anything from the observed facts and our rela-

tions connect in)
the set of asset
tions we were c<
based upon them,
tain about the

them to our quantities of interest, it is because
tions we end up with is a subset of all the asser-
nsidcring as possibly true before our deductions
We are then, according to its definition, uncer-

alues of the quantities of interest. Me shall not



be concerned in this talk about the fact that we are often dealing
with "continuous" sets and will assume that we have "discretized"
the set of assertions in soae fashion, as we did in our first
example.

We know froa soae siaple situations of the above type in
everyday life where, given an exhaustive and autually exclusive
»ct of assertions derived froa soae specific facts, the huaan aind
is capable of perforaing some assessment of logical degree of
truth among these assertions, and we have the concept of plausi-
bility, or probability, to indicate this capability of the human
mind, ke say that on the basis of the specifip facts available,
or considered, it is aore or less probable tHat soae of the asser-
tions, in the subset of possibly true valiji's obtained froa deduc-
tive logic, are true, or thaf; one partjseuiar assertion is aore
probably true than soae other one. Tnis is very well known to all
of you and it is this aspect of the huaan aind which, at least in
some simple cases, seems to be able to carry logical reasoning
beyond deductive logic, as we define it today, which is referred
to as inductive logic or the capacity for drawing logical infer-
ences. This notion of probability as soae measure of degree of
logical relationship between assertions such that if one is true
another one is more or less true, when we know by deduction it
must either be true or false, is very different froa the one we
use when we apply the theory of statistics. In this latter case
it is defined as the ratio of the number of outcomes in an exhaus-
tive set of equally likely outcomes that produce a given event to
the total number of possible outcomes, or some other similar
definitions. An interesting aspect of this second concept is that
it always identifies in some way probability as a frequency of
some sort, but also always includes a reference to the other
concept of probability. In the above specific definition this is
to be found in the word "equally likely." The concept of probabil-
ity as some'measure of degree of logical relationship between
assertions is applicable to aM assertions, whether a frequency
element is involved or not. Through this concept we may therefore
be able to deal in a logical fashion with both what we call today
the "systematic" and the "statistical" errors. The human aind does
not appear to be often capable of perforaing auch aore than a
scaiquantitative of relative assessment of probability. The idea
of developing a theory where probabilities in the sense of degree
of logical relationship between assertions are given a numerical
measure is what mathematical theories of logical inference are
about. Such theories are not in any way "explanations" of how the
huaan aind works nor should work. But if we succeed in comparing
the predictions of the theory with what we often do and feel quite
confident about, but find disagreement with it when we are not

confident about what we do
ing as an alternative what
therefore be relevant to tl
that they provide methods i nd procedures for performing thea. All
of the methods and proceduiws which we will hear about in this

/

nothing is to prevent us froa consider-
the theory says. Such theories should
e work we call evaluation in the sense



workshop can be viewed as theories of logical inferences being
advocated by their proponents, lie are therefore entitled to ask
whether they are consistent or not, on what form of logic or
assumptions they are based and in what sense they can be called
the solution to an ill-posed problem of deductive logic, ett.

,; The theory of logical inference we advocate, because we have
found it very useful7 and believe solves satisfactorily the logical
problems which we know of and were the downfall of earlier theories
of logical inference,8 includes all of the laws of deductive logic
to which have been added a fundamental definition and a principle.
The fundamental definition is the one for probability which we
take as a scalar to provide a measure of the logical degree of
truth of an assertion conditional upon the truth of another
related assertion. This5 definition introduces the concept of
quantification for what we will call plausibility. Kc now require
at least one axiom to assign this scalar which, following Jaynes,-
we call "the desideratum of; consistency" and we phrase as follows:
"In two different problems^iven the same information we shall
assign the same probability." Other definitions and rules arc
eventually required to extend the theory, but the above ones arc
the cornerstones upon which we extend what we call deductive
logic. The desideratum of consistency we argue is a simple conse-
quence of the definition of probability used since it merely
asserts that whatever the context, the different problems, proba-
bility is a syntactical measure relating assertions. Therefore ,
given the same information (i.e., the same set of assertions), as
true, we should assign the sawe measure to various assertions
which are related syntactically in an identical fashion to our
givens. This idea is the same one used in deductive logic where
we assign in Boolean algebra the same truth value to e'ery asser-
tion which is true.

A major objection has often been raised on philosophical
grounds against theories of probabilities where the definition of
probability, as in this theory, is not an observable quantity,
even in principle. Tl-^/ are called Bayesian theories in which

'probabilities not being observable quantities are said to be
subjective probabilities. This adjective is useful to distinguish
these theories from others whese probabilities being defined as
frequencies, which are measurable quantities, arc said to use
objective probabilities. Ne do not fully understand what these
philosophical considerations are, but note that unfortunately
these adjective* of "objective" and "subjective" tend to create
what appears to be some confusion because they arc also used to
describe emotional attributes. So one at least at this workshop
would. I believe, think it is very descriptive to call quantum
echanics a sub.

concepts, a stat
quantity. It
theory of logici
as in quantum m
must lead to oh«

ective theory because one of its fundamental
e wave function, is not a physically measurable
in this very same sense that we must view Sn this
1 inference the concept of probability. However,
chanics, the "subjective" concept of probability
ervahle effects and it is from the comparison of



the predictions of these observables with the results of observa-
tions that we can judge the usefulness of the theory.

This theory, by virtue of the desideratum of consistency used
to assign probabilities, has also another analogy with modern
theoretical physics. The desideratum of consistency is phrased in
such a way as to cause the probabilities to be assigned by "a
transformation group method," like that which plays such a large
role in modern theoretical physics and whose power is well known to
the participants of this workshop.

In fact it is possible t;o view this theory of logical infer-
ence as merely an extension of what we call deductive logic via
the concept of probability by means of group theory. All of the

- relevant information provided in the statement of the proDKm
defines a transformation group and the probability used is related
to the irreducible representation of this transformation group
This has the advantage that the solution, in this case the proba-
bility assignment for the logical degree of truth of the asser-
tions, is entirely and uniquely given by what we are told in the
statement of the problem which is therefore known to us and does
not depend in any'way whatsoever upon what we are not told and
would have made the problem one of deductive logic. It is in this
sense that, one must define the solution to a problem of logical
inference by virtue of the fact that if is the unique answer >»hich
can be provided based only upon what we are given in the statement
of the problem. - -„ ,..

it is possibly because of our perceived need to^relyupon
logical reasoning only for our..conclusions ;,in the sciences and
because today We feel thfes is ensured only by the use of deductive
logic that, when faced with a pri'jolem of logical inference, we very
often transform it into a probleif) of deductive logî r by Beans of
what we call assumptions. This forces us to takc=as the solution
to our problem the solution of another problem which *e know how
to solve. In the case of experimental measurements of physical
quantities we have cone to accept as the solu.ti.P2 to the problem:
on the basis of the observations made, what (f'/j/we conclude- about
the true values of the quantities of interesiV the answer to the
problem: if we assume our results to be a random sample of results
from some distributions, what can we say about the mean of the
results we night observe if we were to repeat the measurements
indefinitely? I his transformation of the problem was to our
knowledge first suggested by Thomas Simpson" in 1755, and since we
know how to answer this second problem, and the result is fairly
independent of any assumed distribution if our sample is fairly
large, we have come to accept it as the answer to our original
problem. If we view the second problem, there is an inherent
uncertainty because we do not know what assumptions to make and if
our observations are a random sample. In the theory of logical
inference we advocate, beyond accepting the concept of probability
we use and its associated desideratum of consistency for all
problems which are ill-posed ones oij deductive logic, if we are
certain of the faetsfl in the statement of the problem because they



have been observed to occur in the measurement, or are deduced
from them, we are just as certain of the assignment of the
probabilities. The theory is fully objective in the sense that
every individual using it must reach the same conclusions because
all and only the information provided in the statement of the
problem is used and is therefore available to all.

There is no uncertainty data in this theory, neither as input
nor as output. Uncertainty is a concept related to the notions of
deductive logic. In a well-posed problem of deductive logic we
can prove that one and only one of a set of assertions is true.
Real life problems are always ill-posed ones of deductive logic,
but we know from experience in simple situations that they have a
unique solution in the sense that a particular course of action is
preferable to any other if we are trying to accomplish a goal. Ke
tend to view the problem as one of trying to know what the true
values of the physical quantities of interest are. In this theory
of logical inference this is not done. In a first step we deter-
mine first an intermediate "object," called probability density
function, which summarizes what all of the facts we are considering
in the statement of the problem tell us about the true value of
these quantities. This conditional probability density function is
then used to make a decision in which enters other considerations
bused upon what we arc trying to accomplish with this decision. To
push the analogy with quantum mechanics, what we are trying to
accomplish determines the operator which acts upon the probability
density function to produce a decision which is an observable of
the theory. Vic do not have time here to develop this aspect of the
theory and show how.this operator is generated and can be identi-
fied with the "loss function" used in some decision theories. This
is a "user problem" which we are not considering at this workshop.

V. i.\Al.UAT10\S

Having analyzed a number of problems during the last two
years, I think that this theory should impact significantly what
we do in evaluation work today. Rather than provide some example^
here which would require a development of the theory, that I can-
not carry out here, I will not* summarize some conclusions which I
have come to from using it7 and will provide elsewhere- a detailed
justification for them. .

A lot of what we do in data evaluation is not entirely
rational and 1 believe we could make a much more efficient job of
it than we are now doing, he arc far more influenced by what we
think we are doing than most of us perceive. This is reflected
largely in the way we organize the evaluation work, the informa-
tion we seek to utilize, what and how we communicate to the meas-
urers, theoreticians and users. We therefore tend to lose a lot
of information tfhich is relevant to our work and the work of
others. However, as Many of you perceive, in the nuclear data
community we do
aware of.

a far better job of it than most other riclds I

1



Many of the issues that we think are rather fundamental which
we have discussed for years in and out of the CSEWG, some of the*
will no doubt be raised at this conference (representations,
covariances, details in the file, adjustBents and biases, stand-
ards, special purpose files, consistency, etc.). do not appear
fundamental at all from the point of view of this theory and there-
fore 1 believe could be easily resolved to everyones satisfaction.
Many of thes*> issues are semantic problems which arise because of
the way we verbalize what it is that we do. This often forces us
to focus on trying to answer some questions which have only Mar-
ginal bearing on the issues we are concerned about.

There is, however, I think, very little confusion in what we
are trying to accomplish. We have now considerable experience at
many of the things we do in data evaluation and, since our numbers
keep on being used by many people, nuch of what we do could not be
all that wrong. Any theory which would produce the conclusion
that much of what we do is seriously wrong would have to be judged
to be inconsistent with the facts at hand. I am therefor? happy
to say that this theory leads, me to conclude that much 0/ what we
do is right in the sense of being consistent with what lie take to
be the facts and the goals we seek. \\

In my opinion, this theory is most useful because,,it\^>ints
out some serious deficiencies in several areas and makes some con-
crete suggestions on how we could remove them. Although the
theory does correctly identify some areas which we are concerned
about today without its use, it does point out others where we
tend to think what we do is reasonably correct. It should possi-
bly come as no surprise to anyone that many of these areas of coirfl
cern are related to what we identify today as being affected by
"systematic errors."

We have some difficulties with what is to be used as "input
data." Many of our "input data" come from the general literature'/
where the experiments were performed to answer some specific quesf
tions often rc-lated to theoretical considerations and/or previous
experimental results. As it should be, the experiments are
designed and the observations treated so as to have most bearing
upon the questions being addressed. Very frequently what are
reported as "data" are not what was observed but rather conclusions
relevant to the questions being addressed in the paper. This
usually means that the data reduction, as we call it, contains in
it the consideration of the "loss function" for the particular
application it was intended to s6rve. In the usual language,
various biases and systei»iic errors are introduced for conven-
ience since they have little dr no bearing upon the answers to the
specific'questions being addressed. The consequence is that what
we take as "experimental data" are not what we should use, but we
are not given sufficient information to recover from them what we
need for our own applications; These "experimental results" as we
call them are only relevant ft
no longer interested in concli
no longer consider valid. Th

r a limited time period since we are
sions based upon assumptions which we
s is the major reason why often, but
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certainly not always, old data arc not perceived to be as useful as
new. There are in general difficulties with the treatment of
observations of relative values and the role of ratio measurements
and "standard cross sections."

There is often poor treatment of theoretical information in
the use of models and of so-called correction factors in both
experimental papers and evaluation work. This is again due to the
fact that these do introduce, as we say, systematic errors and
biases.

life have often some "difficulties with the treatment of angular
distributions and energy spectra. We are aware of it since sow; of
our most trusted formulae, for instance obtained from the least-
squares method, sometimes produce negative cross sections and
fluxes. Lately'' the "logarithmic least-squares method" has been
extensively used to avoid just such problems; often the theory s<»ys
that this is not the proper way of doing it. Ke have great diffi-
culties in dealing with uncertainties in these quantities and this
is largely due to the fact that we have little or no frequency data
in some angular and energy ranges. This problem, according to the
theory, is closely related to several other ones which today we do
not perceive clearly to be connected. Some of these are: what is
the uncertainty on the uncertainty? How do we prevent our data
files from blowing up with all the information we attempt to put in
them? WhyoarC we reluctant to allow some cross sections to be
adjusted but not some others? When reevaluating a cross section we
feel we must go back and consider all the data again; why can we
not start from the old evaluation and add the new data? How do we
rationally deal with the "oddball" result? Unfortunately, 1 ̂ cannot
go into details here and explain why we only get limited guidance
from the theory of statistics in these areas and why they are all
closely connected with the concept of the probability df a proba-
bility. As 1 have pointed out earlier, the observable facts and
the deductions obtained from them determine uniquely the probabil-
ity density functions for the quantities of interest. What I did
not go into is that the nature of these facts determines also a
certain rigidity to this probability density function. We can tell
fro* the nature of the information how likely arc our conclusions
subject to change if we are given more information of certain
types. Lawyers are well aware of this and talk of the evidence for
a conclusion and the weight of this evidence. We also have this
notion in data evaluation work but do not know how to quantify and
use it. We perceive that we should give different weight to dif-
ferent experiments. We perceive that only when they are all the
same kind of experiments can this weight safely be put equal to the
inverse of the variance. A fully documented paper should possibly
be given more weight than one with little or no documentation.

There are various ways to interpret the INDF/B files according
to this theory. A most useful one to me is that they represent the
summary of what we can tell rationally about the true values of the
data on the basis if a certain class of facts. That is to say, we
provide a conditional probability density function (pdf). Because



of the formulae we use, what we call the data files contain the
expectation values of this joint pdf. The covariance files contain
the second moment of this joint pdf. For many cress sections that
we have known for a long time to play an important role in some
applications, we have acquired a lot of data and by virtue of the
central limit theorem the joint pdf is a joint normal one, at least
^ot too far from the mean. For many other cross sections and data
'in the file this is far from being the case. This joint pdf, being
a summary of what the class of facts considered tell us, is indeed
application independent. The user must then make his own decision
as to what to take as the true value for the data and this choice
will be a function of his application and the joint pdf in the
file. - ,..§

The user may want first'to modify this joint pdf to reflect
observations "which were not considered in the evaluation. This is
what the so-called "adjustment" step is intended to do. It would
be irrational for him not to consider all the information available
to him. Whether to adjust or not is not the issue at all. We will
never convince an engineer, who must make a decision where he
perceives there is d risk to him, to ignore what he considers ,f
relevant information, unless we can prove to him that other infor-
mation we used has made his information irrelevant. What should
concern us as evaluator is to provide the user with the relevant
material for him to determine if his information is redundant or
not. We should also be interested in finding out if the user has
information which is relevant to other potential users of our
files. Because of our lack of,,confidence in how to deal today with
what we call systematic^errors and the confusion which seems to
exist as to the exact relationship betweeniiwhat we place in the
data files and what the user should rationally use in his applica-
tion, we tend to believe that there are difficulties where the
theory of logical inference tells us sometimes there is a diffi-
culty but sometimes there is none. Today we can only react when
using our common sense we perceive that a large mistake is being
made, but we have difficulty in finding out how to correct it.

For the other data in the1 file where we do not provide covar-
iance information, the user has little choice but to consider the
number there as the true value, but he has no way of ascertaining
the risks involved for him in doing so. Clearly, if his result or
intended goal is only weakly dependent upon the data, he is not
concerned, or should not be concerned. However, if his result is
sensitive to these data and the risks to him are consequential, he
has some difficulties. Of course the fact that in ENDF/B-V there
are no covariance files for a particular data does not mean that
the datd are well known. This is a current difficulty with our
version of ENDF/B-V, and users of the files should be aware of it.
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Discussion

Block

You have described your 'new' theory, but you have given no exam-
ples. Can you provide us with some specific example, or examples,
where this theory has given a new insight, a breakthrough, etc. on
a^practical experijnental or evaluation problem?,

In the short time available here I thought it would not be possible
to give a detailed example. I have applied the theory to many
problems and these will be reported elsewhere.

Poenitz

The suggestion that, given a number of facts (experimental results)
which are mutually exclusive, only one of these can be correct,
but we do not know which, appears to collide with the basic feature
of the measuring process which is: to provide uncertain data. As
a result of this feature we wpuld expect that hone of the facts
is representing the true value existing in nature, though one may
come by chance very close.

The selection of a value as true based upon consistency is
again in conflict with measurement errors. Measured values may
be consistent because systematic errors of these values are consis-
tent. We have seen that again and again with nuclear data, a
great deal of cons istencyo may have been achieved but found to
support a value later discovered to be unlikely.

When there are seemingly contradictory facts which are observed
it must be that we arernot observing related facts.

In the theory one does not select the true value based on
consistency of the observations. Given the observations it is the
probability density function which is assigned on the basis of
consistency with the facts which cannot be mutually contradictory.
If we claim there is an uncertainty it 1s because several values
are possible for the true value. How one chooses in a particular
application what value to use as if 1t were the true value depends
upon what are the consequences to us if the value we choose does
not turn out to be the true value. Given a set of observations
the probability density function for the true value 1s unique,
but several people in different applications may choose different
values as the true one.

i
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Holdauer

The ultimate aim Is to relate one set of physical phenomenon to
another set (e.g. to relate reactor performance characteristics
to counts obtained in a cross section laboratory). We don't do
this in one step but interpose the concept of "data." Does your
theory throw light on the question of how our knowledge about
the relationship between phenomena 1s affected by the two-step
process experiment •+ data, data •+ application?

Yes. The relationship experiment -»• probability (density function)
for the true value of the data is first wide. Given a specific
application and the consequences to us, what we choose as the
true value is a function of the probability density function and
of the consequences to us in the specific application. Given
several different applications, what we choose to use as if it
were the true value may be different.

Hale •

What sort of implications does the "theory of logical inference
have for the usual techniques based on x"
using? In other words, is there still a
which, like the x2, needs to°be minimized?

7 minimization we are now
likelihood" parameter

Not in the same way. The formula we often use which we derive by
minimizing x2 can also be derived in this theory, but it is not
obtained as the result of minimizing x2• In most instances that
I am aware of, this formula results when we have, by virtue of the
central limit theorem, a probability density function which is
approximately joint normal and a likelihood function which is
also normal and we apply Bayes' Theorem.
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USE OF UNCERTAINTY DATA IN NEUTRON DOSTMETRY*

L. R. Greenwood

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

Uncertainty and covariance data are required for
neutron activation cross sections and nuclear decay data,
used to adjust neutron flux spectra measured at accel-
erators and reactors. Covariances must be evaluated in
order to assess errors in derived damage parameters,
such as nuclear displacements. The primary sources of
error are discussed along with needed improvements in
presently available uncertainty data. '"• s

INTRODUCTION

The status of neutron dosimetry for materials effects irra-
diations was discussed in a recent review paper [1]. The term
dosimetry %n this case refers to the measurement of the neutron <
flux spectrum, as shown in Figure 1, and the" use of such data to
determine more fundamental damage parameters, such as nuclear
displacements and transmutations. The passive,' multiple-foil
technique is used.wherein materials are irradiated-, activated or
stable products are measured, integral reaction rates are deter-
mined, and, finally, a trial flux spectrum is adjusted to best fit
the integral data. Detailed nuclear cross sections and decay data
are required for such an analysis, and recent computer codes [2,3]
accept a complete variance-covariance matrix for all input data.

The principal uncertainties encountered in neutron dosimetry
are listed in Table I along with representative values.' Integral
measurements are quite accurate since most sources of error are
well known and subject to rigorous analysis. Dosimetry cross
sections and uncertainties are available in ENDF/B-V [4J-, although
the files are by no means complete since they stop at 20 MeV, omit
many useful reactions, arid contain only limited covariance infor-
mation. Uncertainties in the Input flux spectrum are the nost
troublesome and typically are the largest source of error. Since
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rigorous flux uncertainties are not generally available <t.j<.,
from neutronics calc. latIons), they tend to be rather subjective,
based on previous experience or integral tests.

Damage production cross sections, as shown in Figure 2t ar»-
equally important with dosinetry cross s«>ttions since spectr-sj-
averaged nuclear displacements and trar.s-nutat ions are usual?.; t'-,<-
final goal of neutron dosimetry for materials irradiations 15].
Unfortunately, the required nuclear data is very comprehensive,
including all strong nuclear reactions and recoil distributions,
and very poorly known, especially above 14 MeV. In fact, dosi-
metric uncertainties are typically equal to or less than intrinsir
errors in the nuclear data. It is also important to note tl«t %
covariance matrix must be obtained for the final flux solution
since covariance effects are typically very large and must be/
considered in the calculation of all spectral-averaged parameters.

UNCERTAINTIES IN INTEGRAL MEASUREMENTS

The most common uncertainties In the integral measurements
are listed in Table II. Since most of terrs can be measured
experimentally, overall errors are typically less than ~7X, as
confirmed by interlaboratory comparisons. Nevertheless, there are
a number of special problems listed in Table II which have bten
found to cause larger than normal uncertainties. Furthermore,
several of these problems concern nuclear data and should be of
concern to this workshop.

Neutron self-shielding [6] with and without cadmium covers
is presently included with the nuclear cross sections prior to
spectral adjustment. Such effects are very Important In mixed-
spectrum reactors and can be as large as a factor of ten, as shown
in Figure 3. Unfortunately, computer codes are not presently
available for determining the uncertainty in these corrections,
expecially near large resonances; however, codes are under devel-
opment for the new files in ENOF/B-V [7]. Scattering effects can
also be important when the scattering cross section exceeds that
for capture (e.g., in cobalt). Experimental measurements of self-
shielding can be made; however, the spectrum is generally not
well known. It is important to develop these uncertainties since
data comparisons between thick and thin foils can, in principle,
provide remarkably accurate flux measurements for neutrons in the
thermal and resonance energy regions.

Burn-up corrections are needed for both the target and
activation product at reactors having high thermal fluxes. For
example, about half of the initial 5"co atoms will be burned-up
within six months for a dilute sample in the core of the High
Flux Isotopes Reactor at Oak Ridge National Laboratory. Similar
problems exist for the burn-up of 198Au from capture in l 9 7Au at
much lower thermal fluxes. Fast reactions can also be affected.
For example, ^ C o is rapidly converted to ^ C o in a moderate ther-
mal flux thereby necessitating corrections for both the MNi(n,p>
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and 60Ni(n,p) reactions (see Figure 4) as i*;ll as for the ^'co
(n,2n) and (11,7) reactions. In these lattejr cases neutron cross
sections are very poorly known for *'°Au or '"Co. Furtheraore,
all burn-up corrections are complicated by the need to know a
spectrua prior to analysis. Hence, iterative techniques Bust be
used to find self-consistent solutions. Uncertainties are con-
sequently hard to quantify. Burn-up corrections will become
increasingly important in the fusion program a* fluences approach
fusion reaction conditions. '

Spatial flux and spectral gradients increase the relative
errors between different integral aeasureiaents since corrections
are needed to normalize all reaction rates to a coaaon location.
Be or Li(d,n) accelerator sources, such as the Fusion Materials
Irradiation Test Facility now under construction at Hanfard Engi-
neering Developaent Laboratory, have especially steep gradients,
as shown in Figure 5, and separate corrections are needed for each
reaction due to changes in the spectra [8,9]. Fortunately, correc-
tions can be aeasured experlaentally by placing one Material at
several locations. Nevertheless, the errors could be reduced
if more uncertainty data were available for neutronlcs calcula-
tions used to model the close-geoaetry neutron field In routine
applications.

Temporal variations in flux and spectrua are important when
half-lives are less than irradiation tiaes since reaction rates
may not represent the true average value. Flux variations are
easily recorded and suitable corrections can be made. However,
spectral changes due to reactor fuel changes or accelerator beaa
and target variations, are not well known. Hence, nuclear cross
sections and uncertainties are needed for aore long—lived or
stable product (e.g., He) Monitors to Minimize this source of
error. Very few dosimetry reactions with half-lives greater than
one year are currently available.

DOSIMETRY CROSS SECTIONS

Dosimetry cross sections are evaluated in ENDF/B-V [4] below
20 MeV and aany reactions have been extended to 44 MeV for fusion
dosiaetry [10]. Considerable effort has gone into Integral
testing of this data [8,9,11] and some results are suaawrized in
Tables III and IV.

Many reactions are quite well known for reactor dosiMetry,
as deaonstrated in Table III. However, aany problems reaain since
(1) aore reactions should be included in ENDF/B-V, (2) several
discrepancies need to be resolved [e.g., *7Ti(n,p), 6°Ni(n,p),
58Ni(n,2n), and 2 3 7Np(n, Y)), (3) uncertainties are needed for
resonance and self-shielding calculations, and (4) More reactions
are needed with long-lived or ctable (He) products. Resonance and
self-shielding uncertainties are important since rather precise
flux Measurements are possible If reaction rates are compared for
thick and dilute Materials, with and without cadalua or gadolinium



covers [12]. Errors are difficult to quantify at present and
promising capture reactions are not Included in ENDF/B-V (i.e.,
55Mn, l49Sm, 1 7 * L U , and l 8 6 U ) . The 64Zn(n,•)65Zn reaction would
be very useful in long irradiations due to long half-life and low
thermal burn-up. The '^Nb(n.n') reaction is also needed to
improve reaction sensitivity below 500 keV.

Dosimetry cross sections are very poorly known above 28 MeV
for accelerator neutron sources. The most important reactions are
listed in Table V and total helium production cross sections are
also needed for these elements. Although somewhat premature,
uncertainties have also been estimated (10] for high-energy cross
sections and must also be developed.

Competing reactions leading to the same activation product
must also be considered. For example, very large contributions
are listed in Table IV for the 4 6Ti, 4 7Ti, and 54Fe (n,p) reac-
tions from higher mass Isotopes. Similar problems occur at higher
neutron energies due to (n,xn) reactions on multi-isotopic ele-
ments (e.g., Ki, Zr, Ag, Lu, Tl). Total cross sections should
be developed and uncertainties due to these effects must be
considered.

Total helium production cross sections are also needed since
(1) helium generation is critically important to damage production
mechanisms in most materials and (2) helium accumulation fluence
monitors [13] can be used for neutron dosimetry. Integral com-
parisons of radiometric and helium production cross sections are
now In progress at reactors and accelerators [1]. Numerous
discrepancies have been uncovered with the data In ENDF/B-IV,
although better agreement is expected with the gas production
files In ENDF/B-V. Uncertainty data is of course needed if the
helium technique is to be routinely applied for neutron dosimetry
purposes.

UNCERTAINTIES IN INPUT FLUX SPECTRA

The multiple-foil activation technique relies on some esti-
mate of the flux spectrum prior to adjustment. At present this
produces the largest source of uncertainty, as shown in Table I.
At reactors, neutronics calculations are generally used, although
error estimates are only rarely available. At accelerators,
estimated spectra have been obtained from remote time-of-flight
data averaged over the large solid angles used In close geometry
irradiations. More accurate estimates could be obtained if thin
target neutron yields and spectra were available. In all cases,
one generally has to make an educated guess concerning spectral
uncertainties. Integral teating [8,9,11] in well-known spectra
can of course be used to evaluate and refine error estimates.
However, no systematic procedure has been developed and sensiti-
vity studies are needed to Improve the technique. Furthermore,
spectral adjustaent is of course dependent on adequate foil
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coverage or ri-attirn -ensit ivity arvi OCH-S not work v< I ] in ̂ ;\~.t-
energy regions, especially between 1 and 500 keV at reactors and
below 1 MeV or above 30 MeV at accelerators.

It should also be mentioned that spectral adjustment codes
are usually not reliable when very large discrepancies are found
in the input spectrum. Unfortunately, this is often the case in
some energy regions encountered in fusion doslmetry. For example,
order of magnitude uncertainties are routine in estimates of the
flux below 1 MeV at accelerators. If the flux estimate is much
too low, then this region has a very low relative sensitivity and
the proper solution may not be obtained or the shape may be
distorted (e.g., non-Haxwelllan thermal spectrum). Logarithmic
adjustments can be used but tt is difficult to adequately specify
covariances. The problem is generally handled by trying various
input spectra until a reasonable guess is obtained. More rigorous
procedures are clearly desirable. However, it is usually true
that such cases are not very important in terms of overall damage
production. Systematic sensitivity studies might be used to
improve the technique.

COVARIANCE DATA

The inclusion of covariance data in neutron dosimetry is par-
tially due to new computer codes [2,3], but, more fundamentally,
to significant improvements in the nuclear data base. ENDF/B-V
[4J now Includes some covariance data; however, all of the self-
and cross-covariances needed for routine doslmetry are not avail-
able. Consequently, self-covariances have been assumed to have a
Gaussian distribution wherein nearby flux and cross section groups
are highly correlated and widely separated groups are uncotrelated.
The width of the Gaussian for the flux spectrum Is arbitrary and
is often varied according to the number of foils and their
response, similar to smoothing techniques in iterative, unfolding
computer codes. Cross-correlations are generally Ignored or
assigned an arbitrarily small value.

Such uniform procedures for assigning covariances are simple
and appear to work reasonably well In most instances. Neverthe-
less, problems can arise in that desired spectral shapes are not
maintained, especially when large uncertainties are involved.
For example, the final thermal spectrum may be non-Maxwellian or
the fast spectrum may deviate from an assumed fission spectrum.
Stronger, localized covariances might Improve this situation;
however, establishing such data is difficult and somewhat arbi-
trary. This is particularly true when the relative normalization
and joining functions between various energy regions are unknown.
As mentioned previously, the best procedure appears to Involve
changing the input spectrum by trial and error until a physically
reasonable guess is obtained.

Clearly, a uniform, more objective approach to covariance
data is needed. Hopefully data will Improve in ENDP to the point
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where a comprehensive dosimetry cross-section covarlance data file
can be generated far routliv» applications. Integral testing vli.1
then be required to assess the reliability of the data. Flur
covarlances can only be improved S>y Including covariance data in
neutronics calculations and by systematic sensitivity studies to
develop physically reasonable data and techniques.
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TABLE I .

Principal Sources oi Krror in Neutron tiubiuietry.

Type of Error

Integral MeasurementK

Neutron Cross Sections

Input Flux Spectra

Damage Parameter Cross Sections

Typical Value, X

<b

5-30

30-100

10-100
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TABLE II.

Principal Uncertainties in Integral Measurements.

Type of Frror

Counting Statistics

Detector Efficiency

Nuclear Decay Data

Coincidence Summing

Gamma Self-Absorption

Special Problems

Tvpical Value, t

<1

<2

<2

<1

<1

Neutron Self-Shielding (Resonance)

Burn-up Corrections

Flux and Spectral Gradients

Tenporal Variations in Flux or Spectra
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TABI.K III.

Typical Deviations between Measured and Calculated (ENDF/B)
Activation Integrals on OKR (E7, 1 MU) after Spectral
Adjustment (STAYSL). +Cd means cadmium covered (20 all).

Deviation, X
(Measured-Calculated)

Reaction IV

-3 -1

HJSc(ii,7)HOSc

+Cd

«Co(n,^)60Co

+Cd

58Fe(n,Y)59Fe

+Cd
238

[J(n>Y)239Np

+Cd

237Np(n,Y)238Np ( + c d )

235U(n,f)

+Cd

237Np(n>f) (+Cd)
238U(n,f) (+Cd)
58Nl(n,p)58Co
60Ni(n,p)60Co
54Fe(n,p)54Mn

;;54Fe(n,a)51Cr

*6Tl(n,p)46Sc
47Tl(n,p)*7Sc
4 8 Ti(n,p) 4 8 Sc

1 9 7 A U ( n > 2 n > 1 % A U

- 1

- 2

-5

+2

+3

- 1

-4

0

+15

+4

-8

~ li-

+8

+6

- 1 4

+5

+11

- 3

-18

-8

+1

-9
+2

-7

+4

+3

+4

- 2

+4

+11

+1

- 2

+1

+2

+3

- 1 3

+3

+17

+1

-25

+2
+1
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TABLE IV.

Integral Cross Section Errors (ENDF/B) Deduced
froa Activation and Tlme-of-Flight Measurements
in Be(d,n) Fields. Absolute errors are +10Z.

Reaction

235>j(n,f)
238u(n,f)
U 5 In (n ,n ' ) U 5 n l In
ii(n,p)4 6Sc

Ti(n,p)*7Sc
48Ti(n,p)A8Sc

Fe(n,p)54Mn
56Fe(n,p)56Mn
59Co(n,p)59Fe

58Ni(n,p)58Co
60Ni(n,p)60Co
27Al(n,a)24Na
5 4Fe(n,a)5 1Cr
59Co(n,a)5&Mn
A5Sc(n,2n)44mSc
58Ni(n,2n)57Ni
59Co(n,2n)58Co

Zr(n,2n)8 9zr
93Nb(n,2n)92mNb
169Ta(n, 2n) ^8fm

^ 9 Ta(n ,3n)^ 7 Ti i
197Au(n,2n)l96Au

197Au(n,4n)l9*Au
238u(n>2n)237u

ED -
IV

+7

+4
-1

-7

+2

-7

+6

- 2

-8

0

+14

+3

-4

-4
-14

-11

+1

. +13
+7

—

—

- 9

• —

—

+4

14-16 HeV
V

+8

+4
-2

- 1

+6

- 1

- 3

-2

-4

- 3

- 2

+6

+1

- 2
-15

+1

+6

+9
+6

—

—

-8

—

—

+1

ED -
IV

+1

- l
- 3

-«9(+14)-

-798(+.5)a

+2

-88(+l)«

-4

+8

+9

+3

0

-36

-4

- 1

-30<+14)t>

- 9

-4
+6

+7

-9 -

- 1

+8

+1

- 1 1

40 MeV

V

+1

-1
- 2

(+24) a

(-56)3

+4

(+4)a

-4

+5

+3

+3

- 1

-20

-5
+3

(+14) b

- 3

- 1
+7

+10

- 8

+1

+12

+i

-11

values in parenthesis include contributions froa higher
isotopes. !

value in parenthesis aodified according to Ref. 16.

•ass
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TABLE V.

Threshold Activation Reactions Desired for Fusion
Dosimetry Listed by Material in Order of Priority.
Elements with multiple, long-lived products are
favored. Many other reactions could also be used.

Reaction

59Co(n,p)59Fe

(n,2n)58Co

(n,3n)57Co

(n,4n)56Co
197Au(n,2n)196Au

(n,3n)195Au

(n,4n)194Au

Fe(n,x)54Mn

54Fe(n,a)51cr
54Fe(n,t)52Mn
58Ni(n,p)58Co

(n,2n)57Ni
(n,3n)56Ni

6 0Ni(n j P)60Co
93Nb(n,n')93»Nb

(n,2n)92mNb

Energy Range
(.MeVj

4-28

10-30

20-40

30-50

8-25

15-35

23-45

1-40

7-25

14-35

2-25

12-36
22-40

3-30
0.1-10

9-28

ReoCt

9 0Zr(n,

Zr(n,

( n ,

*'*(n,

(n ,

(n ,

(n ,
169Trn(n,

(n,

(n ,
23Na(n,

107Ag(n,
(n ,

238u(n,
(n ,

55Mn(n,

.I'm

P)9°Y
x)89Z r

x)88Z r

p)8 9Sr
2n)88y

3n)8?Y

a)86Rb
2n)168

Tin

3n)1 6 7Tm

5n)165Tra

2n)2 2Na

2n)106mAg

3n)105u

2n)237Ag
f)f.p.

2n)^Mn

Energy Range
:_%i~v)

5-26

12-36

18-45

4-25
12-34

22-50

8-28

9-28

16-36

25-50

12-30
10-28

16-40
6-18
1-50

11-28
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Fig. 1. Nectron flux spectrum for the Oak Ridge reactor (E7,l MW).,
using the STAYSL computer code. The reactions are listed
in Table III. The dptted and dashed lines represent one
standard'deviation error limit; however, covariances are
very large. ;' .
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Fig. 2. Displacement damage cross section computed for copper
using the DISCS [14] code and nuclear calculations of
C. Y. Fu and F. G. Perey [15].
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Fig. 3. Neutron self-shielding calculations for the 197Au(n,-y)
reaction, with and without a cadaiua cover to suppress
thermals. The ORR reactor spectrum is shown in Fig. 1.
The cadmium ratio is also shown.
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FLUENCE/Coul, > 1 MeV
0.52 x 10 17

-6.0

Fig. 5. Fluences measured by radloaetric and heliua doalaetry at
the U. of C. Davis Cyclotron (Be(d.n), Ed - 30 MeVJ.
Note the very steep gradients, especially off-axis, and
the- very fine scale.
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Discussion

Vonach

What kinds of correlations were considered in the Oak Ridge Reactor
spectrum calculations? Correlations within each dosimetry re-
action, or also correlations between cross sections for different
reactions?

Greenwood

Correlations between reactions are presently ignored and are set
equal to an arbitrarily small number. Self-correlations are
assumed to be Gaussian, wherein nearby groups (flux and cross
section) are completely correlated and widely separated groups
are uncorrelated. Naturally, this is somewhat arbitrary ant) we
would like to see an evaluated covariance file for dosimetry
where all possible cross section covariances are included.
Realistically, this effort may require many years cf effort.

Schmidt

To what extent does the calculated neutron spectrum depend upon
the choice of the input spectrum?

Greenwood

This strongly depends on the foil coverage or sensitivity
(functions) of the reactions used and the neutron energy range
being considered. In reactors, the input spectrum is very
important, especially in the 1-500 keV energy range where reaction
sensitivities are small. However, at high energy accelerators
the sensitivity is very good and the input spectrum is not so
important. Of course, one must be careful not to specify input
errors and covariances that are too large. Sensitivity studies
can be done to determine the importance of the input dcta for
any given environment.

Smith

Why are integral reaction rates measured with uncertainties quoted
to much better accuracies than often quoted in microscopic
measurements?

Greenwood

There »re two possible reasons for this: (1) systematic errors
may be underestimated or (2) covariances between reaction rates
may be Ignored (e.g. when several assumed independent quantities
are used to deduce a derived parameter). Of course, all errors
and covariances must be considered for all integral and differen-
tial measurements.
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ABSTRACT

The role of integral reaction-rate data for cross-
section evaluation is reviewed. The subset of integral
data considered comprises integral reaction rates
measured for dosimeter, fission-product and actinide
type materials irradiated in reactor dosiretry fast
neutron "benchmark" fields and in the EBR-II. Utili-
zation of these integral data for integral testing,
multigroup cross-section adjustment and point-wise cross
section adjustment is treated in sone detail. Examples
are given which illustrate the importance of considering
a priori uncertainty and correlation information for
these analyses*

1. INTRODUCTION

Integral data have been used in a variety of ways in the
evaluation of neutron cross sections. A convenient categorization
of their use is as follows: (1) integral testing of evaluated
cross sections, (2) cross-section normalization, (3) adjustment of
nuclear model parameters, (4) adjustment of multigroup cross
sections, and (5) adjustment of point-wise cross sections.

The first category, integral testing, is that which has been
used historically in the evaluation of cross sections for the
Evaluated Nuclear Data File (ENDF/B). According to this prescrio-
tn integral data are used only to make "consistency checks" of
crObS sections which were evaluated on the basis of differential
measurements and model calcuations. The "consistency check," or
calculated/experimental (C/E) ratio for the integral quantity,
then serves to point out the need for improvement of the differ-
ential data base for the specific cross section of interest. For
the case of radiative capture or neutron-induced fission, the C/E
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ratios are often indication*; of discrepancies in normalization for
the evaluated cross section.

In the absence of differential data, integral data have been
used to normalize cross-section curves obtained from model calcu-
lations. Integral data then have a direct impact on the genera-
tion of an evaluated cross section. This approach was used by
Schenter f l ] in the ENDF/B-IV evaluation of the capture cross
sections for several fission-product class nuclides.

A third category of use has been the least-squares adjust-
ment of important statistical model paraneters (radiation wfdths,
level spacings, strength functions) based on integral data [2] ,
According to this approach differential data and nuclear systen-
atics are used to establish the a priori model paraneters. The
evaluated point-wise curve above the resolved resonance region is
subsequently generated by the statistical model prescription with
adjusted model parameters.

An applications-oriented, approach to the use of integral data
has been the generation of the French and Dutch adjusted rwlt i -
group cross-section libraries for fast reactors [3,4,5] , Accord-
ing to this approach, evaluated point-wise cross sections are
based on differential measurements and nuclear model calculations.
The point-wise cross section is expressed in a nultigroup repre-
sentation and group constants adjustments are made based on
integral data measured in "benchmark" fast-neutron faci l i t ies.
Adjusted multigroup libraries are then used for reactor physics
calculations to predict the performance of similar fast-reactor
systems-

A more controversial use of integral data is for adjustment
of point-wise cross sections [2 ,6] . In this approach integral
data and differential data are used simultaneously in a least-
squares adjustment of the microscopic differential cross sections
derived from earlier evaluations or nuclear model calculations.
This approach has been used for some fission-product capture cross
section evaluations for ENDf/B-V [7 ] .

As is indicated by the t i t l e , this paper focuses on the use
of a specific part of the integral data base for cross-section
evaluation, nanely, capture and fission reaction rates for samples
of dosimetry, fission-product and actinide type materials irradi-
ated in reasonably well-characterized fast neutron fields. These
neutron fields Include some reactor dosimetry "benchmark" fields
[8] and the Experimental Breeder Reactor I I (EBR-II) [9 ] . A
brief development of these specific topics as they pertain to
cross-section evaluation is given in section 2 of this paper.

Not included here is the role in cross-section evaluation of
integral data obtained from the fast criticals (ZPR assemblies,
GOOIVA, JEZEBEL, etc.) located at Argonne National Laboratory
(ANL) and Los Alamos Scientific Laboratory (LASL). This will be
touched on elsewhere at this conference [10], In addition, the
role of integral data for cross-section evaluation in Europe will
be covered by Gruppeiaar and Oragt [11].
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Rather than treat al l five areas which categorize the use of
integral data, this paper will be concerned with integral testing,
multigroup cross-section adjustment and point-wise cross-section
adjustment. The topic of integral testing is developed in section
3. Examples are given of conventional integral testing for dosi-
meter and fission-product cross sections and for the use of
uncertainty and correlation information in the integral testing of
the fission cross sections of 2 3 5 U, ? 3 8 U, and 239Pu. The role of
integral data for adjustment of multigroup cross sections is
treated in section 4. General considerations for such use are
outlined. Specific examples are given for such cross-section
adjustment analyses as applied to relatively well-known dosimeter
cross sections and to poorly-known fission-product cross sections.
The emphasis of the examples is on the uncertainty and correlation
information required for such analyses. In section 5, a discus-
sion of the use of integral data for point-wise cross-section
adjustment is given. An example is presented in which integral
data, differential data and a point-wise curve from a nuclear
model calculation are combined for a simultaneous evaluation of
the capture cross section of ll|9Sm. As a conclusion to this paper,
cection 6 includes an assessment of the use of integral data in
the cross-section evaluation process along the areas developed
here, namely, integral testing, multigroup cross-section adjust-
ments and point-wise cross-section adjustments.

2. REACTION-RATE DATA BASE

The purpose of this section is not to detail the specific
integral data but to give a general impression of the type,
quality and quantity of the measured reaction-rate data. Details
of the explicit neutron field characterization and the rate
measurements are found in the quoted references. As stated
earlier, the specific integral data base considered for this
paper includes only integral reaction rates as defined by the
following expression

R - / •(EWE)dE

where •(£) represents the neutron flux spectrum and a(E) repre-
sents the reaction cross section. A multigroup formulation of
this expression is generally used for the computation of reaction
rates from the typical flux and cross-section multigroup repre-
sentations. Often the integral data are reported as spectral-
averaged cross sections, namely, the integral reaction rate
divided by the integral flux.

Measured integral reaction rates, reaction-rate ratios, or
integral cross sections have been determined from irradiations of
well-characterized samples of dosimeter, fission-product and
actinide class materials in various fast neutron fields. Typical
reactions include {n,y), (n , f ) , (n.fji), (n,a), and (n,n*) for
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dosT>eters, (n,y) for f ission produces, and (n.-y) and (n, f) for
ac*inides. Padionetric, mass-spectrometric, and fission-chamber
techniques have beep used in the determination of the reaction
rates for the irradiated specimens. All three neasurement
ai:nroaches are, in principle, capable of producing very accurate
reassert reaction rates.

Nearly al l of *he dosimeter reaction rates suitable for data
test^in and cross-section evaluation have been r>easured or
evaluated as pert o* the Inter-Laboratory Peaction Rate (1LRP)
,"roc!ran [12] ;n the following henchnark neutron f ield?: 2 ' 5 n
^ssion-neutron spectrum [13] , 2b2CJ fission-neutron spectrun. 113],
Intermediate Energy Standard Neutron Field fISNF) [14] , BIG-1Q [15] ,
and Coupled Fast Reactivity Measurements Faci l i ty (CFPWF) [16]. *
corrarative summary description o? these benchmark f ields and
others used for reactor dosimetry has been reported by Grundl and
Eisenhauer [ 8 ] , A general report on the use of these benchmark
*"fe!ds for dosiretry applications and data testing has been given
by Fabry et a l . [17]. Fabry et a l . [18] have also prepared a
comprehensive compilation of integral cross sections for dosi-
neters irradiated in these "benchmark1* f ie lds. A summary of the
rariioTetric neasurenents for dosimeters irradiated in CFWF and
RM-10 has been reported by Greenwood et a l . [19], The results of
back-to-hack double fission chamber [20] measurements for actinide
dosimeters if* several benchmark f ields have been summarized by
?i*ll far- [21]. Searly 100 dosimeter reaction rates *br benchmark
f ' e 1 i s have been reported.

xhe ••.*".. inteqral data base for f ission products and higher
ac*'riries has been established ;neMjly f ror radior-etric measure-
ments *or sanpTes activated ^n the fFRMF [?2,?3,24]. Some integra'
cart jre rates have also been determined *rom mass spectrometr-ic
measurements for isotonically enric^ed rare-earth samples i r rad i -
ated ?r FRR-4I [25]. There have been approximately 50 f ission-
rroduct and approximately 5 hiqher actiniae reaction rates
i-easureo fron irradiations in the C^^F. N'ine fission-product
reaction rates were obtained *ror the FRR-!! experiment.

" 3. INTEGPAL TESTS

Conventional integral testing of cross sections requires both
an accurate reaction-rate data base and, especially, an accurate
characterization of the neutron energy spectrum for the irradiat ion
f i e l d . Considerable effort has been made to characterize the
benchnark neutron f ields [12]. Methods employed have been based
on neutronics calculations, active neutron spectral measurements,
and passive neutron, dosimetry. Of the benchmark neutron fields
the fission-neutron spectra for 252Cf and 235U are most accurately
characterized. Because of the simplicity of design, the ISNF and
BIG-10 are also, in principle, easily characterized by neutronics
calculations. Although i t is a relat ively complex f a c i l i t y when
compared to other bencftimark f ie lds , the CFW«F has been studied fn



deta i l , and "• '»]at ively accurate central neutron *lux specter-
is ava'^ah''" •or data testing. Clearly, the neutron f i e ' d
character?/a*ion for locations 'n FRP-I1 is d i f f i cu l t and *^P
least accurate.

The rrimary objective of a conventional intecra' test *s "
nafce a "consistency checl'" of an evaluated di f ferent ia l cr.-cs
section by comparing the observed 'neasured) integra1 det r *-~
that computed using representations of the di f ferent ial cross
seethe and the neutron sppctr<jr. Such integral tests *?a.*e her-
used as indicators of the need for Trjrro/ed rfi'fprert4^! -e^s-.'"
nents. It should be noted the* the integra! test , as
provides no i n^orr^at ion aboi.* detailed shapes 'ener;:y
of cross sections. In •f'act, apparent consi's*ercy or -""coisisteT
between di f ferent ial and integral data can res'jJ* ; f *^P s'a.es
the cross sections or neutron spectra are incorrect. : er r<;ryor
tional integral tests to he ^ean;ncfu1 i t is essential, *hprer"r

that shape characterization *or the cross sections ?nr! ne;*T-;r
flux spectra be accurate. I"tecra* *es*s -irp *hpr- , ; p f . ' c i
evaluating normalization discrepaT'PS bptwpf" r:";(*'pr?''' •'̂ * -î >*a
sets for a specific cross section.

Exanples of integral tests f i r dos'^eter ard '••<;s"'i?r-rr"'! r*
cross Sections are giv?n ' r "'a^1ps 1 and ! ! . THp 't-*pt-rsT ^?*a
correspond to peas'irer-en*-* ~ade "• *t~e fast ne:;*ror ' ' > V n* *»•<=
CFRMF. The neutron spectrur used i r the ca'ciilaVon o' *•<••• i-
FNDF/B-IV and FNDF/B-V intearai cross sec*'ors is based «r a
transport calculation usinq on^y F';?f,/P-IV cross sec'^ins. W-**~
the exception of the neasurcd * ? r x n capture a»*J •'iss^on i"te:;re1
cross sections [?£"], +Me data ' r Tah1e I were *.3«pn *ro- wa_o ;»•»•-
[27] , The f i r s t four dosi-'eter react'ons arP c'^ss4*^ed as'-̂ ••.-,>-
response whereas the last fc'.«- are classif ied as *:*-resrc;d. "*•?
data in Table I I were taken f>-n- :?«-ler ar'* -'•"der'1 I??.}.

The integral tests for the ^•^•-r^pr ^eac*"''xrs •'"rr'^catp **••?*
changes made in the ENDF/B-V cress-sec ' " r ••<aT^*;-r r •• 3 ' l
reactions except ^-^Thfn.Y^ and "V-'t'n,a'" !••• + "• •~/>rp c ' '^ 's*"P" i
between measured and calculated 'n*earal detrj. .'• a: :np>rs t*:a*.
changes in the cross-section evaluations 'or : '-?^•'<:,>' •"• •
27Al(n,o) f.ave led to a significant discrepancy ^et»«»p" **•»>
neasured and calculated integral da*a.

As is shown in Table I ! , integral *es*in;; *or these ' ^ s s " " -
product cross sections prints till* large d-screrancies he'
neasured and calculated i i tegra1 data bo»h for FM^/B-HV
sections and ^or preliminary FVpf/F-V cross sec*ions.
discrepancies generally indicate t ie lack of "eavired
data available for the evaluation, flfoviously there is necc1. *,r
improvement in the di f ferent ia l and integral da*a bases ror
cross sections.

Most conventional data testinc <o the past did no* incl
estimates of uncertainties i " calculated quantities. *s
cross sections become better known, • tiie interpretation o* discrep
ancies between neasjred and calculated' quantities hecones
meaningful only i f the con*rinu*ion of urtcertaintv and corr«Oa*-io
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information for both the irradiation f ie ld neutron spectrur and
the sample neutron cross sections arc considered for the calcu-
lated integral datum. Such an analysis was made by Broadhead and
Wagschal [28] for f ission-rate ratio measurements in the ISNF for
2 3 8 U(n, f ) and 2 3*Pu(n,f) re lat ive to 2 3 5 U ( n , f ) . The principal
results of this work are summarized in Table I I I . In this
analysis the flux covariance matrix for the ISNF neutron spectrur
was determined from a detailed sensit ivity and uncertainty st'jdy
[29] using the FORSS code system [30 ] . Covariances for the
fission cros , section were preliminary ENOF/B-V. With no *mcer-
taint ies considered in the calculation of the reaction-rate rat io ,
the C/E "consistency checks" indicate a discrepancy outside the
experimental error. However, when one considers uncertainties
in the calculated rat ios, the discrepancies are well within the
combined experimental and calculation uncertainties. The conclu-
sion is that , within the uncertainty of the integral test , the
integral data and dif ferential curve are consistent.

4. ADJUSTMENT OF MULTIGROUP CROSS SECTIONS

4.1 General Considerations

In principle i t is possible to u t i l i ze integral data for
samples irradiated in a variety of neutron fields in a least-
squares adjustment analysis to obtain adjusted nultigroup cross
sections consistent with the body of integral data. Such a library
could then be used for predicting the performance of reactor
systems which are similar to or bracketed by the set of repre-
sentative neutron f ie lds . In general, such a task would entail a
detailed treatment of uncertainties, correlations, and cross-
correlations in the neutron dif ferent ial cross sections, the
irradiation f ie ld neutron spectra, the integral experiments,
modeling, methods and, probably, many others. In practice, this
appears to be a formidable task. However, there has been a signi-
ficant effort in the Netherlands [ 4 , 5 ] , in France [ 3 ] , and in the
U.S.A. [31] to produce adjusted cross-section l ibrar ies suitable
for use in the fast-reactor programs.

I t is not the purpose of this paper to review these efforts
which wi l l be touched on by Gruppelaar [11] and Marabie [10] at
this conference. However, I would l ike to present, by way of
examples, how some Integral reaction-rate data have been used to
adjust multigroup dosimeter and fission-product cross sections.
I t is hoped that the presentation of these examples wi l l i l lus -
t rate how, *n a practical sense, one can carry out such adjustment
analyses for two very different categories of reactions, namely,
"well-known" dosimetry type reactions and "poorly-known" fission-
product type capture cross sections. The purpose of these
examples is to show that adjustment of "well-known" cross sections
demands an extensive and rigorous treatment of the uncertainties
and correlations whereas the adjustment of poorly-known cross
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sections can often yield meaningful results even if the a priori
uncertainty and correlation treatment is quite approximate but
conservative.

4.2 Adjustment of "Well-Known" Cross Sections

The example I will cite is that of the adjustment of multi-
group fission cross sections for 23?U, J36(j and 239Pu based on
reaction-rate ratios measured in two benchmark neutron fields at
the National Bureau of Standards (NBS), narely the ISNF and the
J52Cf field. These analyses have been done by Wagschal and
collaborators [32] as part of their effort to apply least-squares
nethodology to Light Water Reactors Pressure Vessel damage dosi-
metry applications.

A detailed treatment of the uncertainties and correlations
was made for the input data to the least-squares analysis. Model-
ing uncertainties in the flux spectra determination were minimized
because of the geometrically simple neutron fields* considered.
The 252Cf neutron spectrun was represented by a Maxwellian with
a temperature of 1.42 MeV. A flux spectrun covariance matrix for
this field was calculated using a 2% uncertainty in the tempera-
ture. The ISNF neutron spectrum arises from 23-'U thermal fission
modified by carbon reflection in the higher energy region and
shaped at the lower end by absorption in a concentric spherical
boron shell and should, in principle, be accurately determined by
a neutromcs calculation. A representation of the ISNF neutron
spectrum was obtained from a transport calculation. The procedure
for calculating the ISNF flux covariance matrix is detailed in
Ref. 29. Fission cross-section covariance natrices for ? 3 EU and
259Pu were processed from ENDF/B-V and that for 2 3 8U from ORNL
internal files. Cross-element covariances were also considered.
A very extensive analysis of the uncertainties and correlations
for the integral measurements was made [33],

The least-squares module UNCOVER of the FORSS code system [30]
was *hen used to obtain the "most likely" values of the fluxes,
the fission integrals and the differential cross sections based on
the uncertainties in the input data. New reduced uncertainties
and correlations reflecting the input information were obtained.
Changes in the flux and cross-section adjustments were observed in
a comparison of an analysis in which all correlations were
accounted for to analyses in which various correlations were
neglected. Neglect of the correlations between the integral
experiments did not impact the flux or cross-section adjustments
significantly. However, for this analysis neglect of the cross-
element covariances led to cross-section adjustments for :3~U
which were opposite in sign to those for 23*U and 239Pu. Such
adjustments cannot be reconciled with what is expected for the
highly-correlated differential cross sections which were derived
from high accuracy ratio measurements. The conclusion is that for
this level of analysis all correlations must be properly accounted
for.
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4.3 Adjustment of "Poorly-Known" Cross Sections

Many fission-product capture cross-section evaluations are
based en model calculations and a rather limited set, i f any, of
measured di f ferent ia l data. Consequently, many of the differen
t i a l cross sections are "poorly-lrnown" with uncertainties > 25% in
the keV to MeV region. Integral data have been used extensively
to improve the knowledge of these cross sections [3 ,4 ,5] .

To i l lus t ra te the role of integral data for adj'i<:tment of
"poorly-known" cross sections an example is presented here in
which capture cross sections for isotopes of Nd, Si* end Eu are
adjusted based on integral reaction rates neasurej f , r samples
irradiated in the EBR-II [?5]. The emphasis of the presentation
wi l l be to highlight the uncertainty and correlation treatment.
Specific results presented in this section and in section 5 for
the case of ll#9Sn demonstrate how adjusted rnilMgrc/p cro*z
sections can be used for evaluation purposes.

The integral experiment consisted of the following: (1) row
8-EBR-II i r radiat ion of isotopically-enriched san-ples of Nd, Sn
and Eu both at midplane and in the ref lector, (2) simultaneous
irradiation of passive dosimeters in the experiment capsules,
(3) mass-spectrometric determination of the integral capture
reaction rates for the rare-earth samples, (4) radiometric deter-
mination of the integral reaction rates for the dosimeters. The
computer code FERRET [34] was then used for flux/cross-section
adjustment analyses u t i l i z ing the measured integral reaction-rate
data for the dosimeters and the rare-earth samples. The code is
based on a log-normal extension of generalized least-squares
methods [35] that allow complete covari^nce descriptions for the
input data and the f inal adjusted data. Basically, these types of
analyses were made with FERRET:

(1) neutron spectra characterization - neutron spectra
in the experiment capsules were obtained by a
simultaneous adjustment of the a pr ior i fluxes
identif ied for a l l capsules and dosimeter cross
sections based on the measured dosimeter reaction
rates and a pr ior i uncertainties and correlations
assumed for the input data,

(Z) sequential fission-product cross-sect in adjustment -
adjusted fission-product cross section;, were
generated from an analysis for which the input data
included: (a) output adjusted fluxes and associated
covariances from the spectrum unfolding analysis,
(b) a pr ior i fission-product cross sections and
associated covariance matrices, (c) fission-product
integral data and associated uncertainties,

(3) simultaneous adjustment of a l l cross sections and
fluxes - input data for th is least-squares analysis
included (a) a pr ior i fluxes and covriances,
(b) a pr ior i dosimeter cross sections and covariances,
(c) a pr ior i fission-product cross sections and
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covariances, (d) integral data and associated
uncertainties and correlations.

The ji pr ior i data base for these analyses included the
following:

0 ) muttigroup representations of the neutron *lux
spectra at 2 midptane and 4 reflector locations,
fluxes based on a neutronics calculation,

(2) multigroup representations of 10 dosimeter and
9 fission-product cross sections processed *ror,
F.NOF/B-IV,

(3) flux and cross-section covariance matrices based on
a paranetric representation for the corre la tors
between groupwise uncertainties,

(4) measured integral reaction-rate data for Mission
products (18 Values) and dosimeters fSP values).

Elements of the a pr ior i flux and cross-section covariance
natrices were assumed to be composed of two components: an overall
fractional normalization variance, C2, snd a second term r.p.-r-
tc describe any additional uncertainties and correlations. J J

The correlation matrix p.. was parametrized by

where 6 denotes the strength of the shprt-range correlations and y
denotes their range. The values (r.) are group-by-group fractional
uncertainties.

A detailed treatment of the specific covariance parameters
[25,36] is beyond the scope of this paper. However, important
assumptions w i l l be ident i f ied. In general, conservative assump-
tions were used to establish the a pr ior i f lux uncertainties and
correlations. That i s , relat ively large f lux normalization
uncertainties and weak short-range correlations were assumed so
that the f inal flux adjustments were dominated by the relat ively
accurate dosimeter reaction rates and cross sections in regions
where their response is large. In addition, all cross correlations
between j r r i o r i spectra *or different spatial locations were set
to zero.

At the time th is work was in i t iated covariance information
was not available from ENDF/B for the dosimeter cross sections.
Covariance matrices for the dosimeter reactions were defined by
an independent evaluation of Schmittroth [36],

Uncertainties and correlations were assigned to the a priori
fission-product cross sections In a general way. A weakly-
correlated covariance component of 201 was used for the resolved
energy region. Above the resolved energy region a short-range
correlated component was assigned that represented a 251 uncer-
tainty at low energies which Increased to 30% at 1 MeV and to 1007
at 20 MeV. In addition, highly correlated components of 20* and
30T were Included as additional normalization uncertainties for
the unresolved and smooth energy ranges, respectively. These
components reflect the uncertainties and correlations expected in
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the cross sections as a consequence of the .;se of unresolved
resonance parameters, node! calculations and microscopic data to
define the evaluated cross section in this region.

Partial results of the spectrun characterization analysis are
presented in Fig. 1. The tiqure illustrates the adjustments jsarfe
to the a priori fluxes for one of *he nidplane locations. Ad-
justed fluxes for the other locations were obtained from the sare
analysis. In the top plot in the figure, the a priori and ad-
justed nult.group fluxes are compared. The reduction in the
fractional uncertainties for the flux, in the regions of response
of the spectrun monitors, are shown in the bottom plot ot the
figure. Although the dosimeter cross sections are adjusted alonq
with the neutron spectra, their adjustments are snail and the
flux characterization is very weaHy dependent on cross-sect ion
adjustments.

An example of the adjustment of fission-product cross sections
from the type (3) analysis (simultaneous adjustment of all cross
sections and fluxes) is shown in r i g . 2. A comparison of the ^
priori and adjusted multiqroup cross sections is shown in the top
plot of the fiqure. Clearly the integral data have resulted in «
significant upward adjustment in the cross section ahove the
unresolved resonance region with sone arfjustnent in the unresolved
region itself. As shown in the lower part of f i g . 2, the least-
squares analysis resulted in a reduction in r;ross-section
uncertainty over the region of response.

The sequential problem analysis (?) yielded essentially the
same result as the type (3) analysis. This result is/ significant
because, in the sequential analysis, any crosi correlations between
spectral locations are not carried over to the second adjustment
analysis. Such correlations are induced by the dosiretry inte-
gral data in the spectrum characterization analysis. The FERRET
code [3,4] at the time of these analyses did not have the input
capability of handling such cross-element correlations. Hence,
for the level of analysis considered here (relatively large ^
priori uncertainties in the fluxes and fission-product cross
sections) the treatment of j priori cross-element correlations is
not of utmost importance to the adjustment analysis.

In principle, the cross-section evalu*tor could use the
adjusted fluxes and covariances from the spectrum characterization
analysis along with the measured fission-product reaction rates to
integrally test his microscopic cross-section evaluation. On the
other hand, he could also incorporate this same integral informa-
tion directly in his evaluation process. A third app oach is
illustrated in section 5 in which an adjusted multiqroup fission-
product cross section and associated covariance matrix from the
simultaneous analysis are utilized directly in a microscopic
cross-section evaluation. The adjusted covariance matrix embodies
all the related uncertainty and correlation information for the
inteqral experiment and its use is essential in subsequent
evaluation applications.
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5. ADJUSTMENT OF "HINT CROSS SECTIONS

Integral data have been used to a very limited extent for
cross-section evaluation uti l izing point cross-section adjustnents.
Although methods for doing so exist [2,37,381, such application
has been made mainly for the evaluation of fission-product capture
cross sections [ 7 ] , It is the purpose of this section to demon-
strate, by way of example, how the results of an integral experi-
ment can be utilized to improve a microscopic cross section.

As an example, a limited evaluation problem is presenter! for
lu<iSm, in which integral data, microscopic data and a point-wise
curve from a nuclear rnodel calculation are combined into a sirul-
taneous least-squares analysis with the FERRET code to generate an
adjusted point-wise curve. The three sources of data for the
evaluation, as shown in Fig. 3, include nicroscopic measurements
by Shaw and collaborators [39,40], adjusted nultigroup cross-
section and covariance matrices from the EBR-II analysis (section
4.3) , and an a priori point-wise curve taken from ENOF/B-IV. The
point-wise curve, for all practical purposes, represents the
nuclear model calculations on which i t is based. The point-wise
curve was assumed to have uncertainties of 10% below 100 eV and
approximately 60S above 100 eV. The Shaw [391 values were assumed
to have a relatively large normalization uncertainty (approxi-
mately 203) but to be more precise in shape. Typical error bars
for the nicroscopic data are indicated in the figure.

Two least-squares analyses were made. The f i rst was an
evaluation which combined only the microscopic data and the ^
priori curve. The second analysis combined the microscopic data,
the a priori curve, and the adjusted multigroup cross section.
The adjusted point-wise curve, for al l practical purposes, was the
sane from both analyses and is given by the solid curve in Fig. 3.
Adjusted uncertainties for the point-wise cross section ranged
from approximately 20* to approximately 24?, over the energy range
100 eV to 1 MeV for the analysis which did not include the inte-
gral data. When the integral data were included, these uncertain-
ties were reduced to approximately 11X to 141 over these same
energy ranges. The measured differential data have determined
the shape of the adjusted curve. Incorporation of the Integral
data resulted in a reduction in the absolute normalization
uncertainty for the adjusted curve.

The main point to be emphasized here and the reason for
showing the ll|*Sm example is to stress the importance of the output
correlations that arfc a part of the EBR-II integrally-adjusted
multigroup cross sections. These correlations are particularly
important to a proper understanding of the sharp change 1n shape
that 1s apparent in Fig. 3 (and In F1g. 2) for the EBR-II
adjusted results just below 10 keV. Although a slight jog 1s also
seen In the a priori curve (an evaluation anomaly), th«j main
reason for tfie break 1n the multigroup curve stems fro» the choice
of a priori correlations used to obtain i t along with the response
function for u 'Sm. In particular because the unresolved and
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snooth energy reqions (which join a* 10 keV) were evaluated
differently, they were assigned uncertainty components that were
not correlated across 10 keV. Therefore, there was Ifttle _a
priori constraint to adjust values below an*' above 10 keV
together. In hindsight, such a constraint could be added but
night be hard to justify. However, the covariance matrix for the
integrally adjusted cross section is very soft to independent
renormalizations above and below 10 keV. Therefore, when the
microscopic Shaw data were included in the evaluation, along with
the adjusted nultigroup data, the break disappeared as is clear
in Fig. 3.

If one were to ignore the underlying covariances and compare
the Shaw values and the multigroup result together, it would be
easy to conclude that they were discrepant, a clearly incorrect
conclusion. This example also illuminates the dangers in inte-
grally adjusting the cross section and then discarding the
covariance information as one might easily do in applications of
benchmark adjusted dosvroeter cross sections used in spectral
unfolding.

Finally, an inconsistency in the present example must be
pointed out. In this example, the ENDF/B-IV values are counted
twice. They were used as a priori values in the original inte-
gral adjustment of the multigroup representation. They were used
again as the a priori point-wise values in the final evaluation.
This double counting is not likely to be a severe problem here as
the associated uncertainties were relatively large to begin with.
Nevertheless, it is wrong, and a proper evaluation should address
the problem, e.g., by artificially increasing the assigned
uncertainties. This example also highlights the care that must
be exercised in this type of approach.

6. CONCLUDING REMARKS

In this paper an attempt was made to summarize the principal
ways in which integral reaction-rate data have been used for cross-
section evaluation. Explicit examples were given of the use of
reaction-rat2 data for integral testing, multigroup cross-section
adjustment and point-wise cross-section adjustment. The examples
were developed in the context of the evaluation of dosimetry and
fission-product cross sections. For each of the three types of
applications of Integral data, Input data requirements were
identified. An emphasis was placed on the inclusion of a priori
uncertainties and correlations, especially for cross-section
adjustment applications.

The use of Integra? data to make "consistency checks" of
evaluated cross sections will probably continue to be the most
acceptable application. In general in the past, no estimate of
uncertainty 1n the calculated integral quantity was made as part
of the consistency chec'-. As was :>ointed out in the work of
Broadhead et al. [?8], it is des?r.y . tr estimate the calculated
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uncertainty due to flux and cross-section uncertainties and corre-
lations if a meaningful interpretation of apparent discrepancies
is to be made. Such a consideration becomes especially important
as the accuracy of the evaluated cross sections improves.

Direct utilization of integral data for the adjustment of
cross sections has been done in a limited sense. Adjusted multi-
group libraries which include adjusted group constants and
covariances have been generated and used successfully for fast
reactor applications [3,4,5]. In a very limited scope, integral
data have been used directly for point cross-section adjustment
in the evaluation process [7], The questions of whether cross-
section adjustments in this latter approach really result in an
Improvement of the basic cross section or whether they simply
reflect modeling or other errors and are a parameterization of the
integral uata have been raised [6]. Marable addressed this
question at this conference [10].

It is the viewpoint of this author that under certain condi-
tions integral data can be used directly for point cross-section
adjustments to improve an evaluated cross section. These condi-
tions include: (1) integral experiments for single samples placed
in well-characterized neutron fields, '?) identification and
estimation of all significant errors <-"„ uncertainties for the
integral experiment, (3) realistic esti '*,es of the uncertainties
and correlations in the fluxes and diffe ~ttial cross sections,
(3) minimized model uncertainties, and (4 a valid formalism for
doing the adjustment. Admittedly, this is a large task. However,
as we mature in the development of realistic covariance files for
ENDF/B and conduct careful experiments to build upon the existing
data base, such application may prove useful.
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TABLF I

Integral Tests: CFRMF Dosimeter Data

Reaction

115In(n,,)

197Au(n,Y)

232Th(n,Y)

235U(n,f)

27Al(n,«)

58NT(n,p)

115In(n,n')

232Th(n,f)

Measured
Integral

Cross Section
(mb)

281.5(3.9)d

424.(3.3)

291.(3.1)

1557.(3.4)

0.161(3.1)

24.0(3.4)

51.0(5.9)

19.6(4.7)

C/Eb

IVC

1.06

0.98

0.98

1.02

0.97

0.94

0.86

0.82

1.00 j

l.no !

0.90

1.02

1.11

0.98

0.97

0.95

aPercent uncertainty at the 1-sigma level.

Ratio of "calculated" to "experimental" integral cross section.

CENDF/B-IV cross section.

Preliminary ENDF/B-V cross section.
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TABLF I I

Integral Tests: CFPMF Fission-Product Data

Reaction

98Mo(n>Y)

99Tc(n,Y)

102Ru(n,Y)

109Ag(n,Y)

Measured
Integral

Cross Section
(mb)

54.4(6.4)a

267.(15)

R8.9{6.6)

507.(9.7)

C/Eb

IVC

1.23

1.04

1.41

0.60

Vd i

1.09 :

1.26 ;

1.26

0.85

aPercent uncertainty at the 1-sigma level .

Ratio of "calculated" to "experimental" integra! cross section.

CENDF/B-IV cross section.

dPre1iminary ENDF/B-V cross section.
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TABLE III

Integral Test: ISNF Experiments
Fission-Rate Ratios

Response

238U(n.f)
23Vn,f)

239Pu(n,f)
235U(n,f)

Measured
Ratio

0.920(0.6)a

1.155(1.1)

C/Eb

I v c

0.962

0.973

Vd

0.972

0.985

Estimated
Calculated Uncertainty

Case l e

4.2

2.5

Case 2 f

2.1

2.1

aPercent uncertainty at the 1-sigma level .

Ratio of "calculated" to "experimental" response rat ios.

CENDF/B-IV cross sections.

dENDF/B-V cross sections.

ePercent uncertainty including contributions from flux and
cross section.

Percent uncertainty including cross-section contributions only.
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1

Fig. 1. Comparison of a priori and adjusted multtgroup fluxes and
fractional uncertainties for EBR-II midplane capsule
location.
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Discussion

Schmittroth ,;.

Earlier? some concern was expressed Chat mall integral
uncertainties may bias adjusted results in favor of the integral
measurements. What are your experimental integral uncertainties,
and do they bias the adjustments in favor of the integral
•easureaents?

Anderl

The dosimeter reaction rates were determined by the radiometric
method in which Ce(Li) detectors were used for gamma spectro-
metrometry. The saturated reaction rates were derived from
measurements of the absolute gamma emission rates for "standard"
gamnas emitted from each irradiated dosimeter. Estimation of the
reaction rate uncertainties for this analysis is straight-
forward. Total uncertainties for the dosimeter reaction rates for
this experiment range from 7X to 12Z and include the uncertainty
in the spatial position of the dosimeters. Reaction rates for the
isotopically enriched rare earth samples were derived, by and
large, from mass spectrometric measurements of the capture product
to parent nuclide isotope ratios. In principle isotopic ratio"
measurements can be made to ±0.5X, and reaction rates can be
derived with low uncertainties. For this experiment, estimated
rare earth reaction rate uncertainties ranged form 0.6Z to 12Z. I
believe these uncertainty estimates are valid and do not bias the
adjustments.

Peclie

In the last slide showing determination of a fission product cross :

section, was the form of the resulting cross section determined by
some parameterizations?

Anderl

The form of the resulting cross section is essential ly determined
by the shape of the a priori crc«s section curve which was
obtained from ENDF/B-IV. In the adjustment analysis based on
integral data only a multigroup representation of this point wise
curve was used. This adjusted multigrowp cross sectide amd
associated covariance matrix were then used, along with the
differential data, in a subsequent least squares analysis in which \
the ENDF/B-IV $, priori cross section was represented by triangle '
functions ( this representation is equivalent to a contii
piecewise linear parameterization). The shame of the adjusted
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curve, dashed line, is then essentially determined by the
differential data. The effect of utilizing the integral data is
to reduce significantly the uncertainty in the normalization of
the adjusted curve.

Young

How sensitive are your adjusted results to the assumed covariance
data i.e., how well do covariances need to be known?

Anderl

Covariance sensitivities were not explicitly studied in this work,

Schmittroth (Comment),

I have done some covariance sensitivity studies. The adjustment
of fission product cross sections reported here first required the
unfolding of the neutron spectra based csa integral dosimeter
measurements. Thus, covariances were needed in three areas,
dosimeter cross sections, a priori neutron spectra, and a priori
fission product cross sections. The dosimeter cross section
covariances are not particularly important as long as the
dosimeter cross sections are relatively well known. The more
uncertain neutron spectra are adjusted with the dosimeter cross
sections held at relatively fixed values. On the other hand, the
adjusted spectra (at least the, uncertainties of the adjusted
spectra) are sensitive to a pi/iori correlations. With stronger
initial correlations, the spectra are stiffer with respect to
subsequent adjustments. The result is smaller final
uncertainties. Similarly the adjusted fission product cross
sections and their uncertainties are sensitive to a priori
covariances. Since these covariance are often poorly known, it is
important to assign conservative a priori correlations and
uncertainties if the adjusted cross sections and their
uncertainties are to be valid.
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Tin: "DJUSTMENT Of GROUP CROSS SECT JONS BASED OH INTEGRAL
FXPFRIMENTS IN FAST BENCHMARK ASSE«BLI?S

J . H. JJarable

Oak Ridge National Laboratory
Oak Ridge, Tennessee^37330, U.S.A

/ /jj ABSTRACT

^Fundamental questions raised by »earlstxein concern-
ing//least-squares data adjustment are reviewed along with
several examples. An approach is presented showing least-
squares adjustment to be a logical tool for investigating
the consistency of various data, calculational methods,
and modeling procedures. Some results of the application
of adjustment in the area of fast-reactor core physics are
given.

INTRODUCTION

The purpose of this paper is to review several aspects, both
practical and philosophical, of least-squares adjustment in the
content of its application in the United States to fast reactors.
Such adjustment work has been performed at Argonne National Labo-
ratory [1] and at the Oak Ridge National Laboratory [2].

Fundamental questions concerning such data-adjustments were
discussed in a recent note by S. Pearlstein [3]. These questions
addressed two points, (1) whether data adjustments give improved
estimates of nuclear data, and (2) possible limitations in the use
of adjusted nuclear data due to the modification of the correla-
tions brought about by incorporating integral experiment data.

In the following, Pearl stein's arguments and examples are
reviewed. This author then expresses his own philosophy, which
views adjustment as a vital confrontation of the various data and
as an important test for consistency, over and above its possible
use for decreasing the uncertainties of calcul ted integral para-
meters or of nuclear data. Some general and practical aspects of
adjustment are then discussed. Finally, results of several
applications of nuclear-data adjustment are presented.
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Pearl stein's Analyses

As noted above, Pearistej^ has raised questions which art
most fundamental to data adjustment and its interpretation and
use. In an attempt to find answers to these questions, Pearl-
stein applied linear least-squares adjustment to fourteen c r i t i -
cal bare homogeneous cylinders containing aqueous solutions of
93% Z3SU-enriched uranyl oxyfluoride. A simple calculation*!
model was used based on the following equation

exp (B2r) = vO f / (a f +oc + oh (Nh/Nu>) (D

wherein five parameters common to all fourteen experiments are
specified as differential data. The five are the average number
J of neutrons released from fission, the neutron age T , the " * U
fission cross section <jf, the f3bu capture cross section oc» and
the hydrogen capture cross section <jn«

Parameters specific to each individual experiment wene as-
summed to have no uncertainties. These parameters are the hydro-
gen-to- 5U atom ratio (Nn/Nu) and the geometric buckling B*
given by

B2 = (»/(H • 2d))2 + (2.405/(R + d))2 (2)

where H is the measured critical height, R is the radius, and d
is the extrapolation distance with the assumed constant value of
2.3 cm.

yA >

Pearl stein finds the best least-squares f i t assuming equal
weighting of the fourteen experiments and complete uncertainty
of the differential data. He then considers three least-squares
adjustments based on three evaluations of the integral data, of
the differential data, and of their uncertainties. Actually the
evaluations differ only in the evaluations of the standard devi-
ations of the fourteen integral experiments. For case 1, each of
the fourteen integral experiments has a relative standard devia-
tion evaluated at 10%; for case 2, 1%; and for case 3, 0.11.

The three evaluations assume there are no systematic experi-
mental errors or other source of correlation. Although the
height considered as a response is a nonlinear function of the
five differential data, i t appears that Pearl stein restricts the
analysis to a linear least-squares adjustment because this non-
linear aspect is not pertinent to the questions raised.

Pearl stein states that the example illustrates the following
points:

I . Hie values of adjusted parameters optimizing the f i t to
Integral data depend or ••.» starting values and as-
signed uncertainties ••• A. 'f»r«n*ia1 and integral data.
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2. Significant correlations that differ greatly frop those
assumed as input can be introduced among the fitted
parameters by the adjustment process.

3. There is no restriction on the number of differential
parameters or the nuftber of integral measurements.

V
The use of "starting values" in point (1) above should be

replaced by "experimental values" or rather "evaluated values"
since, as will be shown later, the adjustment does not depend on
the starting values (as defined below) but rather on the evaluated
values as, of course, i t should. a

Values for chi-square per degree of freedom for ease 1* 2,
and 3 are 0.59, 25, and 3660, respectively. Pearl stein con-
cludes that case 1 is the most acceptable. Many statisticians
would go somewhat further and maintain that case 1 is the only
acceptable one. For cases 2 and 3, which an characterized by
large values of chi-square, he recommends the common practice of
multiplying the standard deviations of the adjustment by the
square root of chi-square per degre? of freedom to arrive at
reasonable uncertainty estimates. Pearl stein notes that signifi-
cant correlations are introduced among the adjusted data, espec-
ial ly for cases 2 and 3; and he states that "correlations among
differential and integral data are the most important result of
data adjustment methodology." On the basis of these three cases
he points out that adjustments may not in every case improve dif-
ferential data, but the resulting parameterizat i on can improve
the agreement between calculated and experimental responses.

Pearlstein concludes the paper with the remarks that al-
though data adjustment can improve estimates of integral data and
provide reasonable estimates of their uncertainties, i f the ad-
justment introduces new and different correlations, then the ad-
justed data should be regarded merely as a parameterization of
the integral data since the data have been validated only when
acting in specific combinations. However, this [author fails to
see the justification for this conclusion since 'ordinarily dif-
ferential experiments themselves measure nuclear data when acting
in specific combinations, which fact is expressed by correlations.

An Approach to Adjustment )
I:

The foregoing points highlighted in Pearl stein's paper Indi-
cate the difficulties one must face If one considers the possi-
bi l i ty of applying adjustment to the Improvement of nuclear data.

The fast-reactor physics group at Oak Ridge National Labora-
tory, 1n collaboration with other laboratories and reactor ven-
dors, 1s Interested 1n producing an adjusted library for appli-
cation to fast-reactor design [4 ] . At the same time wa are also In-
terested in determining the extent to which nuclear data might be



improved, so that the adjusted library would be based on real
physics and not mere mathematical parameterization. These hopes
are based on the following arguments.

A group cross section adjustment^fnlcorporating integral ex-
periments is relevant to associated nuclear data according to the
degree that the variables faithfully represent real physical
quantities. I f at any stage a faithful representation of the
Dhysics is violated (such as, for example, the omission of a sig-
nificant sensitivity, variance, or correlation), then the varia-
bles adjusted take on the character of a mathematical parameter-
ization. On the other hand, if the physics is faithfully: repre-
sented at all stages, thennthere is no a priori reason not to ac-
cept the results of an adjustment as being pertinent to nuclear
data.

In order to successfully implement the foregoing as a prin-
ciple, i t is necessary to have means for determining i f the phys-
ics has been violatd. Thus it is necessary to scrutinize all in-
put data for accuracy, consistency, and completeness. However,
the frequently quoted statement "garbage in, garbage out" is not
necessarily appropriate. Analysis of adjustment results may very
well lead to the conclusion that the input contains "garbage."
But this conclusion arrived at through the analysis of adjustment
is certainly valid. Further analysis of the adjustment may
help to point out which among the input data is "garbage." Again,
this conclusion of the adjustment is certainly valid and useful.

The output data of an adjustment must also be analyzed to
understand what it is trying to tell us. Not only must the nu-
clear data changes and integral data changes be studied; the new
standard deviations must be studied, and the various contribu-
tions to chi-quare must be understood. In particular, the chi-
square test must be satisfactorily applied, and any adjustment
which fails this test cannot be accepted since, almost certainly
the mathematical representation of the physics has been violated.

I f an adjustment passes the chi-square test, i t must yet
undergo further scrutiny. I t 1s particularly Important that the
results of such a least-squares adjustment be communicated to
evaluators and experimental istsacqu^wed with the original data
in order to determine i f the adjustment results *n reasonable
and what impact they may have. Interaction with designers is
also important.

With the approach described above, adjustment is not a black
box into which one feeds input data and blindly takes out ad-
justed mathematical parameters. On the contrary, with such an
approach, adjustment 1s a logical tool for examining the consis-
tency of the complex of nuclear data. Integral data, analytic
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methods, modeling procedures, numeric approximation, and group
cross section processing. There is no logical , systematic way to
combine integral and di f ferent ial data other than through the
least-squares adjustment procedure or one equivalent to i t .

Adjustment I l lustrated Graphically

For practical applications, i t is important to have a strong
and a correct intui t ion for adjustment. This is especially im-
portant for cross section adjustment which involves large amounts
of data. Mathematically, the matrix equations, which may appear
quite simple, are quite abstract. For these reasons a graphic
i l lus t ra t ion [5] of the concept of least-squares adjustment is par-
t icu lar ly useful.

Figure 1 i l lustrates in two dimensions the adjustment pro-
cess for a given caiculational method represented by the curve M.
Given in f in i te ly -d i lu te group cross sections a the method M de-
termines the integral responses I . The evaluated responses and
the in f in i te ly -d i lu te group cross sections based on evaluated nu-
clear data are represented by the point xe . One standard devi-
ation is represented by the radius of a c irc le about xe. The
fact that a c irc le is shown instead of an ell ipse is due to the
choice by the person who drew the figure to make standard devia-
t ions of quantities along different axes correspond to the same
1ength.

The result of calculation using method M and in f in i te l y -d i -
lu te group cross sections c leads to calculated integral values
which with o form the point x c . The result of a least-squares
adjustment (here nonlinear because M is curved) leads to the ad-
justed point x ' . Note that the integral quantities are adjusted
as well as the group cross sections.

The magnitude squared of the distance between xe and x'
measured in standard deviations is called chi-square (j^f) and
th is provides a measure of the magnitude of the adjustment and is
the basis for the chi-square test . Obviously, i f x is rather
large, the val id i ty of the adjustment may be doubted. In such a
case, a uniform increase in the standard deviations (and hence
the radius of the c i rc le about xe) may help to pass the chi-
square test ; but this procedure does violence to the physics
since the evaluated standard deviations are presumably based on
physical considerations.

Similar considerations apply to the linear adjustment illus-
trated in Fig. 2. Here the method H is represented by a straight
line corresponding to constant fixed sensitivities. The lineari-
ty allows the adjustment to proceed in a single step by simply
projecting the vector xc - x* on to the perpendicular to M. This
projection is denoted by ?x(xc - x e ) .
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the plane, projecting x« . x
e on to the normal to M leads to the

same adjustment. This means that for the linear problem we can
start with any set of cross sections values, calculate corres-
ponding sensitivities and integral responses and project the vec-
tor x° - xe perpendicular to M to find the same x' - xe. Hence
thê same set of adjusted cross section values and corresponding
integral values are independent of the starting point, whether it
be x*- or any other point x° on M.

The uncertainties of the adjusted responses and of the ad-
justed cross sections are represented by the darkened section of
the plane about the adjusted point x1. Clearly, the adjustment
produces adjusted cross sections and adjusted integral experiment
which are correlated. These correlations are a result of the
physics contained in the constraint imposed by the method M,
i .e . , the constraint imposed by the Boltzman equation, and this
constraint contains valid physics as does the constraint which
says a measured total cross section should equal the sum of the
measured!;partial cross sections, which constraint also introduces
correlations in cross section data.

Figure 3 illustrates a nonlinear adjustment, which may be
performed by iteration of linear adjustments (provided the square
distance j x>- x | 2 converges to the global minimum x

z ) . Start-
ing with a rather arbitrary starting point Xc (which ordinarily
would be xc) a first linear adjustment would lead,to x' as illus-
trated. Starting then with xc (characterized by the same cross
sections as x') a second adjustment would lead to x' , which
should be quite close to the desired point x'. If not, the pro-
cedure may be repeated.

Inclusion of Modeling and Calculational Uncertainties

In the foregoing discussion of Figs. 1 through 3, i t has
been assumed that method M for calculating responses from inf i -
nitely-dilute cross sections is exact, i .e . , no errors are intro-
duced by the calculational and modeling procedures. However, in
reality there are errors inherent in modeling and calculational
approximations. Figure 4 illustrates how a) method H can be Modi-
fied to method M' by the introduction of a calculated-response
corrector (or a calculational bias), b) uncertainties will be as-
sociated with such correctors independent of any uncertainty in
nuclear data. A least-squares adjustment should take then into
account as shown in Fig. 4. The adjusted point x is determined
by minimizing the sum of the squares of the distance from M to M1

(measured in units of corrector standard deviations) and of the
distance from x to xe (measured in units or evaluated integral
experiment and group cross section standard deviations).

More generally, for a given integral quantity a chain of
conceivable calculations is envisioned, all based en the
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nuclear dat? [6]. However, each calculation of the chain uses a
simpler model or cruder caiculationai technique than the preced-
ing calculation in the chain. Thus, in the chain

A • B * C + ... • Y * Z (3)

A cor-esponds to the real integral experiment calculated with no
approximations, and Z corresponds to the model actually calcu-
lated along with the accompanying approximating techniques. The
other members of the chain B, C Y correspond to intermedi-
ate models and/or calcuiational techniques. Note that all calcu-
lations in the chain are based on the same evaluated nuclear data
f i l e . The response fy corresponding to the real integral experi-
ment A (and the given nuclear data base) is obtained from the re-
sponse actually calculated R̂  by addition of the calculated-re-
sponse correctors bg, . . . b£. Each corrector is just the dif-
ference between two calculated results corresponding to two con-
secutive members of the chain, i .e . ,

bB = RA " RB

The calculated value A of the real integral experiment is
given by /

(

Calculated-response correctors are included in least-squares
adjustment m exactly the same way as group cross sections. The

response to the correctors are either unity
or zero according as the corrector applies to the response or
not.

Applications Based on ENDF/B-IV

In the United States, data adjustment incorporating fast-
reactor benchmark integral experiments has been performed at
Argonne National Laboratory (AM.) and at Oak Ridge National Lab-
oratory (ORNL). The ANL work was reported by Collins and Line-
bdfrry [1] at the Radiation Shielding Information Center's Sensi-
t iv i ty and Uncertainty Analysis Seminar-workshop In Oak Ridge,
August 22-24, 1978. Not only were standard deviations of Inte-
gral experiments presented, but also correlations between reac-
tion-rate ratios were calculated and presented for the f irst
time. Table I shows these correlations according to a more re-
cent version [1,4] .

II

The Argonne adjustment work reported was based on fast
benchmark assemblies ZPR-3/48. ZPR-6/6A, ZPR-6/7, ZPR-9/31 and
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seven zero-leakage test zones of Zebra-8 series in the United
Kingdom. Collins and Lineberry found good consistency between
eigenvalue and 28c/49f comparisons. They conclude their paper
with the observation that the data-adjustment method is a valua-
ble means for studying the significance of integral parameters
and that further study of reactivity worths and inclusion of more
independently measured parameters were desirable.

ORNL adjustment work based on ENDF/B-IV nuclear data was re-
ported in Reference [2] . Eleven fast-reactor benchmark integral
experiment evaluations "were supplied by the MH. group [1 ] . Two
Hosimetry integral experiments were evaluated by Wagschal, et :
a i . [ 7 1 . The adjustment included a number of calculated-response
correctors.

For the ORNL adjustment the chi-square per degree-of-freedom
was 1.1, corresponding to a chi-square probability value of 0.33.
This indicates that the adjustment should be acceptable as far as
the chi-square test is concerned. The adjusted values of all
integral experiments differed froiu the evaluation by less than
one standard deviation.

The only nuclear data which underwent an adjustment-greater
than a standard deviation was the mean energy E of the " 5 U f is-
sion spectrum, which value was adjusted upward 3.31. This cor-
responds roughly to what actually occurred in going from ENDF/
B-IV to EMDF/B-V.

The ORNL adjustment was applied to the calculation of the
multiplication factor and the breeding ratio of a model of a
large plutonium-oxide fueled liquid-metal fast-breeder reactor of
conventional homogeneous design. The affect of the adjustment on
these responses are shown in Table I I . „ The breeding ratio re-
ported in Table I I was calculated for a reactor maintained at
cri t ical i ty by adjusting the fuel enrichment.

CONCLUSIONS

Although i t is generally agreed that nuclear data adjust*
ment incorporating Integral experiment data Itads to improved
calculated values of Integral quantities (at least within reason-
able l imits), there s t i l l remain doubts concerning its applica-
tion to the Improvement of nuclear data. In any case, the least-
squares adjustment technique 1s a valuable tool for investigating
the consistency of a large complex of nuclear data, Integral
data, the associated covariances. analytic methods, modeling pro-
cedures, numeric approximations, and group cross-section process-
Ing. In addition. 1t| has been demonstrated that least-squares
should be most useful for Incorporating Integral experiment data
Into design calculations. In this regard w here point out that
the adjusted library ORACLE based on ENDF/t-V nuclear data and »
fast benchmark Integral experiments will be released soon.'

i
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TABLE I

Correlation Matrix for ?!>R Reaction Rate Patios '

• • c / - ' f .4* O.bi O.3O 0.00 0.26 0.0', 0.01 -,.0-' '..'/
• f / - f 1 0.00 0.19 ri.00 C. 18 :.0C ' , . y , . •

ZPR-6/6A
• - c / - f 1 0.26 0.3fc 0.00 -0.35 0.15 O.X -0.15
• " f / - " ' f 1 O.CK, 0.48 -0.23 C.OC O.j' -r . i t

7PR-6/7
•'"cl-'i ) 0.24 0.40 0.21 J.M l . U
"f/^f 1 0.34 C.04 'j. i7 1.24

PR-9/31
"c/""f 1 0 .1 / ",.*•>

'Coijmn lalieliing is the sane as 'or rows.
Data based Cm Reference!!].

TAblt IJ

The Effect of Incorporating Integral Lxperitnents on Va.ues and uncertainties
of Performance Parameters cf a Large LfffBR-

" Calculated Value and Standard Oeviatior
j Perfon«ance Parameter —---. j •--• •-•• - - -
' Based on Evaluated Data Based on Adjusted Data

. . . _. . - - . - - - , - . - ,. . — - . . „-- - . '^J

fceff 1.000 +.031 1.014 •.005

Breeding Ratio 1.15 +.04 1.12 -.02
(of critical reactor) ''"l_ . . . . . . !
Data taken from Referenced j .
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s

Group Cross Section

Figure 1. Graphic Illustration of Least-Squares
Adjustment in Which the Integral Quantity I is
Related to the Group Cross Section o Through the
Calculation*! Method M.
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Group Cross Section

Figure 2. Graphic Illustration of Linear Least-Squares
Adjustment in Which the Adjustoent Vector x'-xe is
Determined by Projecting xf-xf Perpendicular to H.
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Group Cross. Section

Figure 3. Monlinear Least-Squares Adjustment Illustrated
as a Sequence of Linear Adjustments.
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Group Cross Section

Figure 4. Uncertainty in Calculational Method M
Leads to the Possibility of Adjusting the Method M
to M'.



Discussion

Schmittroth

The adjusted cross section set ORACLE is the culmination of a
large effort. What future areas do you see for needed work?

Marable

Existing covariances files are a weak area. One problem is the
omission of covariances. If the oaiission is a diagonal element
(i.e., a variance), one is assuming that the data are perfectly
known. Perhaps even worse, if the omission is a correlation, one
can ..have other serious problems e.g, if A is correlated to B and B
is correlated to C, then C may have to be correlated to A. Thus,
the neglect of correlations between A and C may very likely give a
covariance matrix that is not positive definite. EHDF/l-V has a
number of these serious and essential omissions. They should be
sought out and filled up.

Schmidt

To what extent can you rely on the accuracy of the information
going into the covariance files you use in your studies? How
accurate are your covariance data?

Marable

Perhaps what we need is a sensitivity analysis for covariances,
and I don't know that that has been done. I think the covariances
are good enough for most purpose* where they exist. Sol's work
shows that it makes a difference whether you assume 10Z, I? or
0.1Z uncertainties. But typically some people who evaluate
covariances say they are known to about 502. Other people say
that uncertainties on uncertainties does not make sense. To me
the 501 figure seems reasonable.

Poenitz
\\

From a theoretical point of view I would agree with the suggestion
that we derive our best knowledge by including all the
experimental data in an evaluation, differential as well as
integral. However, using integral data increases substantially
the number of,unknowns for which there may be few measurements,
and we may actually decrease the degree to which the system ia
over determined. The result is a diffusion of our lack of
knowledge.

One of your slides is for 0001VA, one of the simplest
systems; But even there we might compensate o n f with ~ .
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strong^ indication* that the cause of the
discrepancies sight be ' U „ n*> and it tuould be regretful i f
the former two were adjusted, "(tore coop les systems appear less
able to pinpoint problems, and we merely di«tx»{»ut« the blame.

Marable

I think you are correct in many ways. In particular the * 0
inelastic cross section has increased by 10-I5X which I think is a
prediction you Made several years ago. But I don't think the
inclusion of integral experiments diffuses our knowledge, i t
conbines our knowledge. If the result doesn't sake sense, i t
indicates something is wrong with the physics. For aw adjustment
is not a way to do new versions of ENDF/B, but it i s a way to
listen to what the integral Measurements are saying.

(Co—tnt)

•phasised the > - temt. My experience with the
test you

I am glad you emyhasited the > - teat. My experience
theory of logical inference is that if you fail the < -
are courting with diaster. i—-^^^x

Stewart (Convent)

I would like to substantiate Wolfgang'* (Poenitz) consent* about
the 2 3 5U. The 2 3 5U inelastic is perhaps incorrect in EMDF/B-V, not
only in the total but also in the partials which reflect incorrect
energy transfer ..which could then effect ratios like
capture/fission. ™Pu is probably in a similar condition since
these data were evaluated at LASL in approximately 1966, and we
now know much more about level structure, spins, parities, etc.

4
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CROSS SECTION ! ADJUSTWNTS USING INTEGRAL DATA

r H. Griippelaar and J.B. Dragt

Netherlands Energy Research Foundation (ECN),
P.O. Box 1, 1755 ZG Petten, the Netherlands

! ABSTRACT

I
Adjustment methods currently used in France, the

Netherlands and the U.S.A. to adjust neutron capture
cross sections in the fission-product mass range are
reviewed. The methods include lê st̂ ŝ ijaiut* fitting of
multi-group constants, multi-group cross section ad-
justment, model-parameter adjustment and direct point
cross-section adjustment. Additional comments are given
on logarithmic adjustment and on other recent approach-
es, which stress the inclusion of "method" uncertain-
ties and the treatment of systematic ("negligence")
errors. The evaluation of experimental data, a-priori
cross sections and their covariance matrices is shortly
discussed. Finally some conclusions and recommendations
are summarized.'

1. PREFACE

In this paper a review is given on the use of adjustment
methods in neutron cross section evaluation. This review is main-
ly based upon the experience of the authors in the field of fis-
sion-product cross section adjustment and refer mostly to work
performed at ECN [l-fj. CEA-Cadarache [8,9) and HEDL pO-123.
At these laboratories adjusted fission-product data files have
been obtained. Results of a first intercomparison between ad-
justed multi-group capture cross sections (KCN-2A and CARNAVAL-
IV) were recently published [9] . The HEDL adjustment code [i 0
was used to obtain •EHDF/B-V fission-product cross sections [}2j
which are partly based upon integral data obtained at ECN and
Idaho. The integral data measured at EBR-I1 on fission products
have also been analysed with the above-mentioned code U\\l the
results will be reviewed bv Anderl at this meeting ft*]. Final-
ly, extensive testing of JENDL-I evaluated cross sections against
integral data was reported by Iijima efc al. C'5). These results
will be incorporated in a future Japanese evaluation.
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r x
2. CENERAi. LINEAR LEAST-SQUARES ACJUSTJeNT TECHNIQUE

A quite general linear lease-squares adjustment formalisa can
be derived from Bayes* theorem assuming Gaussian distributions for
the measured and adjustable quantities £lj. Combining the measured
quantities in a vector RexP with covariance matrix V and the a-
priori known parameters'in a vector P_° with covariance matrix Q
the "best" estimate of the parameters is found as the vector P*
that minimizes' ~

2(P) - (R-R e x P ) T V"1 (R-R e xP)q2

where

R-R° - g(P-P°). (2)

In these equations R° stand| for quantities calculated from P
and the "sensitivity"matrix C relates the variations R~K° and
£ - P°. It is further assumed that £exP, P° are statistTcally
independent and that there are no uncertainties associated with
§ (see Sect. 3).

Eqs. (I) and (2) car; be considered as a standard least-
squares fitting problem (rather than an "adjustment" problem)
when the a-priori vector P_° is supposed to result from direct
measurements. Then the "number of degrees of freedom" n equals
the number of experimental data given in jlexP.

The solution of the above-mentioned minimization problem
can be denoted as follows jj}:

Q'-g . -A r 1 4T, (4)
with

A - Q £T. (5)

where V is the covariance matrix of the difference of experiment-
al data (£) and a-priori data (g):

T

A "goodness Bf)fit" parameter is obtained from a x2-t««t.
which leads to the inner product:

j
Superscript T indicates the transpose of a matrix.

* Also called "model matrix", "design matrix" or "method matrix".
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X2 - XT (Rexp - R°>. (8)

When x2 exceeds n it is advisable to increase the incertainties in
the adjusted data by Multiplying the adjusted covariance matrix with
X2/n; see also Sect. 7.

If the second tem in Eq. (1) is dropped no a-priori informa-
tion is used and the system is only overdetermined when a exceeds
the number of parameters p to be fitted to the experimental data.
This fitting method was followed by the French [Vj» with the addi-
tional constraint that P-P_ should not exceed twice the standard
deviatioa of P°; otherwise the excessive parameters are fixed at
the error limits,. This means that the statistical distribution of
P_ is assumed to be rectangular. Moreover, correlations between the
parameters P° are used in some way [sQ . In this application the
parameters P° are group constants (4-6 groups) which have been
collapsed to obtain the condition n>p. After adjustment the a-
priori multi-group constants are used to translate the adjusted
collapsed data into "adjusted" 25-group constants.

In solving Eqs. (1) and (2) one should take advantage of the
statistical independence of various components of jleJtP *nd p°
("partitioning" [lOj). When there are several independent subsets
of jlexP it is easily demonstrated that one could reduce the
adjustment problem to one subset first before adding new subsets
sequentially. On the other hand, when P° can be partitioned it is
possible to reduce the problem to a number of separate adjustment
problems. This could be useful in particular when one is only
interested in a "partial adjustment" [l] of £ (see Sect. 3). An
interesting example of partitioning both R**P and P° is given by
Schmittroth [)0\ in an application of neutron spectrum unfolding
using integral dosimetry results ("elimination of subsidiary pa-
rameters") .

Another way to reduce the size of the adjustment problem is
to redefine the parameters to a vector of smaller size. Suppose
that the old vector K can be calculated from the new vector P.
In that case the adjlisted vector F' can be used to obtain K*.
When only the reverse relation £"~S|K i* know, the calculation of
1C* is more involved. This situation occurs when | defines a multi-
group collapsing scheme. The formal solution of this problem is
given in Sect. 4, Eqs. (16-18). Approximative methods for this un-
folding process could also be adopted. However, la many
instances the collapsed group constants F' arc useful for the re-
quired application. Schmittroth flOJ notes that when P° aad K°
are a-priori known to be statistically independent s«i»MtlaT
evaluation can be applied, %' playing the role of integral data.



3. METHOD UNCERTAINTY

Multi-Group Cross Section Adjustment

Eqs.*(l) and (2) are quite general. In a simple application
JtexP and P° represent measured reaction rates and multi-group cross
sections V> respectively, g being a sensitivity matrix containing
well-known group fluxes corresponding to the neutron fields in
which the reaction rates were measured. Assuming that G has no
"method" uncertainties, the solution of the adjustment problem is
given by Eqs. (3-7).

Multi-Group Neutron Flux adjustment

Another possibility is to assume that P_ stands for nulti- ...
group fluxes i> while the sensitivity matrix G is filled with well-
known group cFoss sections. In this case the aim is to obtain ad-
justed flux spectra. Again no uncertainties are assumed in G.

Adjustment of Cross Sections and Fluxes

Since both ty_ and £ usually contain uncertainties, a straight-
forward approach is to store them in one parameter vector

(9)

This approach was followed by Perey \j6] in his dosimetry un-
folding code STAY'SL. This code forces the user to introduce co-
variance matrices for cross sections and flux spectra (as well as
possible correlations). It is assumed that the matrix C can be
written as

£ - (g, g2) OO)

with G. and G. expressed in terms of 1° and ii°, respectively,
i.e. without uncertainties. From straTghtforward application of
Eqs. (3-7) adjusted parameters • ' and 1/ and their covariances are
obtained. However, it is not needed to follow this approach when
P_l and £2 are statistically independent, i.e.

S 32

and when one is only interested in adjustment of P_j. In this case
the scheme of Eqs. (3-6) can be followed for the quantities labeled
with index I, replacing Eq. (7) by

r-*•••»• (12)

where JJ is the contribution of £2 t 0 t n c uncertainty in the cal-
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T ((
culated integral data: L' * £2 Q 2 £9 *

 Th^s was c(.a 1 led "partial ad-
justment" in Ref. [l]. since * the adjustments in P2 remain
implicit. In recent litterature U is called "method uncertainty"
C21.23].
Definition of Method Error

In the above-mentioned example the matrix U contains the "me-
thod error". A quite general definition of method error is ob-
tained when we assume that U accounts for any error in the calcu-
lated integral data which is not already contained in -2. In this
definition it is not required that the uncertainties in G are ex-
plicitly known |j6,23], in which case one could always add the
elements of G to the parameter vector P_ and reformulate the ad-
justment problem [)(>}- For instance, when there is an uncertainty
in the calculational method used to generate integral data (e.g.
because of a multi-group approximation) this uncertainty cannot
easily be connected to elements of G. Another example provides the
adjustment of model parameters, where "inherent" statistical model
errors cannot be attached to parameters, although they constitute
an essential uncertainty in the calculated integral data (see
Sect. 4). In the last two examples one could assume that, Eq. (2)
is replaced by

(R-J*°) » G(£-P°) + A - A ° (13)

where A is a "noise" vector (A »£) with covariance matrix V. f
When Eq. (13) is denoted as

o P-P°
— — ac K A "~ A ^

it is easily seen that we have reduced our problem to Eqs. (1,2) ,
by adding a noise vector ^ to the adjustable parameters. Thus, it
is always possible to reduce the adjustment problem to Eqs. (1,2).

The parameter vector A was introduced in this section as a
"noise" vector. In Refs. [23,24] relation (13) is also adopted,
where the vector -£_ is interpreted as a "bias" of which the a-
priori value -A° is known from previous comparisons between in-
tegral data and cross sections. >

Correlations Between A-Priori Data, and Method

In the previous subsection we did not assume correlations
between a-priori data and method, but these could easily be in-
cluded when the elements of g are added to P_. A quite general
formulation of the problem was given by Marable and Weisbin [23],
which in our notation can be written as
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. - I - - (15)

with the constraint of Eq. (13). In Ee1. (15) a tilde Means that
matrix elements are written as a vector. The covariance matrix C
is supposed to contain no correlations between RexP and the a-
priori data. It is noted that Marablejand WeisbTn [23] follow an
alternative geometric approach to solve the adjustment problem.

In this subsection we give an example of a correlated a-
priori vector (neutron spectra) and method matrix (cross sect-
ions). This was the case in the adjustment of STEK flux and ad-
joint fluxes [if] of which the a-priori values were obtained from
a core calculation using multi-group1cross sections of the re-
actor materials (e.g. 235u). The integral data used for the
adjustment included reactivity worths of B, 235u ^^ various fis-
sion rate ratios. Obviously there are strong correlations between
the neutron spectra and 235^ cross sections Z^ indicating that
Perey's scheme [l6] should be followed, i.e. a combination of
spectra and cross sections in one parameter vector. However,
since the spectra are a function of heavy metal cross sections (mainly
235(j) it is possible to express * in terms of _ZU, such that a new
parameter vector can be defined with only group cross sections
which are statistically independent for each sample. Thus, part-
ial' adjustment can be applied on this new vector, leading to an
adjusted vector''T' , the adjustments in the other doisimetry (cross
sections remaining1 implicit. From the vector J. ' "ad//usted" STEK
neutron spectra were calculated [l 7] . This example /shows that a
careful selection of a set of independent parameters and appli-
cation of partial adjustment can be very advantageous in adjust-
ment calculations.

Unwanted Implicit Adjustments

Once the neutron spectrum has been determined with corres-
ponding covariance matrices it can be uisad as a "reference" spec-
trum for the analysis of a large class of integral cross section
measurements/^ For instance, the STEK spectra (77} were u«*d in VA
extensive series of fission-product cross section adjustments
[3,A]. From the previous discussion it is evident that in each
cross section adjuataent calculation the neutrou spectra will be
re-adjusted. Although normally this adjustment is small it is an
unwanted implicit adjustment, since one usually prefers to use
very accurate cross section data for this purpose. Therefor*, in
the case of analysis of STEK data the vector 9 was constrained to
the reference value, although the corresponding method uncertain-
ty was included in th 1 calculation of the covariance matrix of £.

- 1M -



A. MODEL PARAMETER ADJUSTMENT

Eqs. (1) and (2) are not restricted to the adjustment of multi-
group constants. Gandini and Salvatores [l8] and Dragt et al. [}]
have suggested to adjust the model parameters of the cross sections,
from which adjusted point cross sections could be calculated ("con-
sistent method" ![l8]). In this application the vector P° contains
these model parameters and Q is their co-variance matrTx. It is
advisable to adopt a set of statistically independent parameters
(or independent subsets of parameters) as far as possible.

The above-mentioned method is particularly useful when the
evaluation is entirely based upon nuclear-model calculations and
when the uncertainties in the parameters can be easily derived;.
This could be the case in capture cross section calculations jjl ,2,
6] utilizing a statistical model, of which the main model para-
meters are deduced from "external" sources (see also Sect. 8). In
practice, these parameters are often "tuned" to fit differential
measurements and it becomes more difficult to estimate the uncer-
tainties and correlations of the "tuned" parameters. Apart from
this difficulty model parameter adjustment is//attractive to the
evaluator, because before recalculating the cross sections with
adjusted parameters he may interfere, avoiding unphysical ad-
justments. Another possibility is to improve the systematics of
important parameters such as the mean level spacing, average
capture width [ft\ or the y-ray strength function.

In model parameter adjustment a notable "method error"
(Sect. 3) is encountered. This error arises from Iinherent statis-
tical-moael uncertainties caused by fluctuations in the neutron
widths or in the number of levels per energy interval j_2j . These
uncertainties allow for so-called "non-statistical effects",
which often reflect the uncertainty in the statistical-model "
estimate. A disadvantage of parameter adjustment with respect to
multigroup cross section adjustment is that these method errors
may lead to implicit adjustments, which are not noted by the
evaluator. A mixed approach is possible, however (see below).

Another drawback of parameter adjustment is that it is not
easy to apply it in the resolved resonance range,' where the num-
ber of parameters can be quite large. In our application of para-
meter adjustment [6] we have assumed a number of important para-
meters only. By performing a normal multi-group cross section
adjustment calculation the adjusted model parameters K1 and their
covariance matrix L' are obtained a-posteriori from the relations

with

K1 -K B X »

L'-L° - -B W"1 BT

B - L STGT.
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In Eq. (18) S is the sensitivity matrix for parameter variations.
The adjustment of rhe parameters corresponds with an amount
JEn " SQE.'~—°^» «*P r* M Cd i" multi-group constants. The r- 2'i*i~.
adjustment ££' • Z_' - z£ accounts mainly for adjustments in the re-
solved resonance range. Also adjustments in the range where there
are large inherent statistical model errors are included in .'.* '.
The parameters Yj are used to rs-evaluate point cross sections,
the remaining problem being the inclusion of residual adjustments
in the evaluation. • __

In the forthcoming RCN-3 evaluation J!^, which has been com-
pleted now for 30 materials, the above-mentioned procedure was fol-
lowed starting from the unadjusted RCN-2 evaluation ^26^ . The ad-
justments were made to fit integral STEK and CFRMF data, reviewed
in Ref. \S\ . In addition some revisions were applied (e.g. for Mo
[7]), based upon recent differential data. For most materials the
multi-group cross section adjustments £4] in the resolved reso-
nance range were small, so that no revisions were needed in the
corresponding point cross sections which are stored in KEDAK for-
mat. In the case of '33cs a correction was applied in the highest
part of the resolved resonance range by multiplying the capture
cross section with an exponentially increasing smooth correction
factor, which was obtained from a "rough fit" through the rela-
tive group cross section adjustments, see Fig. I. In general the
evaluator should be conservative in applying corrections in this
energy range, but in the case of 'J-*Cs there are other indications
for missed strength in the highest part of the resolved resonance
range, e.g. the argument that the statistical model predicts high-
er average capture cross sections than those calculated fro* re-
solved resonance parameters [27], see also Fig. 2. In Figs. 3 and
4 portions of the unadjusted and adjusted group cross sections
[4] and corresponding point sections are shown, together with
available experimental data measured at laboratories indicated in
the legend (see CINE* literature index [28]). Th* adopted RQJ-3
curve L25J i* slightly different from the adjusted one. This was
due to the fact that a revision was made in the calculation of
the total cross section. This also affected the capture cross
section since the same optical model was used to obtain the neu-
tron transmission coefficients in the capture cross section cal-
culation.

Instead of adopting a physical model parametiization
one could also ut>e a mathematical pamnetrizaiior.. This approach
was followed at HEDL, using the following "finite-element" repre-
sentation p ij:

a(E) - I hi(Z)ai , (19)

where hj(E) is a triangle or "roof" function with trianr.le coordt
(log Ei_j,0),(log Ej.l) and (log Ei+i,0). In this representation
additional end points have to be defined. Since the coefficient*
are just the point cross sections oj at neutron energies Ei their
treatment is discussed in the next section.
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5. DIRECT POINT CROSS SECTION AOR'SDCNT

Instead of sulti-group cross sections the vector P in £qs. (I,
2) could also contain point cross sections z. °i which the elements
•j, energies Ej and an appropriate interpolation,scheme _e.g. Eq.
(19)^ define the cross section at each energy. The ouin advantage
of this approach is that diiferential experimental i.ita • --'> 1 d
easily be included in R..

The sensitivity matrix relating differential cross sections
and 2. *s given by Eq. (19); for the relation with integral tlata a
similar expression is used 1̂ T :

with

Hi 7i „ (20)

hi(E)j(E)dE. (21)

Adjustment calculations of cross sections in an extended resolved
resonance region become very tedious in this scheme. Therefore,
average cross sections are introduced wl2_ in this region, e.g. by
introducing multi-gr_>up cross sections in ̂  In the thermal range
the cross section is usually smooth and Eq. (19) can be used. The
histogram part of the cross secti&n could be parametrized by means
of block functions or, approximatively, with triangle functions.
In the last-mentioned case adjustments do not conserve the block
shape of the histograms, »s was the case in the application of ad-
justment of EXDF/B fission-product cross sections J 2 \

The above-mentioned scheme is very convenient to obtain ad-
justed point cross sections fitted to both integral data and dif-
ferential data. As in the previous section, adjustments in the
resolved resonance range are difficult to include in practice.
A drawback of the method is that still the number of parameter*
can be quite large. Moreover, the evaluator doe* not gain insight
in the adjustments of underlying physical model parameters.

Another approach to direct point cross section adjustment
has been followed by Pazy et al. £|9] who have formulated the ad-
justment problem in terms of continuous functions. In their
discription the a-priori cross section o°(E) is a continuous
function of energy and the integral data r are functionals of
;(E) and may also be a continuous function of another parameter
E*. Their minimization problem can be denoted *si a

(22)

where Ao° and &r° are standard deviations and w aad w_ are den-
sity functions which reflect the n asber of measurements per energy



interval >n which the a-priori quantities are based. In thi$ picturV
correlations .ire not included, although in applications w could be
interpreted as a constant over a wide energy interval. This incom-
plete uncertainty treatment limits the applicability of the above-
mentioned method.

h. LOGARITHMIC ADJUSTMENT

A possible drawback of trie methods discussed before is due to
the assumed Cavissian distribution of P_, which may lead to unrealistic
adjustments, such as negative values for cross sections. This could
he avoided by considering lognormal distributions 1,10,11^ or con-
straining the vector P within prescribed error Units ""8"", which
could be asymmetric.

It is most appropriate to assume- the logarithms of the cross-
sections £ to be normally distributed. In the minimization of Eq. '1)
the second term is then to be replaced by

(Z-Z°JT Q "' (Z-Z°) (23)

with

1* ln £•
Z°-!nP° ^^

The first tern is not changed: integral data are still assumed to be
normally distributed. Several approximations with regard to the
dependence of R on Z (or P) are possible, e.g.:
(a) Assume R to be linear in Z (i.e. variations In K proportional to

r^'alive variations in P). Then the whole adjustment procedure
remains the same as before, with P_ replaced by Z_ in the equations.
The a-posteriori distribution for Z1 is normal agiin, i.e. the
adjusted cross sections follow a logarithmic normal distribution.
This idea was followed in Ref. [T] .

(b) Assume - as before - that II is linear in P (or can be linearized).
Then the a-posteriori distribution for ?J is no longer logarithmic
normal. The most probable value for V_' cannot be found from a
closed expression, but must be computed i>y iteration. This
approach has been worked out in much detail by Schmittroth ^ICp.

It seems to be reasonable to assume a lognormal distribution
for most a-priori cross sections, particularly in case of large
uncertainties. The distribution is especially appropriate if the
a-priori data originate from a measurement that contains certain
relative errors and short-range correlations, together with a relative
normalization error from an independent normalization measurement
(see Sect. 8). The product of the two lognormal quantities is again
lognormal.

The best choice for the dependency of JR on £ or £ depends on the
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character of the integral data, in case of reaction rates the linear
dependency on P_ (case b) seems to be most realistic: variations in
reaction rates are proportional to absolute cross section variations
rather than relative ones. So case b seems to be preferable in this
application, in spite of the mathematical and statistical complexity.

It is very important to note that in these approaches the
mast probable values are used as estimates for the cross sections
(both a-priori and a-posteriori), and not the mean (or expectation)
values. For lognormal distributions (i.e. the prior distribution in
both cases and' the posterior distribution in case a) the following
relation exists:

<V-pfc«pl(Vkk' ) ' (25)

where P. is the k— element of the most probable vector £ used in
Eq. (24). Such a simple relation does not exist for the posterior
distribution in case b.

Likewise some care is needed to translate an error matrix of P
into the corresponding error matrix of Z_ or vice versa. In case of
the lognormal distribution this relation is [id]

< V k l - ^ V <expQ k l-«). , (26)

The relation can be used to obtain the error matrix of the prior data
in the minimization expression (23), and the reverse relation
produces adjusted cross section errors in case a. The formula does
not hold for adjusted data in case b. It has been shown in Ref. Qoj
that the linear approximation

is always reasonable in practice. This simple linear relation was
used throughout in Ref. jjj . .,

7. SYSTEMATIC ERRORS

It is basically true that Eqs. (3-7) should only be applied
when there is statistical consistency between integral data and
a-priori information. In the formulation of Sect. 2 this scans that
X2/n should be close to 1. The confidence interval of this quantity
follows from the x?~distribution for n degrees of freedom. When
X2/n exceeds unity it is "common practice" to multiply the initial
or final covariance matrices with x2/n to "force" consistency.

However, it should be stressed that before doing £>. the evaluator
should try to find the origin of the discrepancy. In some cases one
could a-priori assume that (most of) the discrepancy is due to
systematic errors in either the integral data or the a-priori cross
sections. The French [jB] implicitly assume that systematic errors in
the integral data are small by adopting a rectangular umcartainty
distribution of the a-priori data with wUe error limits. !• this
way the a-priori information is allost not used. Mien, for imstamce,
the shape of the a-priori cross sections is we11-knownfrom differential
data and the main uncertainty is the normalisation, it might be better
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to estimate this normalization from a comparison between integral
and a-priorj data.

Recently, Chao [20,2P has investigated the situation of
significant discrepancies between integral data and a-priori
information in such detail. He introduced the concept of "negligence"
to deal with neglected systematic errors. A simple estimate of this
negligence £ and its covariance matrix F can be expressed in terns
of integral data by £21,22]

R e x p- Re*P - , (28)

V+N (29)

The transformation of the negligence in terms of u-priari parameters
P\ i% much more involved [21 ,22j . The "best" estimates of £ and F
are^obtained from

E =
where >. i s related to y? In by....

i l l

(30)

(31)

(32)

assuming that x2/n exceeds I. These quantities could be used to
aovveat either the integral data or the a-priori data"t(Chao calls
this "adjustment", departing from the usual definition) before
combining them in the adjustment proces like discussed in Sect. 2.

Also when it is not a-priori known which quantity should be
corrected, Chao [22j gives estimates for the corrections. These
estimates are as follows:

negligence in integral data:

1

negligence in a-priori data (in terms of integral data):

Thus, the total negligence is still given by the previous fcq. (30).
We like to note that Chao needed an assumption in order to

arrive at « division between the two negligences Kqs. (33,34).
His "model" was to weight the negligence components in the
probability distributions by the error matrices of initial experi-
mental and a-priori integral data, V and N, respectively. This
leads immediately to tie proportionalities with V and N* in Kqs.
(33,34). This assumption leads to nice symmetrical results. It

Or, more generally, to
or t°.

correct only the suspected ports of jtexp



should be noted, however, that there is no physical reason whatsoever
for systematic errors to be related to the corresponding experimental
uncertainties. So the mathematically logical assumption of Chao is
physically completely arbitrary, and may even be misleading. One
should use Chao's formulas with some care; they present a convenient
statistical tool to be used if inconsistencies arise to gain
quantitative^urr' --standing of the discrepancies, but they can never
be a substr^ ,*r'for the real task of the physicist, namely to find
the physical source of the discrepancy.

t'sing the corrections given in Eqs. (33,34) the results of the
adjustment of corrected integral data and a-priori values leads
exactly to the results of Sect. 2, provided that the posterior
covariance matrices are multiplied with x2/n. This gives a foundation
to the practice of scaling-up covariance matrices with the factor
>*/n when this quantity exceeds 1.

In Ref. [22] Chao has also included model uncertainties, which
leads to differences compared to the above treatment, provided
that ,'' "'> I. ilis final expression for adjusted integral data in the
presence of method uncertainties can be denoted as:

-v(N- + v + _ l r L')"
1 E°, (35)

which differs from the usual solution by a scaling factor (>+§)/>
of matrices V and X. The corresponding eovariance matrix is much
mot:*' complicated f24"| . It is remarkable to note the asymmetry in
this equation. This T ^ 4 u e t o t n e fact that ~> is determined by
imposing a ,'-test on J-Z^

n = E° T "(1 + .)(S + V) + v]~] E° . ; (36)

Evidently, no "method negligence" is included, i.e. it is assumed
that I' has the character of statistical "noise" (Sect. 3). If a
"negligence" is included in the method as well, reformulation of
the adjustnu-nt problem as discussed in Sect. 3 reduces the problem
to th< previous situation, i.e. a solution given by Eqs. (3-7),
with covariance matrices multiplied with .•/n.

I 8. r)ATA EVALUATION AND UNCERTAINTY ASSESSMENT

Prior to any adjustment procedure"'al 1 data, sensitivity
matrices and covariance matrices need to !»e eva'uated. A few comments
on the determination of neutron spectra have already been given
(Sect. 3). Some othor remarks on the data evaluation problems
follow below.

Experimental data; self shielding jj

As an example of the evaluation of integral data we mention
here the analysis of the STEK integral «
reactivity worths in five reactor rores
chemical and isotopic mixture*. subjei

- U5 -

ata which are small-sample
Most STEK samples ven-

ted to self-shielding.
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Another complication was that part of the reactivity worth is caused
by scattering rather than capture. When these effects are small,
corrections could be applied to obtain "clean" data, referring to
the capture reactivity effect of a pure isotope measured in infinite
dilution. In our application £l-5] we have corrected only for
chemical admixtures and scattering effects. In the adjustment a
number of isotopic mixtures having various degress of self-
shielding were considered. This approach avoids iterative procedures
which would be needed otherwise. On the other hand, the size of the
matrices involved in the adjustment process became quite large and
strong correlations were introduced in the a-priori cross sections
belonging to the various samples. By extending the a-priori cross
section vector with isotopic cross sections in infinite dilution^
the required adjusted data were obtained ("indirect adjustment"
The covariance matrix V of the (corrected) experimental data was
obtained by including uncorrelated statistical experimental errors,
errors due to uncertainties in sample composition, normalization
errors and errors due to the scattering correction [j,5J. Another -
quite different - example of integral data evaluation is reported
in Ref. [29] . See also Refs. JJ3-I53-

A-priori cross sections O ',',

The assessment of uncertainties to the a-priori cross sections
should be made during the evaluation process. In the resolved
resonance range a straightforward way to obtain uncertainties in
multi-group constants is to use the uncertainties of the resolved
resonance parameters ;ind to apply the error propagation law
[ij. Complications arise because of self shielding and correlations
between various resonance parameters flj . At higher energies three
evaluation procedures could be distinguished, which are based on:
(a) nuclear model calculations with parameters from external sources

(i.e. no differencial cross section measurements available),
(b) selection, averaging, smoothing, interpolation and extrapolation

of differential data,
(c) model calculations with parameters "tuned" to available

differential data.
In the first approach [l,2] the parameter.; could come from

averaged resolved resonances (e.g. mean level spacing, average
capture width, neutron strength function), level scheme data,
Q-values, differential data from related cross sections (e.g. optical-
model parameters from total cross section data), systematics or
theory. These "external" sources can be used to assign parameters
and their uncertainties (with possible correlations). From hese
parameters the covariance matrix of (group) cross sections can be
calculated Q » 2 ] . Additional uncertainties in multi-group cross
sections dealing with the validity of the model cannot be attached
to parameters, but heed to be included also. Here we refer to Ref.
[2j for a discussion of these statistical-model errors. An advantage
of this approach is;that both "short-range" and "long-range"
correlations are in iroduced in quite a natural way.

In the second approach [l9j mentioned above the main task of
the evaluator is to review the various differential data and to trace
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back the uncertainties and correlations. Usually the evaluitor can
only indicate for each Measurement the statistical uncertainties and
a common normalization error, expressing the Measured points by

ai " n fi •

where n is the normalization constant. For lognormal distributed
quantities the relative covariance can be expressed as Q Q

(38)

where c and r. are the fractional uncertainties in ri and f. and p..
is the (unknown) correlation coefficient of f. and f.. Assumi il
p.. is a short-range correlation it could be parametrized as

p.. - (1-0) «., + 0 exp |- ( l"J ) 21 . (39)

It is the task of the evaluator to assume reasonable values for 6
and Y which refer to the fraction of short-range correlation and its
range, respectively. This information should follow from the
experimental method (resolution). From Eqs. (37-39) or similar
representations the co-variance matrix of the (group) cross section*
can be calculated.

In the last-mentioned approach, which is probably closest to
common evaluation practice, the parameters are modified (mostly within
their uncertainties) to improve the agreement with differential data.
This may lead to smaller uncertainties in the parameters. However,
these uncertainties are difficult to estimate when the parameters
are "tuned" by means of "trial and error" methods. Therefore, it
seems better to introduce the differential data in an adjustment
process, like described in Sect. 5. Integral data could be included,
if needed, at the same time. Thus we advocate to base the a-priori
data and their uncertainties upon nuclear model calculations and to
adjust the calculated data to differential and/or integral data.

' 9. CONCLUSIONS

Most cross, section adjustment problems can be formulated by
Eqs. (1,2) with the solution [l] given by Eqs. (3-7), assuming no
uncertainties in g JjEq. (2)~\ and no correlations between experimental
data and a-priori data. Important simplifications may be obtained by
taking advantage of the statistical independence of the various
components (partitioning, partial adjustment) or a transformation
of the parameters n,10j.

If the relation between a-priori integral data and parameters
to be included in the covariance

ntal and calculated integral data
is not rigid, "method" errors y need
matrix of the difference of experiw
|Eq. (I2JTJ. This is easily shown by
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with elements of G [l, 10,16,233 and/or a "noise" term t_ to account
for those statistical uncertainties which are not included in the
elements of G (Sect. 3). In this reformulated adjustment problem the
adjustments in C and A are obtained explicitly from the usual
solution Eqs. (3-7).

Instead of adjusting multi-group cross sections one could also
adjust the underlying physical model parameters [it 18] when their
number is not too large. In a practical application [6,25] a

0 selection of important statistical-model parameters has been adjusted
by applying Eqs. (16-18) [ij after completing the multi-group cross
section adjustment. The parameters were used to obtain "adjusted"
point cross sections [25J. Adjustments in the resolved resonance range
are much more difficult to transfer to point cross sections (Sect. 4).

"Direct" point cross-section adjustment has been applied at
HEDL Qo-12]. This method is also problematic in the resolved
resonance range, but it has the important advantage that, differential
experimental data could be easily used together with the integral
data [l2].

In principle it is also possible to formulate the adjustment
problem for continuous functions [}9J, but it seems rather difficult
to include correlations in a proper way (Sect. 5).

Logarithmic adjustment |J,IO,lf}, i.e. assuming lognonaal dis-
tributed adjustable quantities, has to be recommended for most cross
sections, to ensure positivity and to cope with asymmetric error
limits. The problem can be reduced to Eqs. (1,2) when the relation
between integral data and the logarithm of cross sections is assumed
to be linear [li. In that case the distribution of the adjusted cross
sections is again lognormal Q ] . Otherwise, iterations may be needed
and the statistical distribution of adjusted parameters is more
complicated (jo]. Furthermore, interpretation problems may arise due
to the difference between the expectation and most probable values
(Sect. 6). IJ

The statistical x2-test (Eq. 8) is a useful tool to detect
inconsistencies, of whirh the source should be investigated by means
of a re-analysis of all data involved. When this source cannot be
detected, but it is a-priori known that systematic errors are absent
(or small) in either the experimental or a-priori data still a

}\ correction should be applied to the suspected data. A statistical
• estimate of this "negligence" [2p follows from Eqs. (30,31). If

1 the origin of the inconsistency is completely unknown a possible -
;' but arbitrary - approach follows from a distribution of the negligence
' , over both experimental and a-priori data in a ratio according to
K\ their respective uncertainties [22I. The result of this approach
V! leads to the usual solution Eqs. {3-7), except that the covariance

matrix of the adjusted data should be multiplied with the value of
X2 P*r degree of freedom. Inclusion of model parameters complicates
this picture. However, reformulation of the adjustment problem as
discussed in Sect.
(Sect. 7). Chao [22*
known that the negl
errors with a stati

In practice a

reduces the problem to the previous situation
treats the special case that it is a-priori
gence is not due to the method, assuming method
tical ("noise") character.
large effort is needed to evaluate experimental



data, a-priori data, sensitivity matrices and covariance matrices.
Usually the a-priori data are evaluated cross sections based upon
model calculations and differential data. A recommended approach is
to consider model parameters (based upon "external" sources) as
a-priori data. The calculated point cross sections could then be
adjusted to experimental data as described in Sect. 5 |llj. In such a
procedure the three independent data sources, i.e. nodel parameters,
differential cross section data and integral data are used in a
consistent way, provided that the covariance matrix of the calculated
cross sections is derived from the parameter covariance matrix
[j,2,18]. Other information used in this process is contained in the
theoretical relations and their method uncertainties.
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For all speakers, what do you see as any desirable, difference in
the use of simple integral experiments involving perhaps a single
reaction rate in a "clean" spectrum, and complex benchmarks like
critical experiment*.

Rowlands (Comment)

I consider that it would be appropriate to take certain "simple" ,
types of integral Measurement into account explicitly when
producing EKDF/B libraries. These are measurements of reaction
rates in well-defined spectra and measurements for single
substances. For example, useful information could be obtained
from spectrum measurements in the iron block experiment oa details
of cross section structure (such as minima), and this is best
taken into account in ERDF/B rather than an applications
library. However, more general integral data are best taken into
account by adjusting an applications library.

I also have a question. You assume that fission product
cross sections have a lognormal distribution. Does this introduce
a bias into the average cross section for the sum of all fission
products present in a reactor? I suspect that if the
uncertainties are distributed in this way, the sum overestimates
the average cross section.

Cruppelaar

With regard to the possible effect of the lognormal assumption on
the summed fission-product cross section, I would like: to reply
that this is certainly a point that needs to be further c: <
investigated. It is true that uncertainties in these pseudo
fission-product cross sections are mainly of systematic nature,
and the effect you mentioned could be one of the possible
contributions.

towlands (Comment)

As well as representing methods uncertainties "explicitly," it is
possible to represent integral measurement uncertainties in terms
of separate systematic trror uncertainties (or bias), and, the
effects of composition uncertainties in the same way. It ia not
necessary to introduce these additional variables because all that
is required is the covariance matrix for (C-E). However, it is
interesting to obtain these systematic error estimates (or bias
estimates) explicitly. The different ways of treating these
effects does not affect the adjustments.
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Gruppelaar

I fully agree tilth your last point. The advantage of ait explicit
formulation is that one is forced to think of all kinds of
possible uncertainties. It seeas advisable to formulate an
adjustments problea first in its aost explicit fora before it is
decided which paraaeters one would like to obtain froa the
adjustment calculation, introducing aethod errors for the
reaaining (iaplicit) paraaeters. I would like to note that
certain uncertainties cannot easily be attached to explicit
paraaeters, for instance the uncertainties introduced by neutron
width fluctuations of the calculated (statistical-aodel) cross
sections. These error sources are easily overlooked, but they a«y
be very iaportant because they allow for local variations in the
cross sections just above the resolved resonance range.

Pearlstein (Coaaent)

The influence of integral data on EWF/B can be exaggerated.
Recent adjustaents of fission product cross sections based on
integral data is not typical of the general case. The EMBP/1 *"V
fission cross section is based on what will be a good aeasureaent
standard and not on what will necessarily give good ansvirs in
criticals. The systeaatic errors associated with integral data
still require caution in its use (integral data) to adjust
differential data. Soae saall risks are taken to ensure that
EMDF/B will be useful for applications because it is believed that
this is necessary to continue EMDF/B developaent.

The cond/'zions for using integral data to iaprove
differential data have still not been addressed. Differential
df'• •> can be used in the forward direction to calculate integral
data because the laws of physics are assuaed to be understood.
This is all right provided the physicist has thought of
everything. But there are generally too aany degrees of freedom
to iaprove differential data working backward froa integral
data. Consistency between integral data and differential data
does not necessarily iaply understandiag. In ay analysis of 14
bare hoaogeneous criticals I used five paraaeters (cross
sections), but actually it is only a two independent variable
problea. The critical height can be observed to depend only o*
voluae (buckling) and the ratio of hydrogen to uraniua. This
information is sufficient to predict heights for intermediate
cases. It it m>t obvious that the use of a five parasjeter theory
to represent A two parameter problea will necessarily improve owx
understanding of differential data.
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I like very much your presentation. I do not share, however, your
enthusiasm for the log normal distribution in most applications
you seesi to use it. I think JTMI use it mostly to treat relative
data, and in general it would take a very special situation to
lead to a lognormal distribution.

Cruppelaar

The lognormal distribution was adopted at our laboratory mostly
for practical reasons, to avoid negative values of the adjusted
capture cross sections at high energies, where the uncertainties
are quite large and mist be a s y t t r i c . Assuming; lognormal jj
distributed cross sections is a convenient way to c^pe with tn^tse
problems. . % •" •

Menapace ;

In connection with the method of adjusting model parameters and
from discussions with one of the authors Gaadini, it was realized
that special care should be taken to properly account for
correlations among the parameters (e.g., average r and mean
level spacing). In addition, the adjusted parameters should be
considered only as an indication by evaluators who have to
consider their physical compatibility and then utilise this
information in a further evaluation.

Gtuppelaar

I chink that what you are saying about r and D ^ , is that these
two parameters are certainly correlated. And after adjustment
they are even more correlated. But these correlations could be
introduced. Of course, you must be very careful in the
interpretation of any adjusted parameter.

/ 1

) j/,M

/ /
J /
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ABSTRACT

The f i l e of radioactive-nuclide decay data included
in ENDF/B is intended to provide a commonly available
base of evaluated decay data relevant to reactor research
and technology and to nuclear-power applications. Conse-
quently, the types of data i ^ contains have been care-
fu l l y chosen to permit their)application to e^wide
variety of reactor-related problems while s t i l l retain-
ing a relat ively compact size. In this paper, we
br ief ly review the history and purpose of the decay-
data evaluations for ENDF/B, together with the sources
and types of experimental data considered. The impor-
tance of the generic relationships of the radiations
emitted following nuclear decay is discussed and their
treatment in ENDF/B i,s i l lus t ra ted. For purposes of
i l l us t ra t ion , an example of an experimental decay-data
evaluation is presented. The procedures for accounting
for the various atomic processes associated with nuclear
decay are presented. The increasing avai lab i l i ty of
data from the study of the complex decay schemes of
nuclides with large decay energies (e .g . , short-lived

^fission products) presents a special challenge for re-
actor-related decay-data evaluations. The unique
problems posed by inherent l imitations in these data are
pointed out. The need for new data types and experi-
mental techniques specially tailored to produce the
information required for reactor-technology applications
is indicated. The potential relevance of existing beta-
strength-function measurements as one means of addressing
these problems is discussed.

I. INTRODUCTION

Seven years ago, the nuclear-data content of the Evaluated
Nuclear Data F i le (ENDF/B) was expanded to permit the inclusion
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of detailed information from radioactive-nuclide decay. The
impetus for this expansion was provided by the recognized need for
a common, reliable base of evaluated data for use in summation-code
calculations of the fission-product decay-heat source term. To
address this need an ad-hoc working group, the Decay-Heat Task
Force, was organized. The data base produced by this group ap-
peared in 1974 as the Fission-Product File in Version IV of ENDF/B.
The INEL participation in the work of the Task Force centered in
two areas: ( i ) deciding on the types of decay data to be included
and their organization; and ( i i ) preparing evaluations of these
data for a number of "important" fission-product isotopes. A
detailed discussion of the categories of decay data incorporated
into ENDF/B-IV and their organization* together with a listing of
those nuclides for which decay-data evaluations were carried out,
is given in Refs. 1 and 2.

With the completion of this init ial phasepof the decay-data
evaluation effort, as evidenced by the incorporation of the results
into ENDF/B-IV, the emphasis of this work was directed toward
future versions of ENDF/B. The decay data included in Version V
of EHDF/B differ in two respects from those in Version IV. First,
the nuclide coverage has been considerably expanded. Version IV
contained INEL-evaluated decay data for 198 nuclides fond isomeric
states), 180 for the Fission-Product File and IS for^the General
Purpose File [1] . For ENDF/B-V, decay-data evaluations have been
done for nuclides in three separate fi les: the Fission-Product

\F i le ; the Actinide File and the Activation File. In the Fission-
product File, experimental decay-data evaluations now exist for 318
jlsotopes (including isomeric states). In the Actinide and Acti-
vation Files, such evaluations are included for 60 nuclides and
7\\ nuclides, respectively. [In addition, a MOD for the Actinide
F\ile is presently being prepared. This will include evaluations
for 42 more nuclides. This MOD, together with the Actinide File,
will provide coverage of all the isotopes in the major actinide
decay chains.]

The second respect in which the decay data in ENDF/B-V differ
from those in Version IV lies primarily in the treatment of several
processes not explicitly considered in the Version-IV f i le .
Generally these changes do not represent major modifications in
the structure of the f i le but rather closer definitions of some
of the previously defined quantities. This permits tfefcMersion-V
data, for example, to provide an improved description of the tempo-
ral relationships in delayed-particle emission, the radiation
spectra associated with internal-conversion and the "continuous"
radiation spectra associated with such processes as internal
brentsstrahlung and delayed-neutron emission. Our experience to
date with this expanded data format has been such that we do not
foresee major changes in i t in future versions of ENDF/B. Conse-
quently, i t seems appropriate at this point to present a brief
overview of the types of decay-scheme data that are presently
being incorporated into ENDF/B and the evaluation procedures that
are involved in generating this information.
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I I . DECAY-DATA EVALUATION FOR ENDF/B
I',-

A. General Considerations

The primary function of the decay data in ENDF/B is to provide
a description of the energy emitted in radioactive decay, both the
form in which i t appears and the time at which i t is produced. In
this respect, the ENDF/B decay-data f i le is not intended to replace
such broadly oriented data compilations as the Nuclear Data
Sheets [3] or the Table of Isotopes [4] but rather to present an
evaluated subset of those data, tailored to the identified needs
of the nuclear-power program.

The types of decay data included in ENDF/B can be broken down
into two general categories: level properties and radiation
spectra. Data in the former category are provided only for ground
states and isomeric states. [Isoraers, which by jJonvention in the
f i le are excited states, with half-lives >0.1 sf'are treated on
an equal footing with ground states: each isomeric state has its
own set of evaluated data, separate from those of its associated
ground state.] The level information includes half - l i fe, spin and
parity, decay modes &nd, for each decay mode, the total energy
available to i t (Q-value) and the fraction of decays of the state
which proceed via that mode. In the schematic decay scheme shown

'•' ~4 A " " - +
in Fig. 1 , for example,]the isomeric state Z* decays via e , B +

e . c , delayed-neutron emission and via y emission (isomeric-tran-
sition decay) to the ground state; thus, information on four decay
modes must be provided. If isomers exist in the daughter nuclei
and are populated in the parent-state decay, the energy associated
with their decay will exhibit a time dependence different from
that of the parent. [This can be a significant effect in some
applications, such as, for example, decay heat.] The ENDF/B decay-
data f i le takes this into account by treating the feeding of a >
daughter-nucleus isomeric state as being a separate decay mode,
distinct from that feeding the ground state (even though, of ;/
course, the same type off radiation from the parent is involved in
both cases). In this case, the radiation emitted following the
isomeric-state decay is included in the data set for that isomer
and not in that for the parent nucleus. In Fig. 1, for example,
since i t feeds both a daughter-nucleus isomeric state and ground
state (in the e.c. + 6 decay), the parent isomeric state will have
five listed decay modes in ENDF/B, even though only four radiation
types are actually emitted in its decay. Furthermore, the tran-
sition y* will be found in the data set of the daughter-nucleus
isomer, A(Z-1)*, and not in that of the parent state, AZ*. A good
example of how this situation is treated in ENDF/B 1s provided by
the well-known case of lS7Cs^The ^aifacteristic 661.6-keV Y ray
associated with 137Cs actually armies jfrom the decay of 2.55-min
i37">Ba. Even though the ground state j'of i37Cs decays only via p"
emission, its ENDF/B data set lists two decay modes and no Y radi-
ation; the 661.6-keV Y ray 1s listed in the data set of "7»Ba.
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Data in the second category, that involving radiation spectra,
include energy and intensity information for the various individual
transitions, as well as computed average-energy values. Radiation
types for which such spectral data are presently included are &~,
6 , a, Y> conversion-electron, x-ray, annihilation-radiation and
internal bremsstrahlung. Delayed-neutron spectra,~as well as those
of spontaneous-fission neutrons, protons, etc. can readily be
treated as well; but no such data have been included in ENDF/B at
the present time. Other information, unique to different radiation
types and which are useful in deriving important quantities from
them, is also given. Examples of these are the y-ray multipolari-
ties, used to derive conversion-electron and x-ray spectral infor-
mation (see Sect. I I I .E below) and the forbiddenness character of
the @± transitions, which is needed to compute average e energies
(see Sect. I I I .A below). ,

Since the focus of the present discussion is on the details
of the evaluation of decay data for ENDF/B rather than on the
structure and organization of the data within the f i l e , we will not
emphasize this latter information here. Discussions together with
specific examples of this f i l e format, at least as i t is organized
prior to its translation into the standard ENDĴ 'B format, are
given in Refs. 5 and 6. ^

B. A Sample Experimental Decay-Data Evaluation

In order to more fully illustrate the decay-data evaluation
process and the relationships of the adjacent members of a decay
chain, a sample evaluation for some members of the A=88 decay
chain is given here. The data discussed in this-section and given
in the referenced figures are taken from Ref. 7.

Fig. 2 illustrates one of the simplest types of decay schemes
which must be treated by the evaluator, one in which the intensity
of the decay branch to the daughter-nucleus ground state is known
to be zero. At the time this evaluation for 88Y was completed,
no single set of published y-ray data was conclusive enough to
completely describe all the details of the decay scheme. To
determine the absolute y-ray emission rate (cf. Fig. 2) , the total
Y-ray transition intensity to the ground state was f irst determined
using, a set of y-ray relative-intensity values. This set of evalu-
ated relative intensities was chosen such that the intensity values
from a number of studies could be referenced to a common ground-
state y-ray transition, namely that of Y 4 . This choice of data
provided a common link for the various references used in the
evaluation. Based on all the available data and the adopted con-
version and pair-production coefficients, the absolute y-ray
intensities were determined by requiring that the total y-related
feeding of the ground state was 100%. The above procedure is also
often referred to as an intensity normalization. (For clarity,
the uncertainties for the measured and deduced values have been
omitted here. The calct
duced quantities is stn

lation of the uncertainties for the de-
ightforward and the details are contained
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in Ref. 7.) Final ly, the electron-capture (e.c.) decay intensities
were determined from the 7-ray transit ion-intensity balances at
each level . Additionally, the atomic vacancies produced in the
e.c.-decay and internal-conversion processes can be used to calcu-
late the conversion- and Auger-electron spectra; and the annihi-
lat ion radiation intensity can be deduced from the pair-production
coeff icient, cm, and the 8+ intensity. References to ^30 published
journal art ic les were usefi>in the 88Y evaluation. The large number
of references used in this evaluation correctly indicates that this
is a well-studied decay. However, the numerous publications
actually report selected measurements for only a few of the quanti-
t ies ( i % . . Y-ray intensit ies) observed in the decay. The pro-
cedure i l lustrated here sC'ows our method for arr iving at a common
set of values for a l l of these quantit ies, consistent with this
extensive, but only par t ia l ly overlapping, set of results.

The second example, the decay of 88Rb, is given in Fig. 3. As
in the previous example, this decay populates levels in the
daughter nucleus, 88Sr. Some of the Y rays observed in the 88Y and
88Rb dec/rys w i l l depopulate the same 88Sr levels. Hence, the
measurer/Y-ray energy 11 values in one decay may be improved i f more
precise energy measurements have been made for the other. Here,
88Y is a Y-ray energy calibration standard and was used as such
in the experimental determination of the 88Rb Y-ray energies. For
the 88Rb decay there have been three relat ively good measurements
of the intensity of the ground-state g" t ransi t ion, e0. This is
rather unusual, since the measurements of the intensit ies of ground-
state 6 transitions are seldom done as part of a "routine" decay-
scheme study: they are generally d i f f i c u l t to carry out and much
of the nuclear-structure information sought in these works can be
deduced without a precise knowledge of this quantity. The point to
be made here is that, even with a precise value for e0 , the pro-
pagation of errors may lead to an undesirably large uncertainty
in the absolute Y-ray intensity determination (or intensity normal-
izat ion). This lack of precision w i l l also affect the reported
intensit ies of the Y-ray and B spectra and, through them, the
average energies of the various decay modes. Groups located at
several laboratories are addressing this problem of absolute Y-ray
intensity determinations, but the available data encompass only a
few of the radionuclides for which otherwise good,?decay-scheme data
are available.

In some instances i t may be possible to deduce the Intensities
of an unknown ground-state beta branch from a careful analysis of
a decay chain containing at least one nuclide which has a well-
known ground-state branch. This procedure is i l lustrated in Fig. 4.
Note that the tabular data given in Fig. 4 correspond to those
given in Fig. 3. A carefully measured ra t io , R, relating the
Y-ray intensity in the 88Rb decay to that in the 88Kr decay for the
transient equilibrium condition given here, is required. The'value
R usually represents a time-integrated quantity and i t Is calcu-
lated at some time after the isolation ofj! the 88Kr parent ac t iv i ty .
A calculated act iv i ty ra t io , A, can be obtained by integrating the
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parent-daughter decay curves. Using these data, along with the
known intensity of the 88Rb ground-state beta branch, B0(Rb) from
Fig. 3, one can calculate the 88Kr ground-state beta branch, Bo(Kr).
The values calculated for these results also i l lust ra te the error
propogation for such calculations. The procedure described here
was used to determine the value (13+7)% for e<>(Kr). Before the
A=88 evaluation was completed, the results of a direct measurement
of @o(Kr) were published. This measurement reported a value of
(13+5)3; for 60(Ki*)" The excellent,^jresinent of these two values
supports the va l id i ty of the evaluation technques described above
for cases where unknown ground-state beta transitions must be
deduced from other considerations. The A=88 evaluation quotes
{13+5)%, the measured value, as the adopted value for go(Kr).

I I I . COMPUTATION OF AVERAGE-ENERGY VALUES FROM EVALUATED DECAY DATA

One of the important categories of decay data included in
ENDF/B is the average energy (per decay) for the various emitted
radiation types. Provision in the ENDF/B format structure is made
for the inclusion of an average-energy value for each of the
spectrum types treated. Some of the possible spectrum types are:

(a) B" +
(b) e.c.+e (e.c.=electron capture)
(c) a
(d) n, p
(e) Y-ray
( f ) e (conversion and Auger)
(g) x-ray, internal bremsstrahlung and annihilation radiation

( i . e . , photons not resulting from a transition between
two nuclear levels).

(At the present time no spectral information for protons or
neutrons is included in the f i l e . ) The average-energy data for
these radiation types are further grouped into three general cate-
gories: electrons;_photons; and heavy particles. The electron
category contains e", e , conversion electrons and Auger electrons.
The photon group includes contributions from Y rays and the radia-
tions in (g) above, while the remaining contributions are included
under the heading of heavy particles.

The average energy and atomic-spectra calculations to be dis-
cussed here are performed using the computer code PCfDE [8 ] , which
has been developed at 1NEL. PCIDE also carries out the necessary
file-editing steps to incorporate the calculated results into the
final evaluated decay-data f i les.

A. The 8± Spectra I
ii

The B± endpoint ei ergy, E 6 1, and intensity, I6j, for the
individual 6* transitions are generally determined from the
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analysis of the decay scheme. The B spectrum of an individual
transition is, of course,continuous and the shape of this spectrum
is different for B and 3" as well as for the different angular
momentum transfers in the decay. The two distinct spectral shapes
treated in the ENDF/B evaluations are those of the allowed and
first-forbidden unique beta transitions. The first-forbidden
nonunique and second-forbidden nonunique spectral shapes cannot
generally be calculated and must be measured. Few measurements of
these spectra exist, however, and the allowed spectral shape is
assumed for these transitions for the purpose of calculating the
average energy, (Eg), in ENDF/B. All other transitions are assumed
to have the shape of a first-forbidden, unique spectrum. The
average energy for a B* transition is related to the B endpoint
energy, Eg^, by the expression

<Egl-) = f0 (Z,E6,Shape) x £&.

In the above expression for (Ep.) » fg
 1 S a f u n c t i ° n o f t n e B-

spectral shape, the daughter nuclide Z-value and the B-endpoint
energy. The calculated values for fe(Z,Ee), or (Eg.) /E 6 i, used

in PC0DE to determine the average energy for a B transition were
obtained using the computer code L0GFT [9,10] supplied by the
Nuclear Data Project at ORNL. L0GFT is also the general code
utilized by the U.S. Nuclear Data Network for calculating the e~-
decay and (B++e.c.)-decay properties. Four tables of fa are used
in PC0DE. These tables include the allowed and first-forbidden
unique values for both &" and 6+ transitions. Each table consists
of 160 values, 16 energy values from 10 keV to 10 MeV for each of
10 Z-values from Z=10 to Z=100. A double cubic-spline interpola-
tion procedure is used to first define fg(Z,E)|-. for each energy

for the specified daughter-nucleus Z-value and then compute
fg(Z,E.)L for each B-endpoint energy. A plot of fg for the

allowed 6" transitions is shown in Fig. 5. The smooth curves were
generated from the cubic-splines interpolation procedure in PC0DE
using a 100-point energy mesh. The overall average g energy for
the decay, (Eg), is determined using the expression

<E6> = EfBl.(Z,E,Shape) x Eg. x
1 IBi ,

where the sum is over all the individual g transitions and Ig. is

the intensity (in g's per decay) of thê  i-th B transition.
II y »

1. Uncertainty in the average B-decay llenergy - o\Ep/

I -
Special consideration has been given to the calculation of

the uncertainty in the average g-decay
the uncertainty in the endpoint energy,
transition is as a general rule, equal
Q-value for the decay. Second, the sum

energy. First we note that
<J(ER.) , of each
to the uncertainty in the
of tr tal g-decay
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intensity is constrained to be equal to the s-decay fraction.
Because of this imposed constraint, a simple error propogation
based on the uncertainties in the t intensities alone does not
provide an*accurate estimate of the uncertainty in(Ej). (It
significant! overestimates this uncertainty.) That portion of
^ ) which is due to the uncertainty in the £ intensities,

g^, can be shown [11] to be given by the expression

The first term of Eq. (1) is the usual expression of the variance
for the unconstrained problem, while the second term gives the
reduction in o'^E&)as a consequence of the constraint. To complete
thp calculation of O^E-J>, the uncertainties in the overall .-
intensity normalization and the (Rvalue are combined m quctaraiure
with a t )

B. Electron-Capture (e.c.) * Positron Decay

In the case of e.c. + t decay, additional contributions to the
total average energy other than the S treatment described above
exist and must be taken into account. Each positron givcs+rise to
two annihilation quanta (E = m0C

2 = 511 keV). The total e
intensity, then, can be used to calculate the contribution of the
annihilation radiation to the photon spectrum. Also electron-
capture is always present when 6 decay is possible. This process
gives rise to the production of x-rays(and neutrinos as well, but
these latter radiations are not included in the data file). To
calculate the x-ray intensities', the atomic vacancies produced in
the electron-capture process must be computed. The probability,
PK(P.) of producing an atomic vacancy in the K(L)-atomic shell

is defined as the number of K(L) vacancies per e.c. decay. These
probabilities are determined from calculations based on L0GFT
[9jl2]. These probabilities depend on the energy available to the
electron-capture transition, Z and the different angular momentum
transfers in the decay. The electron binding energies used in
PC0DE for the K through N. shells are taken from Ref. 13. The

total number of K-shell vacancies, V^, in the e.c.-decay process
is given below as a function of the calculated probabilities, P,,,
and the electron capture intensity per decay, Ie.c.H,

A similar expression can be written for the L-shell vacancies.
The calculation of the x-ray and Auger-electron spectra resulting
from the filling of these vacancies is discussed in section III.6
below.
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C. The :i-Decay Contribution to the Average Energy

The energy values listed for the individual * transitions in
the EiNDF/B files are the observed i-transition energies. These
differ somewhat from the decay energy available to these tran-
sitions. The difference between the available energy and the
observed energy is carried by the recoiling nucleus. In calcu-
lating the average -\-decay energy given in ENDF/B, this recoil
energy is included. This is done by multiplying the observed
'x energy by the factor A/(A-4), where A is the mass of the decaying
nuclide (and 4 is the ^-particle mass). Since the sum of the «
intensities is constrained to be equal to the i-branching fraction
of the parent nuclide, the calculation of the uncertainty in

N (Ej.)is carried out in a manner similar to that for c and r~
^^radiations [see Eq. (1)]. (.

The Treatment of Neutron and Proton Energy Spectra

Provisions exist for incorporating both continuous and dis-
:rete rieutron and proton spectra in ENDF/B. However, there are no
current examples of these spectral types in the file and since the
procedures for treating these data are straightforward, we have
chosen not to discuss them here.

E. The Gamma-Ray Spectrum

The treatment of the y-ray spectrum is straightforward. The
average energy per decay, {Ey), is given as the sum of the products
Ey-jlyj for each y ray, i , in the spectrum. The intensity values,

I Y i , in this case represent the number of photons emitted per

decay. Since the y-ray intensit ies are not "constrained"' In the
same sense as are those of the primary radiations (e .g . , 6 : ,a ) ,
the uncertainty in \Ey) can be calculated using a standard error
propagation expression, v iz.

The internal-conversion process, generally associated with y-ray
processes, is considered in somewhat more detail in ENDF/B-V
than i t was in the Version-IV Fi le . The known y-ray multipolar-
i t ies and/or measured internal-conversion coeff icients, which are
included in the f i l e , are used to calculate the conversion-
electron spectrum and associated electron-shell vacancies. The
use of y-ray mult ipolarit ies to calculate the conversion-electron
Information 1s preferred over the use of measured Internal-
conversion coeff icients, since the multipolarity Is generally
derived from a much broader range of experimental data. The use
of the y-ray mult1polar1t1es for these calculations 1s also
preferred since the theoretical Internal-conversion coefficients

- 171 -



derived from them are generally more precise than the measured
values. In a number of we11-documented situations, the measured
internal-conversion coefficients differ significantly from the
theoretical values. Examples of this are provided by the Lj- and

Lj.-shell conversion coefficients for some highly retarded £1

transitions in the actinide region and measured penetration effects
for certain Ml transitions. In such cases, the evaluators gener-
ally choose to use the measured values, rather than the theoreti-
cally predicted ones based on the y-ray multipolarity, to compute
the conversion-electron and x-ray spectra.

F. The Conversion-Electron Spectra

The ENOF/B conversion electron spectrum is generated from
known ,-ray energies and intensities, using their associated
internal-conversion coefficients or 7-ray multipolarities. (See
section I I I .E above/) Up to six electron lines (K, L j , LJJ , LJJJ,

M and N+) are calculated for each v-ray transition. The H+ (or N+)
notation signifies the H (N) plus higher shells.) The energy of
the conversion-electron ejected from the j - th atomic (sub)shell is
calculated from the relation /

CE{j) = EY - BE(j) ,

where BE(j) represents the atomic electron binding energy for the
j - th (sub)sheil and £y is the 7-ray energy. The corresponding
conversion-electron intensity is calculated from the relation

where I7 is thej-ray intensity (in photons per decay) and x.
is the j-th (sub)sheil internal-conversion coefficient. The
number of electron vacancies generated in the K- and L-shells from
this process is given by the relation,

I, and

L l
+ a, + a.

LII L

respectively.
If a y-ray entry has associated with it a multipolarity,

PCPOE calculates a set of theoretical Internal conversion coeffi-
cients for the K, Lj, LJJ, Ljjp M|, . . ., My, and N+ atomic
shells using the theoretical values in Refs. 14, 15, 16, 17.
The electron spectrum resulting from the Internal conversion of
this transition 1s calculated as Indicated above. The five N-
subshell lines are contracted into a single H-shell entry by
summing the electron Intensities and calculating a single inten-
sity-weighted energy value. All non-zero conversion data for the

L L L M d N llK, Lj
gy t

L n i , M and N+ shells are entered into the spectrum.
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The calculated aK> aL> aM+ and aT0TAL values are also recorded with
the appropriate y-ray record in the final ENDF/B f i l e .

Uncertainties in the conversion-electron intensities are
calculated from the uncertainties specified In IY and a-. The

uncertainties in a. are determined using either the quoted un-
certainties in the mixing ratio of the transition or an assumed 3X
uncertainty in the theoretically calculated ai values, whichever Is
larger. J

A similar procedure is used to calculate the conversion-
electron contribution from the Y rays for which the K-, L- and M-
conversion coefficients are specified. The electron energy associ-
ated with these shells is given as CE(K), CE(Ln) and CE(M i n) ,

respectively. The uncertainty in the electron intensities is
defined as above, using the stated uncertainty in the a . 's .

Because the conversion-electron l is t can become quite ex-
tensive, only those entries are retained in the ENDF/B f i le
contents whose intensities are either greater than I t of the most
intense line or whose contribution to the average conversion-
electron energy is at least IX. All of the computed conversion-
electron lines are used in the calculation of the average energy,
even though not all lines are listed in the ENDF/B electron
spectrum.

6. The X-Ray Spectrum

The x-ray spectra contained in ENDF/B are calculated from the
number of K- and L-shell atomic vacancies generated in electron-
capture decay and conversion-electron emission. Other data re-
quired for these calculations include values for relative x-ray
emission rates and fluorescence yield data.

For each spectrum, the number of/K-x-ray lines included
depends on the Z-value for the final nucleus according to the
following: ° f(

Z < 6 no x-ray calculations are performed
\ 6 < Z < 20 Ka» Ke
/ 20 < Z < 36 Kay K^, KB

36 < Z < 100 Kar K«2, *»{•££ •
(The notation used here is the standard Siegbahn notation [18].)
The Kg| component includes the K^ + K63 + Kg5 lines and the K^.

component Includes the Kgp + K@J lines. The expressions used to
calculate the K-x-ray Intensities and energies In ENDF/B are con-
ventional expressions based on the values for the relative x-ray
emission rates, Ka/Ke, Ko /̂Kaj and K^/Kajt •na< electron binding
energies. The values for the relative x-ray emission rates are
taken from Ref. 18. Values for U|( and W L , the K-sheil and average
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fluorescence yields; and n.., , the number of L-shell vacancies

created in f i l l i n g a K-shell vacancy, a:e obtained from Ref. 19.
I t should be noted that the relat ive intensities of the various
components of the K-x-ray peak structure can be rel iably calcu-
lated using these expressions and give goo^agreement with those
observed experimentally. .^^

In contrast with the situation for the IC x-rays, the relat ive
intensities of the L-x-ray spectrum cannot be rel iably calculated.
The total L-x-ray intensity, however, is related to the total
number of K- and L-sheli vacancies, and this quantity can be calcu-
lated rather simply and with some confidence. Consequently, for
ENOF/B, the total L-x-ray intensity has generally been collected
into a single l ine . The energy of this L-line has been chosen to
be that of L B , . This choice appears to provide a reasonable

average of the L-x-ray spectra for a number of measured cases in
the actinide nuclei.

In a number of cases in the actinide nuclei , measurements of
the L-x-ray spectra have been reported. In these cases the
experimental data are given in ENOF/B for the four prominent peaks
in the spectrum (namely, L4 , La, LB and L-) .

Two additional data types which are included in the ENDF/B
x-ray 1 '.tings are: (1) the annihilation radiatioi produced in
B+ decay and in pair-production processes involving higher-energy
(>2m0C

2) photons; and ( i i ) the continuous-energy photon d i s t r i -
butions, such as those produced in internal bremsstrahlung. These
data contribute to the overall photon spectrua but do not arise
from direct transitions between nuclear levels. ;

IV. THE CHALLENGE OF COMPLEX DECAY SCHEMES

The increasing use of the techniques of on-line isotope
separation and fast radiochemical separation in nuclear spec-
troscopy is producing a large amount of new decay-scheme data on
short-lived rmclides. These data have provided a wealth of new
and interesting nuclear-structure information. However, they
present potentially d i f f i c u l t problems for an evaluator interested
in Incorporating them into an energy-oriented data f i l e , such as
ENOF/B. These d i f f icu l t ies result from the fact that such nuclides
generally have large Q-values (greater than, say, 5 MeV). For
the medium-heavy and heavier nuclei (A i l00) , these decays populate
regions of rather high level density in the excitation spectrum of
the daughter nucleus. In such cases, which in many respects
reseabie the situations encountered in neutron-capture gamma-ray
jpectroscopyi an appreciable fraction.of the gamna-ray strength
may be unobserved. Consequently, achieving a rea l is t ic intensity
(and hence energy) balance within these complex decay schemes
becomes d i f f i c u l t , i f not Impossible.
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Attention has been called to this problem by Hardy et aJL [20].
Using statistical arguments in the context of a specific case,
namely the electron-capture decay of lu/Gd (Qe.c. = 5 MeV), they
demonstrated that much of the i-ray intensity could remain un-
observed under normal experimental conditions. They suggested
that this (unexpected) nonobservation of a significant fraction of
the i-ray intensity called into question the validity of many
complex decay schemes determined from conventional nuclear-
spectroscopic methods.

this possibility has significant implications for the evalu-
ation of decay data for ENOF/B, in particular for the short-lived
fission products. A knowledge of their decay data is important
for the calculation of the decay-heat source term, especially at
short cooling times. It also calls into question the ut i l i ty of
the conventional nuclear-spectroscopic studies as a means of
producing realistic values for those quantities important for decay
beat. [Note that this problem is independent of the usual, and
well-recognized, problems of unassigned or misassigned Y-ray
transitions and inadequate counting statistics.] Thus, for complex
decay schemes, the conventional evaluation methods, using the
measured r-ray intensity information to deduce t intensities and
compute average-energy values may lead to a systematic (and un-
realized) biis in these quantities.

To produce accurate values for these average energies, i t
appears that specialized experimental techniques, designed spe-
cifically to measure them, may be required. Total-absorption t -
and Y-ray spectroscopy seems to be a promising method to do this.
In fact, examples of the use of such information to provide
"experimental" ^Eg) and{EY) values already exist in the ENDF/B-V
Fission-Product File. The measurement of e-strength-function data
for a number of short-lived fission products [21] employed a total-
absorption technique. I t has been pointed out [6,22] that this
6-strength-function information could be used, at least in
principle, to infer yig) and \E Y ) values for the fission-product
isotopes studied. Since no other measured data had been reported
for the radiations emitted in the decay of 38 of these isotopes, k
these deduced average-energy values were included in the ENDF/B-V /
Fission Product F i le . The i n i t i a l motivation for this was primari- '•• '
ly to increase the number of nucl ides in the f i l e for which ; :'
"experimental" average-energy data were l i s ted . {

I t should be pointed out that the 3-strength-function data of '
Ref. 21 were not measured with the specific objective of pro-
ducing average-energy values, and the accuracy required to deter-
mine these values may not be iniierent in the data. Consequently,
our use of these data for this purpose, while "In principle"
justified, may in practice be open to question. However, for those
i"elides which have both measured ^-strength data and convention-
ally measured decay-scheme data, the agreement in the two sets of
average-energy values appears reasonably good [6,22]. I t seems
likely that, for future versions of ENDF, the "data of choice" for
average-energy values of short-lived fission products will result,



not from the conventional nuclear-spectroscopic studies, but fror.
now experiments, specially designed for this purpose.
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1

Fig. 1) A schematic decay scheme i l lus t ra t ing possible decay modes

for a hypothetical state Z*. ..Four dist inct radiation types depopulating
«•'.- • . i)

Z* are denoted by the square^farackets. However, s.ince an isomeric
state in the daughter nucleus is also fed in the 3 decay, f ive decay
modes (two for [e+ ] ) are necessary to represent the Z* decay in ENDF/B.
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Fig. 2) A sample ENDF/B decay-data evaluation (for 88Y) i l l us t ra t ing
the use of an evaluated set of ^-ray intensities to deduce the (e +
electron capture) intensit ies.
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Discussion ,,

Smith

Is the decay file .consistent with internationally accepted
intensity and energy standards? B *

Bunting

For the nuclides on the Activation File there is some overlap of
the evaluated decay data and what can be termed as primary or
secondary reference standards for energies and intensities. In
these cases an attempt has been made to incorporate the reference
data into the file. The Fission-Product File is a different
story. Because of the usually short fission-product half-lives,

can be related to reference standards. These few cases arise from
situations similar to that indicated for the Rb and Y decays.
For this case, the T -ray energies for the A»88 decay chain were
deduced by the experimenter and evaluators using the
accepted - S r r-ray energies. There is little that can be done by
the evaluator for most of the nuclides other than to accept the
author's published list of Y-ray energies and intensities. A true
adjustment procedure' would require detailed knowledge about the
individual experimental calibration procedures for energies and
intensities. These details are rarely given in the published
results. The evaluator's major task for these files usually
involves verifying ' that the reported transitions are indeed
properly assigned to their parent activity rather than attempting
to adjust the y -ray energies and intensities

Reich b

Also in reference to your question, we are aware of certain
commonly accepted evaluations, such as, for example, the Rytz
tables of alpha energies and intensities. There is also at
present a coordinated research program with the IAEA to produce
standard absolute-intensity values for the Y -rays from certain
important actinide isotopes. In situations of this sort we
attempt, of course, to incorporate this information into the
file. The purpose of the file is not to produce yet another aet
of evaluated data; and where possible, where we think it is
realistic, we try to include the results of what are commonly
referred to as accepted standards for intensities and energies.

Smith 'I.

Should the experimenter use this file as a reference standard? \

In that regard, the present file is
that, for Version VI, the file con
purpose.
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THEORETICAL ESTIMATES OF DECAY INFORMATION'
FOR "m\'-EXPERIMENTAL" XUCLIDES.

F. Schmittroth

Hanford Engineering Development Laboratory
Kichland, Washington 99352, U.S.A.

ABSTRACT

Methods of estimating nuclear decay data for short-
lived neutron rich nuclides are reviewed. The emphasis
is on average decay energies. The connection with other
data such as half-lives, delayed neutrons, and anti-neu-
trino spectra is noted within the context of the beta
strength function. Integral data tests a~ji made by coir.-
parisons of calculated and measured decay heat for 2 3 5U.

INTRODUCTION

In decay heat summation calculations, about one-third of the
computed decay heat immediately following a reactor scram arises
from short-lived tfieoretical nuclides flj. The t e i "theoretical"
is used to indicate that the experimental decay data for these
mirJides is too meagre to estimate their average decay energies
(and sometimes half-lives). Although the fractional contribution
of these nuclides decreases rapidly with increasing shutdown tine,
they still contribute nearly 102 at 100s cooling time, a time im-
portant to reactor Loss-of-Coolant-Accidents (LOCA). Moreover,
since any estimates of their decay energies have relatively large
uncertainties, they contribute disproportionately to the uncer-
tainty in decay heat summation calculations.

This paper reviews ways that decay data can be theoretically
estimated for very short-lived nuclides. The emphasis is on decay
energies; however some consideration is given to half-lives, de-
layed neutron calculations, and even antineutrino studies. Much
of the discussion is in the context of beta strength functions
although other simple models are noted. Practical applications of
these methods are discussed and carried through to data testing.
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CONNECTION WITH BETA STRENGTH FUNCTIONS

The total number of beta decays to an electron energy range
and a range of final state energies AE, in the daughter nuc-

leus is

AN = T("} Ps(Ef) AEg AEf , (1)

where T is the beta-decay transition operator and p (E,) gives
the density of states in the final nucleus (a 5-functibn for dis-
crete transitions). Another convenient quantity is the relative
beta feed to levels near Ef.:

b(Er) = - 4 - I dEo IT*'} pM . (2)

where the normalizing integral is the decay constant

o

The integrals in Eq. (2) can be evaluated in the customary way to
give

r o <n \ 'Ml2 T
hCr t « I _2 i SY. If^~'f7 o -F 1 T f4)

t I J P I 1/Z
where f is the statistical rate function and d - 6270 s. Eq.(4)
provides a natural definition for the beta strength function which
is identified with the term in brackets and contains the nuclear
structure information in the reduced matrix element |M| 2 :

SR(E ) - —\—PW(E,) JMP . (5)
p i o *i i av

Average beta and gamma energies are given by

, dN . (6)
P j p

and

V/ Ey dN . (7)

One other item of interest is Che relative beta feed Co levels
above the pairing energy
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a' - I b(Ef) dEf . (8)

Next, following England [2], we use his approximation for
allowed spectra,

- § - F(-Z.Eg) oc --f- , (9)

whtre Wfi is the total relativistic energy and the other symbols
have their usual meaning, to further evaluate Eqs.(6-8). The
results are

^r* * ~£r I M£
f> f x"(x7+ ux + 5 ) ] dEf •

e Jo " L

(10J

and

J = -^- J o S g ( E f ) [ x * ( X a
+ 5 X + 1 0 ) ] d E f . (11)

l* = — ~ I Sg(Ef)[x3(XJ + 5X + 10)] dEf . (12)

where

J*ge
Sg(Ef) [x3(X2 + 5X + 10)1 dEf ,

o

r, - I SQ(Ef) | X3(X^ + 5X + 10) I dEr , (13)

'o

and

X - • c"e

Given the uncertainties in Sg(E,), the allowed approximation Is
of l i t t l e concern here.

One striking feature of these Integrals Is the large powers
of X In the Integrand. As a consequence, transitions to low ly-
ing states (small Ef) are strongly emphasized. These transitions
are governed by beta decay selection rules so that the prediction
of average decay energies i s complicated, and the usefulness of
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strength functions is curtailed. The need for a proper treatment
of these low-lying transitions was emphasized by Yoshida [3] -
Nevertheless, in some applications such as reactor decay heat cal-
culations where numerous short-lived nuclides can contribute to-
gether, the calculation of average decay energies with a sl.ivly
varying strength function still makes sense.

Delayed neutron yields and half—life systematics are also
directly obtainable from these equations but are not pursued in
detail here. Delayed neutron yields are given by the beta feed
above the neutron separation energy with a correction for gamma
competition [4] , and half-lives are obtainable from Eq.(3).

Another .closely related area of recent interest Is the cal-
culation of anti-neutrino spectra from fission reactors. These
spectra are crucial to the interpretation of recent weak-inter-
action experiments designed to shed light on the fundamental pro-
perties of the neutrino [5]. Once the beta-strength function is
known, the beta feed for fission-product nuclides with unknown
branching can be determined. The desired reactor anti-neutrino
spectrum is then obtained by folding in a spectrum for discrete
transitions and summing over all fission products [5].

BETA STRENGTH FUNCTIONS

Both theoretical and experimental approaches have been used
to obtain beta strength functions (see Hansen [6] for a compre-
hensive review). A major theoretical effort was initiated by
Takahashi and Yamada [7] in their gross theory of beta decay. In
their work, a smoothly varying strength function is obtained on
the basis of assumed collective Fermi and Gamow-Teller excita-
tions. Yoshida [5] has implemented their approach to obtain esti-
mates of decay energies for a number of short-lived fission pro-
ducts important to decay heat.

On the experimental side, a large number of strength func-
tions have been measured for short-lived neutron-rich nuclides at
the OSIRIS facility by Aleklctt, Syman, and Rudstam [8]. They
summarize their results by noting that the reduced matrix eleient
JMI 2 in Eq.(A) is roughly constant with respect to the exclta-
tionVener£/ E, for energies above the pairing energy. This be-
havior is equivalent to a strength function proportional to the
nuclear level density. Davis et al (5) have exploited this trend
to calculate anti-neutrino spectra from fission reactors. As
with the average decay energies, the transit lots to low lyinj
states must be treated separately. In the approach by Davis et al,
system*tics were developed for a' the relative beta feed above the
pairing energy. The residual branching 1-a' was then distributed
among three hypothetical states at 0, P/3, and 2P/3 (P « pairing
energy).

In the work based on the gross theory of beta decay, Yoshida
[3] has used .* slightly different method to account for transi-
tions to low-lying states. Based on the gross theory, all the
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branching below a hypothetical state in the daughter nucleus at
an energy Q was collapsed to this state. Systematic values for
Q were then obtained by adjusting Q to obtain the experiment-
ally measured average decay energies for 19 nuclides. Values
of Q of 0 to 2.5 MeV were obtained with an adopted value of
^ 1 O O MeV. It was also found that adjustments of Q to half-
life data improved the prediction of average decay energies.

THEORETICAL ESTIMATES OF DECAY DATA

strength function approach, Eqs.(10 & 11)
and in general predict that <Ep> and <E >
al to Qr. In fact, the simpleJprescriptio

In spite of the rough approximations inherent in the beta-
strength function approach, Eqs.(10 & 11) are quite constraining

are roughly proportion-
ion _ _ _ . _ 1_ _

<Eg> - <Ey> - 3- Q g

used by Tobias [9] and by Blachot and Fiche [10] works quite well.
A more elaborate parameterization was used for EXDF/B-IV fll].

About 150 nuclides with experimental decay energies were used to
obtain the following equations:

<E0> / Q o = 0.474 + O.O177P + 0.00406(N-Z) - 0.00252A, (15)

<E.,> / Q = 0.0399 - 0.0110 P + O.OIOO(X-Z) + 0.000191A. (16)

For example, for e7Br these formulas give < E R
> / Q B - 0.344 and

<E > / Q ; = 0.214 with Qft = 6.6 MeV, values quite close to the
l/i Q^ prescription. It"is interesting to note the significant
(N"-/.)̂ terra for <E_ >. As one moves toward neutron rich nuclei, the
trend is for a greater proportion of gamma energy. A similar
trend was noted by Spinrad's group at Oregon State University.

For ENDF/B-V, a beta-strength function approach was used
similar to the work of Davis et al [5] in estimating antineutrino
spectra. A constant reduced nuclear matrix element was assumed,
or equivalencly a strength function proportional to the nuclear
level density o ,. There are large uncertainties in the strength
functions and, accordingly, a simple constant temperature formula
for c was chosen. Because of the importance of beta transitions
to low-lying states, one additional parameter 0 was introduced
which describes the relative normalization of an assumed constant
nuclear density below the pairing energy:

0 Ef < P

E /T E > P
(1-0) e V 1 tf -•

(17)

The nuclear temperature was parameterized by a single vari-
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able

C T T G C

where T__ Is the nuclear temperature determined by Gilbert and
Cameron 12]. The normalization 0 was allowed to have a very
simple A-dependence by introducing two parameters ©i and 02 for
the light and heavy fission product Bass peaks respectively. The
three parameters Oj, O2. and C_ were then determined by fitting
to the decay energies for 276 nuclides evaluated by Reich for
ENDF/B-V [11]. Additionally, measured a' values for 67 nuclides
reported by Aleklett et al, were included in the fit. The results
obtained are 0i « 0 2 » 0.5 and C_ - 3. The least-squares resid-
uals were not sensitive to very small changes in these parameters
and rounded values were selected for convenience. This parameter-
ization was then used to generate average beta and gamma energies
for all ENDF/B-V fission products where experimental values were
unavailable. For a few nuclides, decay energies were estimated
by Reich and Bunting by the direct use of measured strength func-
tions [13].

Many more, short-lived fission products have experimental half-
lives than have experioental decay energies, and the estimation of
theoretical half-lives is of less practical concern. These esti-
mates can be obtained the same as for decay energies; however
simple parameterizations suffice. In general these descriptions
are close to the well known rule [14]

T 1 / 2 OC Q"5 . C19)

DATA TESTING

This section gives a very short review of the effect of
these theoretical estimates in decay heat summation calculations.
Figure 1 shows a breakdown of the relative contributions of three
categories of fission-product nuclides to the decay beat following
a fission pulse of 2 1 SU (thermal):

(1) 276 experimental nuclides evaluated by Reich [111,
(2) 38 nuclides evaluated by Reich [13] on the basis*of

measured strength functions, and
(3) 430 nuclides with theoretical decay energies,

all from ENDF/B-V [11]. For decay times beyond 100 s, the contri-
bution of the theoretical nuclides rapidly becomes negligible.
For a more realistic finite reactor operating history, their con-
tribution is further diminished.

Decay heat calculations based on three different evaluations
of decay data are compared in Figure 2. Graphs are shown sepa-
rately for the total decay heat and the beta and gamma components.
Each graph displays the fractional deviation of the calculation
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from a recent comprehensive decay heat evaluation for 2 3 SU [15],
ENDF/B-IV yields [11] were used in all cases. The dotted curve
labeled ENDF-IV represents the use of the complete ENDF/B-IV
fission product data file. The ENDF-V (prelim) dashed curve uses
theoretical decay energies based on the same parameterization
Eqs. (15 & 16) used for ENDF/B-IV but with updated Qft values. The
substantial changes seen are mostly due to revised decay data
(half-lives and decay energies) for the experimental nuclides.
Also, many nuclides that were classed as theoretical in version
IV have been changed to experimental in version V of ENDF/B.
Finally, the solid curves, labeled ENDF-V (revised), represent
the use of decay energies based on the strength function para-
meterization described above. The small differences seen between
the use of the different decay energy parameterizations reflect
their relative consistency and the dominant effect of the experi-
mental nuclides.

The lack of improvement in the decay heat calculations based
on the latest theoretical decay energies, especially for the gamma
component, is disappointing. Unless the experimental decay heat
evaluations are seriously in error, the calculated gamma component
is about 20% low for decay times less than 100 s. Since this
component is low even at 200 s where the experimental nuclides
contribute over 90% of the total gamma energy, there is an indica-
tion of a systematic error in the experimental evaluations for the
short-lived nuclides. Such an error would also affect the theo-
retical estimates since they are based in part on the experimental
values. As a practical matter, one must continue to depend strong-
ly on experimental decay heat assessments for the short cooling
times. Improvement in the calculated values is still highly de-
sirable, however, because of the flexibility such calculations
afford and because once their general validity is established,
they can be confidently applied in areas where direct measure-
ments are unavailable.

The assessment of uncertainties in model estimates of decay
energies is difficult, especially where one is extrapolating be-
yond the neasured values. Some general comments can still be
made however. The standard deviations obtained from the variance
between the theoretical values and the experimental values were
0.37 MeV for <E£> and 0.82 MeV for <E >. The larger value for
<E > reflects tne larger dispersion of experimental values for
<EY>. Beta Q-values are typically known for experimental nuc-
lides. However many [16] of the Q-values for the theoretical
nuclides are estimated from semi-empirical mass formulas. This
source of uncertainty contributes, very roughly, an additional
25Z uncertainty [16]. Because this source of uncertainty is ex-
pected to be strongly correlated over the different nuclides, it
is an important component of the total uncertainty in decay heat
calculations at very short (<100 s) cooling times.

Not too long, ago, decay heat summation calculations were
thought to be very unreliable at very short times because of the
lack of data for the short-lived nuclides. This situation has
been dramatically Improved. Nevertheless there is still room for
substantial Improvement, especially for the separate beta and

components.
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Figure 1. Fractional Contributions to Calculated Decay Heat for
a Pulse Fission of U (thermal). — — denote*
experimental nuclides by Mich [11]; —- denotes
•easured strength functions 113]i . . . . denotes
theoretical.
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Discussion

Lone

What model do you use to calculate ârnra energies (spectra) from

the decay?

Schmittroth

The decay scheme is governed by the beta-strength fur.ction; and
then it is assumed that , once the beta decay takes place, all the
energy from that level then goes into gamma energy. We are not
computing the gamma spectra as such. We are just computing the
average decay energy.

Lone

In this case there is no competition between the particle emission
and the gamma emission or is the whole solely going into gazmaa
energy?

Schmittroth

We have considered it. There would be some competition froii the
delayed neutrons, but we have totally ignored that.

Lone

Recently, a lot of work has been done at Chalk River on the
unstable nuclei looking at the total lifetimes and also the gamm?
and neutron emission. The model which fits the gana .spectra
fairly reasonably is the same we use for the stable nuclei, which
is the Brink-Axel model. The high energy transitions are more
pronounced and that consequently gives you more yield in the gamma
channel, even when the neutron and other channels are available.
So, that may be one other reason that your gamma energy is low.

Schreittroth

It would be worth looking into.

Reeder

This may be more of a comment. The Studsvik group, and Rudstam in
particular, have done similar calculations using their own data
base. In particular, they calculated the antineutrino spectrum
and decay heat. As I recall. their agr<:ment with the
experimental values in both cases was somewhat better than wh'it
ENDF if giving. Is that still the case?
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Schmi.t troth

I am really not sure. I night say that sometimes these
comparisons aren't - H that obvious. The comparison we made was
with an evaluation that we Bade. Many of the comparisons you set;
are with some particular experiment, the Oak Ridge experiment for
example. These measurements for short times are a little bit
discrepant among themselves.

Rowlands

As I understand i t , ttysre is an inconsistency between calculation
and measurement for U and for Pu total decay heat. Do the
new data bring more consistency into this situation?

Schmittroth

I don't think so. The only difference between the Pu and U when
you make the calculation is in the fission-product yields. Bob
Schenter has done some calculations where he has used the ENDF/B-V
yields as opposed to the ENDF/B-IV yields. The differences you
see in decay-heat calculations are small, like 1", 25. They
really are a different order of magnitude than the differences we
see here.
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STATUS OF AND OUTSTANDING PROBLEMS IN DELAYED NEUTMN
DATA, Pn VALUES AND ENERGY SPECTRA*

P. L. Reeder

Pacific Northwest Laboratory
Richland, Washington 99352, U.S.A.

ABSTRACT

This review gives an experimentalist's view of the
current status of delayed neutron data for individual pre-
cursors. The emphasis is on precursors among the fission
products although some new results on precursors outside
the fission product region are discussed briefly. Delayed
neutron emission probabilities (Pn) reported since the
1979 Vienna Workshop are presented along with world average
Pn values and uncertainties. A comparison is Made between
delayed neutron energy spectra measured by 3f)e spectro-
meters at three different laboratories. Comparisons are
drawn between spectra measured by 3He spectrometers and
spectra measured by proton recoil spectrometers. The
uncertainty analyses used by several researchers measur-
ing spectra are presented to illustrate the diversity of
approaches presently in use. Average neutron energies
obtained from spectra are compared to average energies
obtained by an independent ring ratio technique. Dis-
crepancies for spectra with low average energies are
noted. From the fission yields and data on individual
precursors, one can calculate "group" properties for a
specific fissioning system. Comparisons of calculated
group properties (i.e. yields, average energies, energy
spectra) to experimental group properties are made.

INTRODUCTION

This survey will cover from an experimentalists viewpoint the
current status of research on properties of individual delayed
neutron precursors. The justification for m e n of this research

*This paper is based on work sponsored by the Division
of Nuclear Sciences of the Department of tr.er«v arc
performed under DOF Contract *o. DE-4C06-7CRL0-1830.



is the importance of delayed neutrons in reactor kinetics, so v: ft
emphasis will be given to how weighted corbinations cf <Jata en
individual precursors compare to delayed neutron reaS:Jre-entn en
unseparated fission products.

Most of the known delayed neutron precursors are a-on^ *.*:<?
fission products, but the process is possible for neutron rkr
nuclides throughout the nuclidic chart. For exanple, energy
spectra for delayed neutrons frorc ''Li 27-31>,a> and 48-51 if have
recently been measured [1,2,3]. Very recently, the process of
beta-delayed two neutron emission has been observed in 1'Li and
30,31,32Na [1,4]. However, most of this talk wilT be concerned
with precursors in the nass region 79 • A ' 148 whi^n are produced
by fission.

For reac'or purposes, the data of prinary interest are ttie
half-life of the precursor, the neutron emission probability,
the energy spectrum of the neutrons, and the fission yitl^ of the
precursor. The fission yields are very important when conbimr.g
data on individual precursors, but it is a separate topic whicr
will not be considered in this talk. If the energy spectrun is
known, it is a simple matter to calculate the average energy of
the spectrum. The average energy can also be neasured directly
as will be discussed later.

For nuclear physics purposes there are nany other properties
of interest such as the beta decay energy ( Q ) , the neutron bind-
ing energy (B n), the competition between neutron and gamna
emission, and the population of excited states in the final nu-
clide (i.e., the SnY process). Detailed neutron and gamma spec-
troscopy including n-% coincidence measurement provide informa-
tion on the density of excited states and the beta strength
function. These nuclear physics topics are currently of great
interest to experimentalists and theoreticians, but will be
omitted from further discussion here.

For many years, the study of individual precursors was
difficult so that reactor physicists developed techniques for
lumping the precursors into six groups based on half-life.
Experimentally there were measurements of group half-lives and
group abundances for several fissioning systems as illustrated
by the data of Keep in [5]. Low resolution energy spectra for
four of the half-life groups were available from the work of
Batchelor and Hyder[6].In recent years, the use of on-line isotope
separators has made possible detailed studies on individual pre-
cursors. Me can now calculate group half-lives, group abundances
and group energy spectra for any fissioning system by use of the
data for individual precursors and the appropriate fission yields.
Furthermore the delayed neutron properties for unseparated
fission products under equilibrium conditions can be calculated
as a function of fissioning system and excitation energy from
individual precursor data and fission yields.
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The accuracy of these group and equilibrium calculations
depends on the accuracy of the input data, so in the following
sections we discuss the experimental problems in obtaining the
data on individual precursors.

INDIVIDUAL PRECURSORS

Half-lives

At the 1977 Petten conference, Rudstam compiled average half-
lives for 67 precursors [7]. Table I lists these values with
slight revisions and additions based on some recent
publications [3,9,10]. Half-lives from different laboratories
generally are in good agreement except for a few cases near the
limits of known nuclides. Half-life measurements have been made
by beta, gamma, or neutron counting techniques. Neutron counting
gives much simpler decay curves than beta counting so half-lives
based on neutron counting are usually preferred. Some typical
results from beta and neutron counting are shown in Table II [11].

Emission Probabilities - Pn

Delayed neutron emission probabilities have recently been
reviewed by Rudstam for the 1979 consultants' meeting in
Vienna [12]. Some 65 precursors including a few isomers were
evaluated. Since that meeting, the Studsvik group has pub-
lished some new Br and I values [10] and slightly revised some
of their data [9] included in the 1979 review.

The uncertainties quoted on many of the Pn measurements
range from 2 to 10» - yet the values reported often range over
much larger factors. Thus there has been a serious problem of
systematic uncertainties in measurements from different labora-
tories. As an example, our own measurements on Br, Rb, I, and
Cs precursors published in 1977 [11] were about 252 higher than
the world average Pn values. Our technique was to determine
the number of precursor atoms in the sample by direct ion
counting with an electron multiplier whereas most other measure-
ments determined the number of precursor atoms by beta counting
and decay curve analysis. We therefore performed a new set of
Pn measurements on Rb and Cs precursors using both the ion
counting and beta counting techniques to look for systematic
differences. The two techniques gave similar results, but we
did find some systematic effects which caused our earlier results
to be too high. The 25% discrepancy was a combination of several
effects. A 10-15% reduction in ion counting efficiency was dis-
covered due to ions striking the first dynode of the electron
multiplier giving no secondary electrons and thus zero pulse
height. Another significant correction was due to asymmetry in
the emission of neutrons from the 252cf source which was used to
calibrate photoneutron sources used in determining the efficiency
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of the neutron counter as a function of eneroy. The Pn values we
now obtain [13,14] agree within the assigned uncertainties [*\Q".)
with the values measured by the Studsvik group.

!n the past, a number of Pn measurements were performed by
an ir.direct method in which the delayed neutron yield was measured
m u the number of precursor atoms was determined from measured or
estimated fission yields. Because of the uncertainties in fission
yield values, this indirect method is inferior to the direct
methods possible at on-line isotope separator facilities.

Another problem in Pn measurements was insufficient knowledge
of the energy dependence of the neutron counter efficiency. He
now know that the average energy for a particular delayed neutron
energy spectrum can range from 200 to 600 keV. Except for the
Studsvik and cur own work, experimenters have usually measured the
neutron counter efficiency at one energy and have assumed an
efficiency which was independent of energy. This could lead to
errors of the order of 7% in our own counter for example.

In view of the revisions in our own data and the new publi-
cations from Studsvik, I have recalculated some of the world
average Pn values and have listed them in Table I. The changes
from Rudstam's 1979 list are relatively small, but the uncer-
tainties have been reduced in a number of cases. However, we
do have a difference of opinion as to how to estimate the uncer-
tainty on the weighted average Pn values.

In Ref. 12, Rudstam calculated two uncertainties for each set
of Pn measurements. One uncertainty was based on the weighting
factors and is given in Eq. (1) o_ = I/JZ w. #-j»

2 *

where Wj = 1/ o^ and °i is the uncertainty assigned to a
particular measured value. The other uncertainty was based on
the standard deviation of the distribution as given in Eq. (2).

S - /2«i (X.-x) 2 fX \ jX \ (n-DZW, j (2)
The adopted error was the larger of °_ or S .

x
However, because cf the concern over the large spread in experi-
mental values outside the uncertainty estimates, Rudstam made an
additional correction to tht error based on the value of chi- 2
squared per degree of freedom ( x v ). If the square root of Xv
was grtater than 1.0, the adopted error was multiplied by t-^yi.
othcrwise the adopted error was unchanged. In our opinion, the
additional correction (x£)!* is not needed, so the uncertainties
with the Pn values given in Table I are the larger of the two
values, a_ or S _ .

x x
As a f inal con.snt on the Pn data, the 9 7» 9 8Y, 1 4 7 » 1 4 8 Ba,

Md '* 'La values l isted in Table I are unpublished values from
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rj. Engler [15] and are rather large compared to predictions based
on energy systei.iatics [15,17,18].

Delayed Neutron Spectra

Delayed neutron spectra for individual precursors have been
measured at three laboratories by use of ^He ionization chamber
spectrometers [19,20,21]. In addition, the spectrum for 87{$r has
been r>s»asured using a proton recoil detector [22]. A mixed spec-
trum of 87,S8|}r has been measured by the time-of-flight
technique [23]. Other tine-of-flight measurements have been per-
formed on Rb precursors but have not been published [24]. Other
time-of-f1ight experiments are in progress [25] or are being set
up [26]. The most extensive work has been done with ^He
spectrometers so the following discussion will focus on the
results, problems, and error analysis of the ^He spectrometer
technique.

To illustrate the extremes in delayed neutron spectra, we
show in Fig. 1 the spectrum for 27?ja> measured by Ziegert,
et. al. [2], which is a light rcass precursor not found among the
usual fission products. The spectrum contains one intense peak
with possibly some other peaks of nuch lower intensity. In this
light mass nuclide, the density of states in the emitter nuclide,
27|ig, is relatively low and the neutron peak is clearly the result
of a transition from a single level. A more typical spectrum is
that shown in Fig. 2 for ^Rb, again taken from the Mainz
group [19]. This nuclide is an odd Z, even N precursor decaying
to an even Z, odd N emitter which gives a final nuclide with
even Z, even N. The density of states in the emitter nuclide is
quite high but neutron emission goes only to the ground state of
the final nuclide. The resulting spectrum appears to have many
overlapping peaks but it is not clear whether ecch peak is due
to a single transition from an isolated level. A further example
is the spectrum for "Rb shown in Fig. 3 [19]. In this case the
density of states in the emitter nuclide is high and neutron
emission goes to many excited states in the even Z, odd N final
nuclide. By neutron-gamma coincidence experiments it has been
snown that this spectrum is the superposition of complicated
spectra to the ground and at least 3 of the excited states
in 93 S r [27].

The spectra shown so far have all come from the Mainz group.
Their spectra are characterized by good resolution (= 12 keV on
the thermal neutron peak = 1.6% resolution FWHM) and by good sta-
tistical accuracy in comparison with spectra from other labora-
tories. However in view of the large corrections for detector
response, efficiency, etc., it is useful to compare the spectra
from other laboratories directly. Spectra for 93,9*,95sb and
143Cs are available from the Studsvik group [29] and the SOLAR
group [21] as well as the !*»in? group." These spectra are compared
in Figs. '.-7. The spectra first published by the Studsvik group
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were cut off below about 100 keV. The spectra shown here are the
result of a revised analysis which extended the spectra down to
about 50-75 keV and reduced the relative intensity at energies
below 20Q, keV [28]. One concludes from the conparison plots that
the general shape of the spectra are reproduced by all three
laboratories and the peak structures are also reproduced. How-
ever, the peak intensities show some variations particularly
below 200 keV. For example the strong peak at 13.7 keV in he
Mainz spectrum for 95Rb has an intensity which is 10;! of t -
intensity between the limits of 100 to 1000 keV. In the -JLAR
spectrum, this peak corresponds to 4% of the intensity between
100-1000 keV. The conversion of the raw pulse height soectrum
to the neutron emission spectrum is very sensitive to how the
conversion process is done - especially at the low energy end of
the spectrum. As another example of this problem, the ?1ainz
group analyzed their spectrum for 137I to obtain beta strength
functions in a paper published in 1979 [29]. However, a new
analysis published in 1980 gave a neutron intensity below 300 keV
which was 40% lower than that in the earlier analysis [30].

The measurement of delayed neutron spectra is difficult for
many reasons. First of all, the ^He spectrometer has a low
efficiency {-.01%) which means that experiments require long
running times (several days). The detector is sensitive to
acoustical noise and vibrations so that great care must be taken
to achieve good resolution over long time periods. Background
corrections are usually quite important. Low counting rates
means that the statistical accuracy is significant particularly
for the Studsvik and SOLAR data. At low energies the subtraction
of the large peak due to thermalized neutrons is important.
Neutron scattering is an important problem so the shielding and
other material in the vicinity of the source and the detector
must be minimized. The calibration of the detector response to
monoenergetic neutrons is a complete problem by itself and care
must be taken to ensure that the calibration and measurement
conditions are identical. A complete response function analysis
of the experimental data requires a complicated computer analysis
and not all researchers have done this. Corrections must also
be made to the data for gamma pile-up pulses which produce high
energy tails on the peaks. Finally the detector efficiency as
a function of neutron energy must be carefully measured.

If one considers the proton-recoil technique new calibration
and analysis problems are involved. A direct comparison of the
87Br delayed neutron spectrum measured by both the 3He spectro-
meter technique and the proton-recoil technique is shown in Fig.8.
Note that the energies of the peaks are reproduced well but the
intensities of the peaks are quite different. In the proton-recoil
experiment massive lead shielding was used to reduce ganu-ray
effects rather than pulse-shape analysis. Part of the discrepancy
in intensity might be due to the experimental environment. However,
the lower average energy obtained from the spectrum by proton-
recoil is supported by an independent pleasure of the average
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energy discussed below.
The analysis of the uncertainties associated with the delayed

neutron spectra has only recently been given serious attention.
Many of the spectra have been published without error estimates on
the final spectra. In our own work f213 (SOLAR) we have estimated
the uncertainties for each of the corrections independently and
have made no attempt to look for correlation effects. A response
function analysis was not used - instead the ratio of valley
height to peak area was determined from calibration spectra.
Following the procedure of Evans and Krick, [31] we used a sub-
traction process, beginning at the hijh energy end of the
spectrum, to correct the number of counts in a given channel for
the counts due to higher energy neutrons by use of the valley
height to peak ratio. The uncertainty on this continuum
correction was rather arbitrarily assumed to be 20c' of the cor-
rection to account for the non-uniformity of the tail region. This
uncertainty was a major contributor to the overall uncertainty
for the energy region below about 400 kev. Above 400 kev, the
major uncertainty was due to the statistical accuracy of the
pulse-height data and the background subtraction. The combined
uncertainties were equal to the observed data for some of our
spectra above 1 MeV. However as shown in Fig. 9 for 93Rb, the
uncertainties were of the order of 10-15" at the most intense part
of the spectrum (250 keV). The uncertainties that Rudstan
assigned to the spectra from Studsvik [28] were about the same as
those from SOLAR except that to achieve comparable statistical
accuracy, the Studsvik spectra were lumped into larqer energy
bins as shown in Fig. 10.

The Studsvik group has always analyzed their data by use of
response functions. This procedure has now been adopted by the
Mainz group and by the Birmingham group.

The general procedure is to fit the experimental pulse height
response curves, such as shown in Fig. 11 for monoenergetic
neutrons at 961 keV, with an expression with six or more para-
meters. The expression used by the Birmingham qroup [32] for
example is given in Eq. (3).

Y(E)=P(1)

where
Y(E) is the magnitude of the pulse height distribution at

the energy E
En is the energy of the incident neutrons
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t~(E} is the wall effect prediction (taken fron Ref. 33)
P(l) is a normalizing factor
P{2) - P(6) are the parameters obtained by a least square fit
The parameters P(2) - P{6) as a function of incident neutron

energy are fit by polynomial expressions of up to fourth order.
The spectrometer response to neutrons of any given energy can
then be obtained by interpolating values of the parameters P(2) -
P(6) from the polynomial expressions and calculating the response
from Eq. (3).

Various procedures have been employed for unfolding the
neutron spectrum from the pulse-height spectrum. The iterative
procedure used by the Birmingham group is as follows.

The measured pulse-height distribution A(I) is related to
the true neutron spectrum C(J) by the response function matrix
R(I,J) where R(I,J) is the probability that a neutron in the Jth
channel will give a pulse in the Ith channel.

A(I) « 2 R(I,J)C(J) (4)
J

The response matrix is normalized to the efficiency of detecting
a neutron of energy J, i.e. EFF(J)

^ R(I,J) = EFF(J) (5)

R(I,J) can then be replaced by Z{I,J) EFF(J) where Z{I,J) is the
response matrix normalized to unity. Eq.(4) then becomes

A(I) = 2Z(I,J)EFF(J)C(J) (6)

The iteration process begins with an approximation to C(J)
designated as C-{J) determined by dividing the measured pulse
height spectrum A(I) by the efficiency EFF(J). Eq.(6) is then
used to calculate an approximate pulse-height spectrum designated
as A0(I). An improved estimate to C(J) is then obtained frorc the
following expression:

C^J) = C (J) + A(I) - A, (I) (7)

EFF(JJ
The process of calculating AL(I) is repeated until suitable
agreement is obtained with A(I) as determined by a chi-squared
test.

Because the unfolded spectrum is obtained from the matrix
relationship of Eq. (4) a complete error analysis should take into
account both the uncertainties in the pulse height data A(I) and
the response matrix R(l,J). All the covariance information
should also be included. This is currently being attempted by
the Birmingham group. '

Rudstam orignally used an iterative procedure, but recently
has gone to a modified deconvolution scheme [34]. The uncertain-
ties in the response function parameters are treated as systematic
uncertainties and are combined quadratically with the uncertain-
ties in the counting statistics. The response function uncertain-
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ties are obtained by variation of a parameter by 20» and deter-
mining the effect on the resulting spectrum.

The Mainz group has been able to obtain a large number of
delayed neutron spectra with good counting statistics. With
12 keV resolution on the thermal peak, the spectrum analysis
has been done down to about 10 keV. With such good energy
resolution, much of the effort at Mainz has gone into detailed
analysis of the peak structure with the emphasis on the nuclear
physics information to be obtained. Peak fitting routines such
as SAMPO and NEUTRH have been used to obtain centroids and peak
areas. With high resolution detectors, the fraction of pulses
in the tail region was thought to be small (=10%). However,
when the complete response function correction was applied to
the '37j spectrum, the intensity below 300 keV was reduced 40%
as mentioned above. It is not clear whether similar changes are
necessary in other spectra from the Mainz group.

To summarize the present status of delayed neutron spectra,
measurements have been performed on 32 different precursors. The
quality of the spectra in terms of statistical accuracy and res-
olution varies greatly depending on the technique and the labora-
tory doing the work. There are substantial uncertainties in the
intensities of the spectra below 200 keV although overall shapes
and peak structures have been reproduced at different laboratories.
There is a need for measurements done by techniques other than the
^He spectrometer, such as time-of-flight and proton recoil. It
is particularly desirable to develop new detectors with higher
efficiency and better resolution.

Average Energies

If the energy spectrum f>"o;n a given precursor is known, the
average energy can easily be calculated. Estimating the uncertain-
ty on that average energy is more difficult because of possible
systematic uncertainties in the spectrum unfolding procedures.

We have therefore developed an experimental procedure to
measure the average energies directly [35, 13]. The technique
is based on the ratio of counts in rings of counter tubes embedded
in different thicknesses of pjlyethylene moderator. The technique
can be applied to precursors wltn very low neutron emission
probabilities or to precursors with low fission yield because of
the high efficiency of the neutron counter. Average energies
measured by this technique can be compared to average energies
calculated from the spectra to check the data analysis procedures
used to obtain the spectra. In Fig. 12 is shown a comparison of
average energies obtained by the ring ratio technique to average
energies calculated from the spectra obtained by the Mainz
group [19]. Above 350 keV, there is reasonable agreement. However,
below 350 keV the ring ratio technique gives lower average
energies than those calculated from the spectra. One advantage
of the ring ratio technique is that it has no cutoffs at high or
low energies. Both techniques are s isitive to the background
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subtraction used. In fact, the average energy for the
spectrun measured at the QSTIS facility at low countinq rates
was 7C4 keV [36]. The same spectrum measured at ISOLDE at
higher counting rates had an average energy of 533 keV [19]. The
cause of this discrepancy is not known which suggests that the
experimental environment may have unknown effects on the observed
spectrum.

Aside from checking the validity of spectrum measurements,
the average energy might be used as a simple parameter to
approximate the delayed neutron spectrum. The prompt neutron
spectrum from fission has often been described by a Maxwellian
distribution with the general form

N(E) = AfTexp (-E/T) (8)

where A is a normalization constant and T is a parameter related
to the average energy by the expression.

E ' l T (9)
2

We are currently calculating delayed neutron spectra from
Eq. (8) using E~ values for particular precursors and comparing
them with the actual spectra. Such a comparison is shown in
Fig. 13 for "Rb. A one parameter fornula obviously cannot re-
produce the peak structure seen in many delayed neutron spectra.
However, it might be a suitable approximation for reactor kinetics
calculation.

GROUP DATA

Half-life and Abundance Data

As more information becomes available on the individual
precursors, there is less justification for lumping the pre-
cursors into six half-life groups. In agreement with Rudstam's
comments in 1977, [7] the six group classification should be
abandoned whenever possible.

From the experimental viewpoint, there is little change in
the group half-life and abundance data since the review articles
by Amiel in 1973,[37] Tuttle in 1975,[38] and Rudstam in 1977 [7].
The calculations of group parameters from Pn data and fission
yields for individual precursors has been done by many authors
with the most recent calculation for 235u published by Alexander
and Peng [39]. The total delayed neutron yield was in excellent
agreement with the experiment?! value from Keepin. However, the
three longer lived groups had lower calculated yields than the
experimental yields and the three shorter-lived groups had higher
calculated yields than the experimental values by roughly 10%
each way. The authors suggested that the Pn values might be at
fault. An alternative explanation might be that the fission yields
of the short-lived precursors are too high relative to the fission



yields of the long-lived precursors.

Group Average Energies and Spectra

Experimental delayed neutron spectra separated into half-life
groups are available from the work of Batchelor [6] and from
Fieg [40]. The delayed neutron spectra in the current ENDF/B-V
file can be weighted by the appropriate fission yields and summed
to calculate group spectra and average energies for the groups.
An alternative procedure is to take the average energies for
individual precursors measured by the ring ratio technique,
weight them by the fission yields, and calculate group average
energies. The results of such a calculation are shown in Table III
and compared with the experimental values. Note that none of the
experimental spectra extended below 100 keV.

EQUILIBRIUM DATA

Total Delayed Neutron Yield

The dependence of the total delayed neutron yield (vd) as
a function of fissioning system and excitation energy was covered
in the review articles by Tuttle [38,41]- Recent calculations
of V Q using the FNDF/B-V fission yields have been reported by
England, et al. •!>?]. They report that 15 out of 20 calculated
vj values agree within the uncertainties with evaluated
measurements.

Equilibrium Spectra

Experimental spectra of delayed neutrons from unseparateti
fission products have been measured by Fieg [40], Sloan and
Woodruff [43], Eccleston and Woodruff [44], and Grant and
Woodruff [45] by means of proton-recoil detectors. Similar
experiments have been done by Evans and Krick [31] and Weaver
et al. [46] by use of the 3He spectrometers. The spectra
measured by Woodruff and co-workers have more intensity at
energies below 200 keV than the spectra reported by others.
This discrepancy is still unexplained.

In the same manner as for the group spectra, it is possible
to use fission yield data and spectra for individual precursors
to calculate the equilibrium spectrum for any fissioning system.
This has been done by England [47] using the ENDF/B-V yields
and a set of 24 spectra supplied by Rudstam. Comparisons of
the calculated spectrum and the measured spectrum for fast
fission of 2^5u are shown in Figs. 14 and 15. An interesting
conclusion from the current calculations is that the shape of
the spectrum is the same for thermal, fast, and 14 MeV neutron
induced fission in spite of large changes in the fission yields
and total delayed neutron yields.
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3ETA-DELAYED TWO NEUTRON EMISSION

For nuclides which are extremely neutron-rich, it r3y be
energetically possible for beta decay to go to excited states
which are above the binding energy for a pair of neutrons. For
example, the beta decay energy for ^Li is 20.7 ?-"eV̂  the binding
energy for a single neutron in the daughter nuclide'^ Be is
0.503 MeV, and the binding energy for two neutrons is 7.335 Me".
A recent publication from the ISOLDE group [1] tjives this Pn iralje-ror
single neutron emission as 43 i 9; and the ?2i. -^lue for 'cwo neutron
emission as 9 ± 3' . Additional examples of 2n emission nave
recently been discovered at ISOLDE [4]. The rc-asurec ?2r values for
30-32fja are i_2, 0.7, and 5.' respectively.

From energy systematics, one can calculate the beta decay
energies ( Q^) and two nsutron binding energies (B^) for precursors
in the fission product region [48]. The predicted two neutron
precursors all have very low fission yields and consequently would
have little influence in reactor physics. However, predicted two
neutron precursors such as 8 4Ga, 92Br, 98fib, l a ' I , and 14?Cs are
all accessible by present on-line isotope separator techniques.
The beta-delayed two neutron emission is interesting to nuclear
physicists because of the possibility of studying n-n correla-
tion effects.

CONCLUSIONS

There have been great improvements in the last ten years in
the quantity and quality of Jata on individual delayed neutron
precursors as evidenced by the data given in Table I. Discre-
pancies and uncertainties in Pn values have been reduced for the
major precursors of concern to reactor physics to the point where
uncertainties of 5 - 10.' can be assigned. Delayed neutron spectra
of individual precursors are available. However, data analysis
procedures have not become standardized. Particularly at energies
below 200 keV, there are notable discrepancies between spectra
measured by the same technique at different laboratories and
between spectra measured by different techniques.
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TABLE I. Delayed neutron precursors, half-lives, emission probabi-
lities and mean energies.

Precursor
79 Ga
80 Ga
81 Ga
82 Ga
83 Ga
83 Ge
84 Ge
84 As
85 As
86 As
£7 As
87 Se
88 Se
89 Se
91 Se
87 Br
88 Br
89 Br
90 Br
91 Br
92 Br

92 Kr
93 Kr
94 Kr
92 Rb
93 Rb
94 Rb
95 Rb
96 Rb
97 Rb
98 Rb
99 Rb
100 Rb

97 Sr
98 Sr
99 Sr

97m Y
98 Y
99 Y

Half-life

1
1

1
1

5
2
0

5
1

55
16
4
1

1
1

4
5
2

1

1

(sec)
.1)0 +
.66 ±
.23 ±
.60 +
.31 ±

.9 ± 0

.2 ± 0

.6 ±

.03 ±

. 9 + 0

.73 ±

.60 ±

.52 ±

.41 ±

.27 +

.6 +

.0 ±

.38 ±

.92 +

.542+

.362± .

.85 + .

.29 ±

.208+

.50 ± .

.85 + .

.76 ± .

.384± .

.197± .

.170+ .

.116+ .

.066± .
,051± .

.43 + .

.80 ± .

.6 ± .

.13 ± .

.60 ± .

.4 ± .

.tiy

.02

.01

.01

.01

.4

.3

.3

.01

.2

.06

.16

.06

.04
08

1
2
03
02
008
012

01
01
009

02
04
02
005
003
002
005
008
017

03
10
2

04
05
2

12
21
43

53
12
44

5
21

2
6
13.
22
15.
22.

5.

1.
9.
8.
13.
25.
15.
14.

3.

3!
1.

Pn

.uaa+ .010

.84

.0

.4

.0

.061

.19

.6

.0

48
55
0
5
6

+ .06
+ .9
± 2.2
+ 7.0

+ .026
+ 18.
+ 3.
±14.

+ .03
+ .3
i 1.5
+ 8.

+ .11
± .28
t .8
± 1.4
+ 2.6
i 6.

033+ .003
96
7

: .14
i 2.2

0108+ .0007
31
92
45
3
1
1

27
36
4

06
44
2

+ .06
1 .28
± .25
i .5
±1.3
±1.2
±3.

i .09
± .11
i2.4

± .02
i .95
i .8

- = - " •

(keV)
360+70
370+70
370±70

730+150

1,80+40
220+30
460+20
500+100
880+180

340+70

160+40
390+20
410+30
450+30
460+20
540+30
480+100
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TABLE I .

Precursor
123

1J7
127m
128
129
129m
130
131
132

133
134

134
135
136

136
137
138

137
138
139
140
141

141
142
143

141
142
143
144
145
146
147

147
148

Ag

In
In
In
In
In
In
In
Ir

Sn
Sn

Sb
Sb
Sb

Tu
Te
Te

I
I
I
I
I

Xe
Xe
Xe

Cs
Cs
Cs
Cs
Cs
Cs
Cs

Ba
Ba

Delayed neutron
7 i t i e s and

Half-1

3
1

1

1
1

10
1

17
2,
1

24,
6,
2.

1,
1.

24.
1.
1.
1.

2.

mean

i f e
(sec)

.39 ±

.76 ±

.12 ±

.84 +

.26 ±

.59 ±

.58 ±

.28 ±

.155+

.47 ±

.04 ±

.4 ±

.71 ±

.82 ±

.5 ±

.8 ±

.4 ±

.5 ±

.53 ±

.31 +

.60 ±.

.03

.03

.02
.06
.02
.02
.01
.01
.04

.03

.02

.1

.02

.02

.2

.7

.4

.1

.08

.03

.01
.44 ±.01

.73 +.

.24 i .

.30 ±.

.9 ±.

.71 ±.
,78 ±.
002±.

,585±.
335±.
21 ±.

23 ±.
50 ±.

.01

.03

.03

.2

.01

.01
,005
,008
007
.03

20
05

precursors, h a l f - l i v e s ,
energies.

.68

.04

(Continued)

Pn

± .06
i .04

.059± .008
2.5

.25
1.40
1.72
4.2

17.

± .5
± .05
± .09
± .23
± .9

±7.

.112± .009
15.5
23.

.9
2.5
6.3

6.49
5.32
9.3
8.8

26.

.044

.42

+ 1.4
+ 8.

± .4
i .5
±2.1

± .31
± .36
• .4
±1.1
±3.

l i .005
± .03

.037± .007

.093± .006
1.61
3.06

13.6
13.3
25.4

5.21
23.9

± .08
i -25
±1.0
± .6
±3.2

± .50
±2.1

emission probabi-

(keV)

550-110

510±100

53O±110

860-180

300f 20

550± 30
420± 40
410; 80
400± 80
270± 50

190± 30
210± 40
270± 30
270± 40
320± 20
400± 20
510±100

147 La 10.0 +1.0 .50 ± .17
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TABLE II. Half-lives (sec) of Rb and Cs precursors8

Mass Beta Counting Neutron Counting

92 4.54 ±.02

93 6.12 ±.08 5.82 ±.03

94 2.83 ±.03 2.73 ±.01

95 .377 ±.004 .369 ±.005

96 .205 ±.004 .197 ±.002

97 .182 ±.007 .167 ±.002

142 1.70 ±.02 1.70 ±.09

143 1.79 ±.02 1.79 ±.04

144 1.00 ±.04 .99 ±.02

145 .65 ±.03 .577 ±.006

146 .28 ±.03

aRef.
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TABLE III. Comparisons of calculated group E and experimental
group T for various fissioning systems.8

Group

1

2

3

4

5

6

Total

1

2

3

4

5

6

Total

Fraction

1.00 i

1.00 ±

.98 ±

.92 ±

.56 ±

.81 ±

.88 ±

1.00 i

1.00 ±

.97 ±

.95 ±

.53 ±

.89 ±

.92 ±

.00

.00

.01

.04

.09

.12

.02

.00

.00

.01

.03

.10

.08

.02

Calc.

235U +

.18 ±

.42 i

.44 ±

.49 ±

.53 +

.47 i

.46 ±

235U +

.18 ±

.34 ±

.44 ±

.49 ±

.52 ±

.45 ±

.44 ±

2 3 8U +

E c

Thermal

.04

.04

.02

.05

.08

.02

.02

14 MeV

.04

.03

.02

.05

.07

.02

.02

Fieg E
d

Neutrons

.28 ± .

.48 z .

.45 ± .

.43 ± .

.43 ± .

Neutrons

.29 i .

.46 ± .

.43 t .

.48 ± .

.45 ± .

14 MeV Neutrons

03

05

05

04

04

03

0b

04

05

05

Batchelor E e

.25 i

.46 ±

.41 ±

.45 ±

.02

.01

.02

.02

1

2

T

4

5

6

Total

1.00 ± .00

1.00 ± .00

.96 ± .02

.91 ± .04

.62 ± .09

.89 ± .07

.87 i .03

.18

.44

.44

.52

.50

.44

.48

± .04

± .05

± .02

± .06

± .06

± .03

± .03

.28 ± .03

.47 ± .05

.44 ± .04

.43 * .04

.38 t .04

.45 ± .04
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TABLE I I I . Comparisons of calculated group E and experimental
group E for various fissioning systems.8 (Continued)

Group

1

2

3

4

5

6

Total

Fraction

1.00 ±

1.00 ±

.96 ±

.92 ±

.33 ±

.92 ±

.86 ±

.00

.00

.01

.07

.15

.05

.05

Calc.

239Pu
.18 ±

.35 ±

.44 ±

.50 ±

.48 ±

.46 ±

.42 ±

E c

+ 14 MeV
.04

.03

.02

.07

.05

.02

.03

Fieg E d Batchelor E e

Neutrons
.30 i

.48 i

.41 i

.43 i

.43 i

: .03

: .05

: .04

: .04

: .04

Al l energies in MeV

b Fraction * fraction of delayed neutron group y ie ld for
which average energy data are available

c This work. Fission yields from B. Rider, NED0-12154-2E

d Ref. 40

e Ref. 6
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Fig. 2.
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Dashed curve = data from PNL, Ref. 21

Dotted curve = data from Studsvik, Ref. 28

- 223 -



600

400 —

(0
Z
o
oc
D
LU

200

400 800 1200

ENERGY (k«V)

Fig, 5. Delayed neutron spectrum of ^ R b .

Solid curve = data from Mainz, Ref.19

Cashed curve = data fron PNL, Ref. 21

Dotted curve = data fron St>.;dsvilc, Ref. 28

- 224 -



800 -

600

(A
2
O

400

200 -

400 800

ENERGY (keV)
1200

Fig. 6. Delayed neutron spectrum of

Solid curve = data from Mainz, Ref. 19

Dashed curve = data from PNL, Ref. 21

Dotted curve = data from Studsvik, Ref. 28

- 225 -



800 -

400 800
ENERGY (k«V)

1200

Fig. 7. Deiayeu neutron spectrum of

Solid curve = data from Mainz, Ref. 19

Dashed curve = data from PNL, Ref. 21

Dotted curve = data from Studsvik, Ref. 28

- 226 -



300

200 -

V)
z
o
cc
111
3E

100

400 800
ENERGY (k«V)

1200

Fig. 8. Delayed neutron spectrum of &?Br.

Solid curve = data from Mainz, Ref. 19

Dashed curve = data from Pr;w State, Ref. 22

Dotted curve = data from Studsvik, Ref. 28

- 227 *



0

Fig . 9 .

800 1200

ENERGY (keVI

Delayed neutron spectrum of 93R D.

Data from PNL, Ref. Vi

Lower curve shows absolute value of combined uncertainties.

- 228 -



400 —

Z

o
DC 200 —

400 800 1200
ENERGY (keV)

Fig. 1U. Delayed neutron spectrum of 93Rb.

Data from Studsvik, Ref. 28

Lower curve shows absolute value of combined uncertainties.

- 229 -



6000

4000

<
X
o
in
z
O
o 2000

THERMAL

0 100 200 300
PULSE HEIGHT (CHANNEL)

Fig. 11. Pulse height spectrum fron ^He spectrometer for 951 kt'

monoenergetic neutrons.Data from PNL.

- 230 -



700

0 100 200 300 400 500 600 700

AVERAGE ENERGY FROM SPECTRUM (k«V)

Fig. 12. Comparison of average energies determined by ring ratio

technique with average energies calculated from delayed

neutron spectra.

Ring ratio data from PNL, Ref. 13

Spectral data from Mainz, Ref. 19
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Discussion

Poenitz

Leona Stewart pointed out that these spectra are not represented
in the ENDF/B file right now and that it made some quite important
differences. What actually is used and has anybody looked into
what kind of effects would be the result of using these much
softer spectra?

Reeder

I am glad you asked that question because I have two more slides
that I didn't have time to show which show a comparison that Tal
England made. Rudstam sent the Los Alamos group a set of 28 or so
spectra that he had which were then weighted by the fission yields
and combined into an equilibrium delayed neutron spectrum. We can
go to the last two slides. The solid curve (see Fig. 14) here is
the LASL calculated equilibrium spectrum for fast neutron fission
of U. An interesting result of the calculation is this peak at
low energy which was not present in the previous versions of
ENDF. They had assumed that the delayed neutron spectrum just
went down to zero because there were no data available. How with
the spectra that Rudstain has supplied, a peak is seen at this low
energy region and I emphasized when I showed Rb that there is a
very strong peak at 14 keV, which is one of the contributors to
this peak. If we compare the Eccleston-Woodruff experimental data
for the same system (this is a delayed neutron spectrum taken by a
proton recoil detector) they end up with a lot more intensity in
the region below ^200 keV. That is very disturbing. We have the
same comparison of the calculated values (see Fig. 15), this time
the experimental data were obtained by Weaver, the Birmingham
group, using a He spectrometer. Again they end up with a lot
more intensity at the low energies and in this case they end up
with excess intensity at high energies relative to these spectra
which are calculated from fission yields and the individual
precursor spectra. You gave me an opportunity to give the last
half of my talk. Did I answer your question?

Poenitz

Is there any knowledge about what the effects on reactor
parameters would be?

Reeder

I would refer you to the Workshop on Delayed Neutron Data at the
Vienna Conference. There is a paper by Philip H*amer. He
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discussed the effect of delayed neutron spectra on reactor power
calculations, ^erf • m' * think he would be satisfied with
something like 15Z uncertainties on the delayed neutron spectra.
That would still give him 12 uncertainties on

Stewart

One of the problems, I think, is that many of the measurements are
relative, correct? The spectral measurements are not absolute.

Reeder

They are not absolute. They are normalized by way of the fission
yields and Pfl value.

Stewart

Secondly, you may be missing some of the neutrons from some of the
precursors because you don't have a l l of them.

Reeder

The set available right now is a limited set, but it does include
85Z to 90Z of the intensity.

Stewart

I realize that. I am just trying to make the point. I think that
one of the things that perhaps Wolfgang (Poenitz) was mentioning
is the difference in what is in File 5 which is, quite often, what
the reactor physicist uses. That is a six-group set and that
comparison, I think, is one that he was asking about, I'm not
sure.

Reeder

I am sorry, I am not equipped to handle that.
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SUMMARY REVIEW FIRST DAY (22 Septeaber)

(Processing Need*, Uncertainties, Integral Data,
Radioactivity Data)

J.J. Schmidt

Nuclear Data Section
International Atoaic Energy Agency

Vienna, Austria
I do not know whether I should thank the organizers of this

workshop for the aaaaoth task they entrusted to me, i.e. to
summarize the high lights of each day of this Workshop. However,
after having listened to all the very interesting and inspiring
talks and discussions today, I consider it a real privilege to be
with you in this Meeting. I shall try ay best to summarize
today's aajor results and outlooks while being conscious of the
fourth alternative of a discussion speaker, pointed out this
torning by our Workshop Chairaan, that afterwards I will reaeaber
what I should have said. While I apologize for not being in a
position to give detailed credit to each paper ,?nd i ;ch speaker, 1
hope to bring out the aajor stiauli and concerns expressed in
today's sessions. After having finished Mf tuaur<; reaarks, I
would like to ask the Chairmen of the individual sessions to
correct and add to ay reaarks so as to coaplete the picture of
today's achievements.

Let ae start by recalling to you the situation as it was in
about 1960. This is illustrated in Figure 1. At that tiae the
nuclear data users were essentially thermal and (increasingly)
fast reactor physicists. They had certain ideas of the nuclear
data they would need and asked other physicists, henceforth called
evaluators, to provide the data. These evaluators tried for the
first tiae, to consolidate the rather sparse data information then
available into the first rather eabryonic evaluated data files.
These files were then converted into rather crude aultigroup cross
section libraries for use in still fairly siaple neutronics
calculations for reactor design.

Today's lectures have exemplified how much more complex this
situation has become over the past 20 years. The present
situation in 1980 is visualized in Figure 2. Starting with the
bottoa of the figure, we have many aore application fields and
much aore sophisticated data uses than in 1960. They comprise not
only various types of thermal and fast breeder reactors and the
fuel cycles associated with thea, but also safeguards, safety,
radiation daaage and associated dosiaetry, shielding of reactors
and accelerators, fusion research and technology, aedical therapy
and radioisotope production, to mention only the more important
fields. In order to aeet modern design, operation and safety
criteria, the required data detail and accuracies for the most of
these applications have become much more stringent over the past
two decades.



The data requirements are apparently strongly application-
dependent. In thermal reactors the thermal neutron reaction rates
and hence, the thermal cross sections are most important; in fast
reactors the keV «nd HeV cross sections. Fusion data needs center
in the HeV range up to about 16 HeV. Shielding physicists are
particularly concerned with the neutron windows caused by the deep
cross section minima of iron and other shielding materials. Much
sophisticated experimental work has gone into the accurate
determination of the cross sections in these minima. Medical
therapy and radioisotope production need neutron and charged
particle daf;a to 50 MeV and higher. Going to these higher
energies iuplies adding a new degree of complexity to evaluated
data files due to the increased number of reaction exit channels
and increased complexity of reaction products. Neutron dosimetry
applications for the determination of fission and fusion reactor
radiation damage need a limited number of activation reactions
with high accuracy to about 30 MeV.

As you can see from Figure 2, originally, evaluated nuclear
data libraries were planned to be application-independent.
However, with the increased diversity of applications there is a
growing tendency for separating specialized evaluated nuclear data
files, e.g. fission product nuclear data, dosimetry data and
others, from the larger bulk of general purpose files. Once the
size of evaluated data files to be processed becomes unwieldy, one
might think of creating application-oriented special preprocessed
evaluated data libraries as an interim step between the big
application-independent files and multigroup data processing, as
was pointed out this morning by MacFarlane. I shall come back to
this problem later.

Let me now start with a systematic consideration of Figure 2
starting at the top. We have apparently reached a stage which was
typical in Greek antiquity,that all science starts with philosophy
and eventually ends up in application. I trust Francis Perey will
agree, that unlike the Greeks who sometimes produced a philosophy
without going to an application, he will eventually turn his
theory of logical inference to practical applications. I should
stress that his theory has the strong merit of being directed
towards the nightmare of every evaluator, i.e., the treatment of
systematic errors, and promises to provide a mathematical tool for
dealing with those probabilities which cannot be expressed in
frequencies like statistical probabilities.

The problem of systematic errors, the major hindrance in
every evaluation (to arrive at scientifically reliable values)
must certainly be given the greatest possible attention. Another
(though small) difficulty occurring in all cross section
evaluations has to do with the fact that continuous functions have
Co be described by sequences of discrete points which have to be
interpolated. Nothing can be done about this except using, where
possible, formula descriptions of the data in order to reduce the
magnitude of the data storage and handling problem.
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Until about two years ago, evaluated nuclear data libraries
contained only point cross section data, parameters and
formulae. Since then, with the ENDF library taking the lead,
there i* an increased user demand for associating uncertainties,
or more generally variance-covariance information with the
evaluated data. The data adjustment session today gave a vivid
illustration of the work needed to arrive at meaningful covariance
data and how to store, use and process them. A really good job in
this area demands a much larger effort than previous data
evaluation without uncertainty specification and has to be very
well justified in each case on the basis of user needs. In this
context one should remember a point which was not clearly brought
out in today's discussions; that the usefulness of covariance
matrices is intimately connected with the truthfulness of the
information that goes into them. With limited or insufficient
information in hand, a good thumb-rule estimate of an evaluated
data uncertainty will be easier, cheaper, and more efficient than
deriving a complex covariance matrix.

On the other side let me remind you that Francis Ferey
emphasized on previous occasions that in principle one has to take
covariances into account. One cannot deal for example with one
cross section of one nuclide independent of cross sections of
other nuclides if they have all been measured by the same method
or against the same standard. Taking into account those and other
correlations will improve the description of evaluated data
uncertainties.

Such an improvement has already taken place e.g., in the
field of reactor dosimetry cross sections. In the first step,
dosimetry data files now contain covariances accounting for
correlations between different energies for one and the same
nuclide and reaction. What will be needed in a next step are
covariances between different reactions and nuclides. Again to be
practical, this is a small field with a limited number of
reactions, and to put all the covariances together for these
reactions and process them by neutron spectrum unfolding for
radiation damage estimates is still a manageable job. However,
what about deriving complete correlation matrices for all

reactions for one full nuclide in ENDF/B, say 2 3 6U? Talking about

"°U, one has to immediately consider " J U etc, and there is
virtually no end to all the correlations which would have to be
considered. I can only confront you with this question, without
knowing the answer. This is not a question of principle, but a
question of practicality. With sore experience in correlations we
will gain more insight and come closer to an answer to this
question.

Let me not* discuss the three major inputs into contemporary
evaluation. The classical and most important input continues to
b« the measured data. However, applied nuclear theory, nuclear
models, and systemstics have undergone significant progress in
--cent years and inter-and extrapolation and "local" (data in a

range) fitting and prediction, represent an important
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addition and consistency check to experimental data. However,
since all theory is based on parameters derived from experimental
evidence, it cannot replace an accurate experiment for an
important reaction.

The third input comes from adjustment of microscopic data to
what one may roughly subdivide into simple and complex integral
data. With John Rowlands I would call one reaction for one
nuclide in a well-defined neutron spectrum a simple integral
datum. An example would be an infinite dilute capture resonance
integral or an average fission cross section measured in the Cf
prompt fission neutron spectrum.

I trust everyone will agree with me that there is no harm in
a physically carefully conceived adjustment of a small limited
portion of an evaluated data file to such simple integral data.
The unique feedback to evaluated microscopic data becomes
difficult and ambiguous as the integral data becomes more
complex. Here, I am thinking of measurements in more complex
benchmarks such as ZPR facilities or in reactors. Complex
integral data are subject to so many influences from many
materials, many reactions, and heterogeneities in material
composition etc., that one has to make sure that what one changes
in an evaluated data library is consistent with all possible cases
of integral data: for example, a range of reaction rate ratios,
k cr values etc., for a range of critical assemblies. One should
also bear in mind that integral data, whether simple or complex,
are not necessarily more accurate than differential data since the
use of a fission chamber in a differential or integral fission
measurement should not really make- a difference in the
uncertainties associated with such measurements. Considerable
progress has been made over the past years in data adjustment.
The three talks which we heard today during the data adjustment
session illustrated considerable improvements in the mathematical
as well as physical sophistication which goes into today's
adjustment procedures. However, I would still continue, to foresee
a major role for complex integral data adjustment in pinpointing
possible inconsistencies in microscopic data and enforcing their
reevaluation or re-measurement.

Now let me turn to the right side of Figure 2. Present-day
evaluated data libraries contain a large, ever increasing volume
of point data, supplemented by parameters and formula, (this is
true particularly of ENDF/B) and uncertainty information. In this
morning's panel discussion Carter drew attention to the large
increase in data points from Version IV to Version V of ENDF/B.
Evaluated data libraries risk becoming so large that they may
present serious data handling problems.

The panelists, in particular MacFar lane, pointed out that one
should and could make more use of parametric data representation
and in this way reduce the volume of data to be stored. Extensive
pointwise tabulations of well-defined resolved resonance cross
sections for a number of fission reactor materials can be replaced
by lists of resolved resonance parameters and the appropriate
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foraulae which describe the cross sections . The lists can then
be used directly as input to multigroup cross section codes.
Another example is the parametric description of neutron elastic
scattering angular distribution data. At high energies say above
15 MeV, they resemble a rather siaple diffraction pattern.
Instead of using 30 or 40 Legendre polynomial coefficients they
could be described by fairly simple functions thus allowing a more
compact representation and easier multigroup data processing
afterwards.

The detail to which the data are needed, often depends
strongly upon the specific application of the data. The deep
minima in several structural material resonances arc of paramount
interest in shielding design, but of no interest in reactor
design. On the other hand, prerent day facilities such as ORELA
can measure neutron cross sections often to a much greater detail
r an may be needed or realistically be handled by the data user.
L..e example for this, which in fact illustrates an immense
scientific achievement, is the detailed set of ORELA measurements
of the change in neutron elastic scattering angular distributions
over many iron resonances.

These facts and considerations unavoidably lead to the
principal question which Alan Smith brought forward and which will
certainly become even more stringent in the future; do the data
users, reactor and shielding designers and other users, really
need data to such a detail? The effort, i.e. money and manpower,
spent in generating data must be in balance with the user's
realistic data requirements. There is a continuing need for
various classes of users to specify the practical detail to which

->y require nuclear data.
New applications such as FMIT or biomedical applications,

will increase the upper energy limit of evaluated neutron data
libraries from the current 15-20 MeV to about 100 MeV and thus
lead to a size increase of such libraries. To ease the
concurrently increasing data handling problems in these and other
special applications (where different user classes would need data
in non-overlapping energy ranges or in different detail, or a
limited number of nuclear reactions and isotopes) pre-processing
or further split up of the general-purpose evaluated data
libraries should be contemplated.

The more complex and voluminous evaluated data libraries
become, the more serious become the problems connected with the
testing and updating of these libraries. I sympathize with the
points brought forward by Maci'arlane and Oxer during the panel
uiscussion this morning i.e., one should not easily give up what
has been achieved in the last version of an evaluated data library
and changes should be introduced only if they are absolutely sure
to achieve a definite improvement in all pertinent applications.
The size of the effort put into a re-evaluation and an assessment
of data uncertainties should be in proportion to the importance of
the data in question.
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So far, when I spoke about evaluated data uncertainties, I
meant uncertainties directly connected with the data. Additional
uncertainties arise or •ay arise through the stages of pre-
processing and multigroup processing of the evaluated data and
their eventual application in nuclear calculations. With
Kenryson, one may therefore question the need for an accurate
evaluation if afterwards in the application, this accuracy may
risk being diminished or even lost.

This brings me to the final question: how long will nuclear
data evaluation be needed. Poenitz gave one straight-forward
answer to this question, i.e., since the data required for current
nuclear technology applications are still not sKt, more
evaluations (and certainly more experiments) are still needed.
The new upcoming application fields will need additional
evaluation effort, and in a way the field is open-ended.

Having said all this I almost feel that evaluation is not
only an art, but ^t least very close to a science, but maybe I am
overimpressed by today's challenging talks and will change my mind
by tomorrow. 1 will certainly not change my conviction that
evaluation is an art.
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DATA INTERPRETATION, OBJECTIVE EVALUATION PROCEDURES
AND MATHEMATICAL TECHNIQUES FOR THE EVALUATION OF

ENERGY-DEPENDENT RATIO, SHAPE AND CROSS SECTION DATA*

W. P. Poenitz

Applied Physics Division
Argonne National Laboratory

9700 South Cass Avenue
Argonne, Illinois 60439 USA.

ABSTRACT

The evaluation of several energy-dependent cross
sections which are of importance for practical applica-
tions is considered. The evaluation' process is defined
as the procedure which is used to derive the best knowl-
edge of these cross sections based on the available
direct experimental data information, and, using theo-
retical models, on the auxiliary data base. The experi-
mental data base represents a multiple overdeterraination
of the unknown cross sections with various correlations
between the measured values. Obtaining the least-squares
estimator is considered as the standard mathematical pro-
cedure to derive a consistent set of evaluated cross sec-
tion values. Various approximations made in order to
avoid the monstrous system of normal equations are con-
sidered and the feasibility of the exact solution is
demonstrated. The variance - covariance of the result,
its reliability and the improvements obtained in itera-
tive steps are discussed. Finally, the inclusion of
auxiliary, supplementary information is considered.

I. INTRODUCTION

The subject of the present considerations and review is the
evaluation of neutron cross sections which are of specific impor-
tance and thus have to be known with lesser uncertainties than
others. This involves cross sections used in practical applica-
tions such as 2 3 5U(n,f), 238U(n,Y) as well as the standard cross

*This work performed under the auspices of the U.S. Department
of Energy.
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sections (H(n,n), 6Li(n,a), 10B(n,a), 10B(n,a7), Au(n,Y)). Foe
reasons which will become clear later on, some other cross sec-
tions are involved as well (6Li(n,n), iuB(n,n)). Following the
intent of this meeting, we not only consider the state of the
evaluations of these data but the evaluation process as well.

It should be clear from the outset that an evaluator is not
expected to derive his opinion of the subject of the evaluation
but the best knowledge of it. Nuclear data evaluations can be
divided in historic terms into an

'Ape of Archaic Evaluations',

where unjustifiable and subjective evaluation methods were used,
an

'Age of Enlightenment',

where it was recognized that the archaic evaluation techniques
had severe drawbacks, and an

'Age of Renaissance1,

where it was discovered that exact solutions techniques were
developed some 180 years ago. As in other areas of history,
these periods cannot be sharply divided. But clearly, about
10 years ago, evaluation procedures for nuclear data were still
in the 'Dark Ages' where archaic techniques were well entrenched,
and appropriate methods were used only infrequently. Wild lines
were drawn through data points and subjective opinion carried
the day. It has been recognized in the last few years that
appropriate techniqeus were well developed and applied in other
disciplines of science and engineering and should be employed
as well in the evaluation of nuclear data. Increasingly, im-
proved techniques were used, but unfortunately, the archaic age
is slow in dying: e.g., it would be easy to point out a number
of evaluated cross sections in ENDF/B-V which were based upon
one data set where many were available. Because of this staying
power of unscientific, archaic methods, techniques and argumen-
tation, it will be hard to avoid to point out fallacies which
will be obviously recognized as such by many.

As we desire to derive the best knowledge of some quan-
tities existing in nature, we have to consider what this knowl-
edge consists of.

I.I. The Best Knowledge

The philosophy or theory of knowledge, developed by oany
important men, and culminating with Kant's 'Critique of Pure
Reason' [1], tells us that knowledge has two sources: 'a
priori1, which is knowledge developed from reasoning along, and
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'a posteriori1, which is knowledge after the fact, e.g., after
performing an experiment. As we are not in the area of logic or
mathematics, where knowledge may be derived purely "a priori1, we
have to be concerned whether our knowledge is purely 'a posteriori1

or, to some extent, can be derived 'a priori'. Certainly, laws
of nature have been found in physics, but the area applying to
nuclear cross sections is still in a state of modeling and our
knowledge is empirical, thus it is derived 'a posteriori1. A
good example are cross sections which may be derived froii> the
optical model. The optical model was not conceived 'a priori1

but 'a posteriori' following the pioneering measurements of total
neutron cross sections by Barshall [2] which showed systematic
structure as a function of energy and nuclear mass. It was pos—
sible to predict other cross sections with this model. But, as
measurements for such predicted cross sections became available,
the model predictions were found in conflict with these experi-
mental results. The conflicts lead to refinements of the model,
in successive steps, changing the shape of the potential, adding
a surface absorption potential, spin-orbit coupling, introducing
non-local potentials, etc., always in response to disagreement
with new measurement results. As of now, the optical model is
still a model, of great value, but dependent on numerous parame-
ters derived from fitting experimental data. It obviously fol-
lows that predictions with the optical model cannot be better
than the quality of the whole of the experimental data base.
This does not mean that optical model predicitons cannot be
better, in some instances, than a singular experimental data
set. A case in point is the total cross section of 2 3 3 U . The
ENDF/B-IV evaluation used a line through the available experi-
mental data. An optical model fit of these data would have pro-
vided a more physical shape but still erroneous values. It was
appropriately recognized by evaluators for ENDF/B-V [3j that the
experimental data for 2 3 3U in the energy range below 1 MeV were
in conflict with data for neighboring nuclei. A prediction based
on a parameterization with data for other nuclei was utilized
instead. However, then a new data set became available and the
evaluation was changed to match this data set. Experimental data
are uncertain, thus, the best knowledge of the 2 3 3U total neutron
cross section would be obtained by a simultaneous fit of the
transactinides with the optical model, accounting for uncer-
tainties of the data and the model. Such simultaneous optical
model fitting is now being done, for example, by Madland and
Young [4] and Poenitz [5].

The best knowledge of the quantities to be evaluated is
derived by including all the direct and indirect information
available. The primary source id the experimental data base,
differential and integral, as our knowledge is 'a posteriori1,
nuclear models and integral systems models provide the link
between the data. Figure 1 shows a schematic of the maximum
information leading to our evaluated (or best knowledge) cross
section. This maximum information has been used, for example,
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Fig. 1. Information Available for Cross Section Evaluations.

by Schenter's group [6J for the evaluation 01 fission product
nuclei. The result of such evaluation (which includes the
integral data) is often called an adjusted cross section set.
An adjusted, best knowledge cross section set is justified
and desirable, specifically in cases of sparce differential
information, as in the case of fission produc" nuclear data.

One may require, however, another approach, based on the
intended use of the evaluated data. A separate evaluation of
the differential data with utilization of the nuclear nodels
provides for a "testing" of the integral systems modeling of
experimental integral values. The large number of paraaeters
involved in an integral system causes a diffusion of the lack
of knowledge for some paraneters (discrepancies) by distributing
the blame between all of the paraneters (cross sections). The
French library data on the components of stainless steel provide
an exanple. Though this library predicted available integral
data very well, it was due to conpensation and a design calcula-
tion for a different compositon of stainless steel would have
resulted in erroneous predicitons [7].

Thus, in the following we restrict our considerations to
the evaluation of differential data of the primary data base and
the utilization of auxiliary information provided by the nuclear
models.

1.2. Outline of an Objective Evaluation Process

One of several features of an objective evaluation process
is not to select data based upon subjective judgment. However,
the fitting of the available experimental nuclear data with
nuclear nodels Involves non-linear fitting of such monstrous
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proportions that it is obviously beyond the range of present
technology. This suggests to divide the evaluation process into
steps as shown schenatically in Fig. I. Trie first r̂ ajor step
consists of assenbling the available experinentai data, extrac-
tion of actually neasured quantities, and the application of
corrections to the reported values and their errors if such can
be proven to be required. Updating constants (~]/2> etc., used
in the calculation of these values, recalculation of corrections
with inproved techniques (Monte Carlo) and data used in their
calculations are acceptable. However, reintroduccion of subjec-
tive methods (for example unjustified rt—assignr.ersts of uncer-
tainties) aust be rejected.
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Fig. 2. Schenatic of the Evaluation Procedure.

The second step i s th« evaluation of the experincntal
data in a s inul ta ieous leasit-squares l i t as discussed below
wliich y i e l d s a cons is tent s»et of values which represent the
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best knowledge fron the experiments. The third step is the
utilization of nuclear nodels which permit to use auxiliary
data information. The process is then repeated in iterative
steps in order to obtain further improvements.

II. THE MEASUREMENT PROCESS AND INTERPRETATION OF THE
EXPERIMENTAL DATA BASE

It is obvious that the evaluation process should be con-
sidered in context with the subject of the evaluation, the data
base. An understanding of the neasurement-process and the quan-
tities derived appears required. Mathenatical procedures can
lead their own independent life, but the answer will surely be
misleading if they are based upon a misconception of its eleaents.
This nay well be a danger we are facing now, as nore and more
evaluators becone enchanted with powerful tools provided by
statistical analysis, but do not understand the data base and
thus "take off into a drean world".

11.1. Types of Measurenents, Originally Measured Quantities

It must be realized that experimenters in the area of cross
section measurements rarely present what they have neasured. A
neasurenent of the shape of the ratio of two cross sections, say
an f(^3iL')/on nC

1!!), will surely be presented as a neasurenent
of'the ^i;>U(n, f) cross section after using sone reference for the
H(n,n) cross section and normalization to sone other absolutely
measured or More or less arbitrarily choosen value. Conparison
with other measurements are then nade, differences pointed out
and possible explanations given. All of which is an exercise
in futility because the quantities measured were not the values
discussed. This does not mean that the neasurenent was aeaning-
less, in the contrary, it nay have been an very inportant input
for the quantity, for example a cross section shape, which was
actually treasured.

The first task for the evaluator, who wants to derive the
best knowledge of one or several unknowns, is to rediscover the
actually measured quantities, thus to reduce the given inforna-
tion to the truly new information obtained in the specific
experinent. An example for the problems resulting fron ignoring
the originally neasured quantities is the connon procedure to
evaluate a specific cross section for which N" measurements are
available without differentiating between K neasurenents which
were nade relative to the sane reference cross secton and X-K
absolute and independent measurements. Such procedure is iden-
tical to forming the aver?,Re between 3 and 4 by calculating (3 +
3 + 4 + 4 + 4 + 4)/7 (assuming N-7 and K-5). Such fallacies nay
not be very obvious if correct and sophisticated techniques are
used for the derivation of the evaluated cross section.
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A measurement nay have been presented as a cross section
measurement over an energy range (E^.Ej) but In reality the
shape nay have been measured in two segnents, (E^, E$,), (Ej,Ei>,
(with Ej < EJJ.) and a nornalization point obtained at E n (with
Ej. £ E n £ Ej). The true infornation obtained fron these measure-
ments which should be used as input for.the evaluation are three

sets of data: 1. the absolute value at En, 2. the segment in
(E.1, Ek)i a n d 3. the segment in (Ej.Ej). The composite cross
section should not be used, it will bias the evaluation as will
be seen later on.

The types of measurements used to derive the data under
present consideration are transmission experiments which yield
total cross sections, reaction cross section or ratio measure-
ments, shape measurements of cross sections or ratios which
leave the normalization of the data undetermined, and absorp-
tion cross section measurements. Total cross sections are
derived from the expression

C o ( E ) " bo " * b o i ( E )

where a is the sample constant, b is a constant background and
b^CE) an energy dependent background. The fj(E)'s are correc-
tion factors, for exanple for deadtime, resonance self-s1 'elding,
etc. The C0(E) and C(E) are the detector counts without and
with the sample. Reaction 'ross sections are derived fron

C x ( E ) ' bx " * b x i ( E )

°x ( E ) - C (E) - b - r b .(E) ' n ai * " f i ( E ) • ( 2 )

i

where CX(E) and Cn(E) are the count rates for the observed reac-
tion *nd the neutron detector, respectively. The a^ are indepen-
dent on energy and stand for sample masses, efficiency calibra-
tions etc. The fj(E) are energy dependent corrections and the
energy dependence of the counting efficiencies. The sane expres-
sion [2] applies for ratio :ieasurenents with Cn(E) -*- CV(E) and
ox(E) "*• KXV(E) * ox(E)/Oy(E). In a shape measurement (cross
section or ratio), the product Fl a^ remains undetermined and

only the energy dependence of the cross section is obtained:
S(E) » C . o(E) with C • fl a t an unknown factor. The central

expressions in (1) and (2) can be restated as
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X r^T •
n F T E ) ^ W

n n
which shows that background corrections are energy dependent
correction factors. Equations (1), (2) and (3), obvious to the
experimenter, were recounted here in order to show that i) no
additive terns occurs, and ii) the shape measurement is a
measurement of the energy dependence of the cross section with
an undetermined factor and not an undetermined bias. An evalu-
ator who uses polynomials in fitting experimental data will not
find support for an interpretation of the ao-tein cf the polyno-
mial as a background of the measured values. In addition, the con-
stant background which enters as an energy dependent background-
to-foreground ratio is usually snail and well determined, thus of
negligible error and not adjustable.

II.2. Overdetennination of the Data Base

If several measurements exist for the sane unknown quantity,
it is well recognized that an overdeternination exists and it
is well accepted, that the best estimator for the quantity is
obtained as a weighted average of the measured values. This is
the least-squares-estinator, if it is based on the minimization
of the sums of the squares of the deviations between the measured
values and the average value.

Another form of overdeternination ex.ists if a value was
measured for one quantity, another value for a second quantity,
and a third neasurenent was made, for exanple for the ratio or
sum of the two quantities. Obviously, three values were measured
for only two unknown quantities.

These two types of overdeternination are dealt with nathe-
m.itically identical. However, we note here that an important
difference may exist which makes the second type more valuable
for obtaining an unbiased estinator: Measurements of the sane
quantity nay be subject to sinilar errors, specifically the
psychological error explained below, and thus result in an biased
evaluated value. Measurements of different quantities are nore
likely to be subject to different errors and therefore more
probably provide a data base with overall random errors.

Absolute measurements of several cross sections are of
equal value (assuming equal accuracy) and our best knowledge
of any one of these cross sections is determined by all of the
measurements if ratio measurements between then are available.
Because of the equivalence of any absolute measurement, a real
justification for declaring sone cross sections "standards" or
even "primary standards" and "secondary standards'* does not
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exist. However, defining some cross sections as "standards"
because their physical behavior provides for convenient detec-
tion schemes has resulted in a concentration of absolute
measurements on these cross sections. This permits us to limit
our considerations to these "standards" and some cross sections
which are important for applications and for which therefore
also absolute measurements were carried out.

Removal of the second type of overdetermination is sometimes
referred to as a consistency fit or a simultaneous evaluation
of several cross sections. Such simultaneous evaluations were
carried out, for example, for the thermal parameters [8], and for
standard, fission and capture cross sections [9,10].

II.3. Errors, Uncertainties, and Correlations

It is assumed that the experimental values have been reported
in terras of the following parameters.

E The average energy at which a value was measured,

£E The uncertainty of this energy,

Res The energy resolution or energy spread,

o,R The measured cross section or ratio,

Ao The total uncertainty of the measured value,

a°st T n e statistical uncertainty of the measured value

It is a basic feature of the measuring process to result in
uncertain values. The true uncertainty is composed of several
components, which may be subdivided as follows [9, 11, 12]:

AoR The normalization uncertainty, which is the uncer-
tainty of a, fl a^ in Eqs. (1) and (2). This is

an energy independent systematic uncertainty and
thus totally correlated for all measured values
o(Ej). It contains tile uncertainties of the
sample masses, calibration etc.

Aos The energy dependent systematic uncertainties
which were estimated or calculated from the uncer-
tainties of models and parameters used to cal-
culate corrections, background subtraction, energy
dependence of efficiencies, etc. Because of the
energy dependence of these uncertainties, these
errors correlate the measured values only par-
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tially, often causing larger correlations for
values at adjacent energies than between values
measured at substantially different energies.

Ao s t The statistical uncertainty caused by the
limited number of events counted for the primary
reaction rates as well as for the background.
Note that the statistical error may become a

totally correlated systematic error if a shape
measurement is normalized to an absolute value or
if two segments are normalized to one another in
the overlap range.

Aoa The accidental error which may be revealed by
repeating the identical experiment (i.e. repro-
ducibility),

Aou The unknown error, which is systematic in nature
and_ caused by not recognizing necessary corrections
or underestimating uncertainties,

AcipS The psychological error which is caused by sat-
isfaction with agreement obtained with values
reported by others, thus neglecting the search for
additional effects in the measuring process or
equipment which would require corrections, or, the
opposite, that is the dissatisfaction with a dis-
agreement with prior reported values and the sub-
sequent search for one-directional corrections.

The last three error sources affect the evaluation in a similar
way, that is, as an unkonwn error. However, their differences
help to understand some effects, for example historical trends
in reported cross sections as shown in Ref. 9.

We may differentiate between two types of correlations in
considering the interdependence between different measured values
caused by correlated errors:

i) Measurements of a cross section or ratio at different
energies in one experiment are usually made with the
same sample and detectors, thus all values are par-
tially correlated.

ii) Measurements of different cross sections may be based
upon the same neutron detection technique and thus
causes these measurements to be correlated. Correla-
tions between different measurements of the same crois
section nay be caused because the sane sample or the
same detector was used.
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Figure 3 shows schematically how the different types of errors
will influence an evaluation and what the correlation matrix for
the energy-dependent measurement will look like. We assume for
this demonstration an absolute measurement of a cross section as
a function of energy and one additional independent measurement
obtained only at one energy.

DOMINATING
ERROR

STATISTICAL

NORMALIZATION

CORRELATION
MATRIX

.1 .1 1

.1 .1 .1 1

.1 .1 .1 .1 1

.9.9 1

.9 .9 .9 1
9.9.9.9 1

MEASUREMENTS/ EVALUATION

ENERGY-DEPENDENT

i
.9 1
.8.9 1
.8.8.9 1
.7.8.8.9 1

1
.8 1
.5.9 1
.3 .4.7 1
.1 .3.5 .7 1

Fig. 3. The Effect of Dominating Errors on an Evaluation. The
Correlation Matrix is Shown for the Energy-Dependent
Measurement.

Our knowledge is improved only at the energy where the addi-
tional measured value was obtained if the dominating error is
statistical. However, our knowledge is iaproved over the whole
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energy range by the additional independent measurement if the
dominating error is due to the normalization. The effect on
the evaluation result for dominant energy dependent errors is
similar as for the case of dominant normalization errors if the
energy dependence of the systematic errors is weak. Strongly
energy dependent systematic errors cause a "flexibility" of the
shape measured in the one experiment.

An additional cross section uncertainty is caused by the
energy dependence of the cross section and the energy uncer-
tainty, AE. This can be derived approximately from

- ic 2
/da\2 ._z . _

«V " (af) « * * ,

3f 3E 3ft 3B '
i, K i K

where the first terra is the cross section uncertainty caused
by the energy dependence of the cross section and the second
term is that caused by the energy dependence of efficiencies
and corrections. The third term is a pairwise sum which causes
a reduction if two of the factors have the opposite energy depen-
dence. The first term usually suffices because of the second-
order nature of corrections and the choice of flat—efficiency
detectors. The same expression [4] applies for ratio measure-
ments with a + R. However, the cross section uncertainty of a
cross section measured relative to another cross section and
used as such in the evaluation is given by

A measured value differs from the true cross section by the
true errors:

3a
(6)

m 3a
o - a + I P —*- Af + v
i o k>>1 ik 3fik i i

where oj is the measured value, o0 is the true cross section
aoj/afjk is the sensitivity of the cross section to the k.th
factor used to derive the measured value, and Afik is the
estimated uncertainty for this factor. The p± have soae dis-
tribution (normal if the uncertainty is statistical) but are
unknown. Also unknown is the additional unknown error v^.
It is not possible to determine the true errors (along with the
true value 0o) because the system of equations obtained with
repeated measurements remains hopelessly underdeteralned.
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II.4. Energy Range, Average Cross Sections, Fluctuations

The energy range choosen for an evaluation which has the
aim of obtaining the best knowledge must be selected based on
regions of available absolute data information. A liuited
energy range may be of interest for particular applications,
for example fast reactor design calculations. The best knowl-
edge of the cross sections in this range is not only determined
by measurements within this range but by well known absolute
thermal and 14 HeV cross sections as well. Energy dependent
absolute and shape measurements provide the link between the
range of interest and such particular sources of information
as values at .0253 eV and 14 MeV.

Wo are interested here in the evaluation of average cross
sections. At thermal energy this is simply the value at
0.0253 eV. In the resolved resonance range bin average values
would be used. Above the resolved resonance range the cross
section values at specific energies, averaged over fluctuations
which exist for some of the cross sections in the unresolved
energy range, are the subject of the evaluation-

Experimental values measured in a range of fluctuating cross
sections depend on the resolution of the measurement and require
a correction in order to obtain average cross section values.
Such corrections can be obtained from high resolution measure-
ments which are available for Au(n,Y), " 8U(n,Y) and 2 3 5U(n,f).
Where such measurements are not available (e.g. above 100 keV)
an error may be estimated by extrapolation from the high resolu-
tion data available at lower energies [15, 16, 17].

For many evaluations an energy grid is established for which
cross section values are obtained [9, 12, 13, 14, 17]. The
energy grid density should be choosen to present the gross
structure of the cross section. Somewhat different techniques
are used to obtain "experimental values" at these grid points.
The method used here and at previous occasions [12] is demon-
strated in Fig. 4. Experimental values from one data set which
are within the range given by the centers between neighboring
energy grid points are extrapolated to the grid point by using
the shape obtained from (in sequence of preference)

i) an analytical a priori representation of the cross
section (for example available for the H(n,n) cross
section)

ii) a polynomial fit through neighboring points of an a
priori cross section.

The weighted average value is then obtained at the grid
energy point. The error of this point consists of the minimum
systematic error of the contributing data values and a reduced
statistical error.
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Fig. 4. Energy Grid and Procedure to Obtain "Experimental"
Values at a Grid Energy.

Another approach is used by Schmittroth and Schenter [14],
who introduce triangle or "roof" functions centered around the
grid point. This procedure corresnonds to the above, using
linear extrapolation. Bhat [13] uses a polynomial fit of the
difference between the experimental values and an a priori cross
section. The latter procedure requires that grid values are
only picked where data are in tho vicinity of the grid energy.
Tagesen et al. [27] form the average of data points adjacent to
the grid point (correcting for the energy dependence of the
cross section) and assign as an error the average error which
appears to be an overestimate.

III. THE EVALUATION OF THE EXPERIMENTAL DATA

III.l. The Least-Squares-Estimator

The method of least-squares-evaluation of overdetermined
data was devised by Gauss [18] (in prep school) and independently
by Legendre [19] about 180 years ago. Though Legendre's publica-
tion on the subject actually preceded that by Gauss, the latter
appears to be most frequently credited with this method in the
literature, presumably because it has been generally accepted
that he used the technique for some 10-15 years prior to its pub-
lication in all his calculations, and because he provided a
foundation for the theory of least-squares-estination (actually
three successive explanations, the second basing on maximum
likelihood estimation, previously derived by Bernoulli, and the
third, the most general, based on the requirement of an unbiased
estimator of minimum variance).
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The unknown quantities in our consideration are the cross
sections o^CEj), where I refers to a specific reaction and Ej to
the energy grid values. The energy grid must be identical for
all cross sections; however, not all cross sections need to be
included at all grid points. Additional unkonwn quantities are
the normalization factors, a^, of the cross section shape and
ratio shape measurements. We denote the unknowns in consecutive
order with o^, o"2 ... Oj, aj, a2 ••• ajj,, where o^, 02 ... Oj
are the cross sections at consecutive energy grid points for one
of the cross sections, o^+i, 0^+2 •••• °k those for another, etc.

The values obtained from the experimental data at the grid
points with the procedure described above provide the n measured
values

a2 ... o ,; ai, a2 ... a^) (7)

which overdetermine the system of j + % unknown quantities with
n - j - SL degrees of freedom. The least-squares-procedure to
remove the overdetermination is to make adjustments, v^, on the
measured values, mj, in order to obtain a consistent set of
values

"V'm.+v. . (8)

Making such adjustments, v^, is justified because the measured
values have errors, £j, and we may set v^ - e^. We minimize the
adjustments such that

F - £ v±
2 = Min . (9)

In order to obtain a linear relationship between the measured
values, errors, and variables, o^, a^, we make a Taylor-series
expansion of f around prior estimated values of o, a, which we
denote 3, a

a,a ^'o.a

+ (ai - ai) |f I + ... (10)

and neglect the higher order terms. In addition, we substitute

- 263 -



and make a transformation of the measured values

M_ = _i "' j'—u (12)
l Am.

l

where Amj is the squareroot of the variance of the measured
value, m^, i.e. the standard deviation. The set of linear
equations which we obtain is

M = -7— 6 + e for cross section measurements (13a)
Am i

Vk<5. ; 6 + e for r a t io measurements (13b)
l Am k

7 < 5 . ; 6
Am l Am k

i \
M = -r— <S. + -7— 6. + ... + e for total cross section

Am l Am k ,,, .
measurements (13c)

SJ>9 i 3 £ a i
M = —; fi. + —T p + s f o r c r o s s s e c t i o n shape / , ->.»

Am l Am & r ( 1 3 d )
m e a s u r e m e n t s

6 + * > k p + e
r Am (Am i Am r Am (

for a ratio shape measurement, and (13e)

•l AEi 3i
C. » _. A E — • -£— for an average cross section

k k measurement.

Equations (13a-f) give the expressions obtained for the dif-
ferent types of measurements considered here. Expressions for
other quantities can be obtained as easily.

These equations can be written as a matrix equation

M - A 6 + c (14)

where M is the measurement vector, A is the coefficient matrix,
6 is the vector of the unknowns (actually containing p as well),
and e is the error vector. We obtain the least-squares estimator
for 6 by minimization of the scalar
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F - cT CM 1 e = (M - A S ) 1 ^ 1 (M - A6) (15)

where CJJ is the variance - covariance matrix of M, and T denotes
the transpose. Wa assume that the variance - covariance matrix,
Cm, of the measurements, m-̂ , is known and obtain the variance -
covariance matrix, C^, from

% = Q Cm Q
T (16)

where for a linear transformation, as above,

(17)

3Mi
3mi

3Mi

9m?

3M2
3m̂

3M2
3ni2

Choosing the transformation Eq. (12) results in the correlation
matrix of the originally measured values

VAR-COVAR (M) = C = COR (m) (18)

According to the Gauss-Markov-theorem, extended to correlated
measurements by Aitken, the least-squares-estimator is an
unbiased estimator with minimum variance. Minimization of F is
achieved with

|f-=0 (19)

which yields the normal equations for 6,

6 - ( A ^ A ) - 1 ATC-JM (20)

and following from error propagation

C6 « (A^A)"
1 (21)

as the variance - covariance matrix of the least-squares-
estimator 6. The results for the a's are derived from the 6's
and the variance - covariance matrix, as above, from C$

a - (1 + 6) • d , a - (1 + p) • a , Co - Q C6 Q
T , (22)

Q, of course, derived from the different transformation.
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Using, as an approximation, the assunption of uncorrelated
data . "elds

C M - I ,

the identity matrix, and therefore

a - (ATAri AT:: ,

with

C6 = (A
7 A)-1 . (2-i)

We note that ATC-iA and ATC~x:i in Eq. 20 have the sane structure
and we can include !! as an additional colunm vector in A- Instead
of irvert ing C we <JGU1-J cnen resolve ti:̂- li;:;c<«r ̂ q-^zl^a i.jtr^~
A » CB, where B - A^C^^Af+j, which is computationally faster and
mare accurate. Likewise, the solution, o, can be obtained iron
the resolution of the linear equation system (A^*Br)6 = A^BJ+J , if
we are not interested in the variance - covariance of the solu-
tion, 6.

The formalism summarized above is represented in textbooks
too many to reference here, some of the nore handy for applica-
tions are given in Ref. 20. In sone of these FORTRAN prograns
ready to use for obtaining the solution, 6 - ( A T C ^ A ) " ' (ATC~*:i),
are given, but usually only usable for snail n. Software pack-
ages for matrix inversions and the resolution of linear equation
systems are readily available. At Argonne, a software package,
LINPAC, Is available which was developed at Argonne in coopera-
tion with other laboratories and universities and is extremely
efficient 121].

The coefficient matrix, A, is of: size N(«n) x R(«j+Z). Its
structure is shown In Fig. 5. The elements, a^, are the coef-
ficients from the Taylor series expansions (Eqs. 13a-f). Usually
no more than three elements in a row are nonzero. However, for
total cross section values, each partial cross section has a
nonzero entry. For average cross section data as many entries
as there are unknowns for this cross section are nonzero. Col-
umns are similarly nearly empty. But or shape data there are
as many entries as experimental values in the set. The coef-
ficient matrix consists of submatrlces given by the experimental
data sets as indicated in Fig. S.

The correlation matrix, CM, is of size N x N and its struc-
ture is shown in Fig. 6. It consists of submatrices around the
diagonal which correspond to the correlation matrices of par-
ticular data sets, and nonzero off-diagonal blocks which contain
the correlation coefficients between different experiments.
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Fig. 5. The Entries into the Fig. 6. Schematic of the Cor-
Coefficient Matrix, A. relation Matrix, C.

A consistency least-squares-fit of measured values for two
activation cross sections of 1 1 5In, a ratio between then, and an
absorption cross section at thermal energy [22] nay serve as a
very simple example for the application of the above formalism
to nuclear data. Four experimental values were available for
only two unknowns and a least-squares-fit provided a consistent
set of values. The same procedure was used to obtain consistent
data for several energy-dependent cross sections by employing
Eq. 23 [9], The formalism has been applied more recently for the
evaluation of single cross sections as a function of energy using
Eq. 20 [42, 14].

The size of the presently considered system is not quite
that simple. We are concerned about the simultaneous evalua-
tion of ~10 cross sections, an energy grid of ~100 points ap-
pears desirable, and about 10 measurements are available per
cross section (less for some, more for others; also ratio and
total cross section measurements would have to be counted).
Thus, we estimate that N ~ 10**. We find that the correlation
matrix, C, alone exceeds computer core memory by several orders
of magnitude. Since we recognized that many elements of the
coefficient matrix, A, and the correlation matrix, C, are zero,
sparce matrix storage and handling might be used (a sparce
matrix software package, for example is available at the Harwell
Software Library). Inversion of the correlation matrix as
well as the subsequent matrix multiplication would take days
and appears cost-prohibitive.
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III.2. Approximations Used to Avoid Che Monstrous Systen of

Normal Equations and Their Shortcomings

The easiest way out of the seeraingly huge system of normal
equations (Eq. 20) would be to find approximations which are
well justified. Before considering such approxinations, let
us first consider a procedure which is connonly used (probably
without realization that it is an approximation to the correct
least-squares procedure) and yields a biased estinator which is
not of nininun variance.

It is connon practice to normalize cross sections, aost
often obtained relative to another cross section, at theraal
energies. Evaluators use such data by updating to the aost
recent reference cross sections and thernal cross section value.
Then they obtain an (hopefully weighted) average values at all
energies higher than thermal. Subsequently the possible agree-
ments or discrepancies are pointed out and commended or lamented.
The procedure appears to be logical as the thermal value is the
preferable absolute value available for these measurements.
However, this procedure represents a separation of the general
least-squares problem into two steps, each of which may have been
handled by the least-squares method. The separation introduces
an approximation and results in a biased estimator which does not
have minimum variance. The difference between the "logical" use
of the avai3.able information and the least-squares procedure is
shown in Fig. 7. The answer is, of course, different. The dif-
ference (the bias) can be easily estimated. It will be ̂ 0-3%
if the shape values differed by ~10%, thus it is small coapared
with the data difference. However, the difference for the
variance may be much larger, depending on its derivation for the
"logical" procedure.

E E
'LOGICAL' LEAST-SQUARES

EVALUATION

Fig. 7. Comparison of a "Logical" and the Least-Squares Evalua-
tion.
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Next, we consider approximations intentionally nade to avoid
the size of the system given with Eq. 20. The najor problen
appears to be the correlations which require Eq. 20 to be used
instead of Eq. 23. Correlations between experimental data sets
can be easily removed. Three different cross sections measured
by the sane experinentalists using the sane neutron flux detec-
tion technique or the sane calibrated neutron detector provide
Information for one of these cross sections, say o^iE), and
the ratio between the other two, R23(E) « O2(E)/O3<E). "easure-
raents of a cross section with the sane sample as used in another
measurement of the sane cross section can be used as a shape data
set. The correlations are renoved in each of these examples
without loosing much information. Most other sources for cor-
relations between different data sets were already removed by
using the originally measured quantities, e.g. ratios, for the
evaluation.

The najor source of correlations between values of one data
set seems to be due to the normalization (mass, efficiency, etc.).
To give an exanple: The recent absolute measurements of the
ratio between the cross sections 235U(n,f) and H(n,n) by Kari [23J
have a total uncertainty of -32. jf which ~2.5% are due to the
normalization and ~1% due to statistics. Other measurements,
mostly for the shape of a cross section or ratio, have small
systematic and thus negligible correlated errors. For example,
the measurements of the shape of on f(

2^"*U)/on n(H) by Carlson
and Patrick [24] have an uncertainty of ~2-3% but only a 0.5%
systematic uncertainty.

This suggests to separate the evaluation of the shape from
the evaluation of the normalization. The data would be treated
as totally uncorrelated for the shape evaluation and as totally
correlated for the evaluation of the normalization. We immedi-
ately recognize that we obtain a biased estimator as a con-
sequence of separating the evaluation into two steps as shown
above. However, because the bias appears to be very small, this
will be acceptable. This procedure was used in various evalua-
tions [9, 12, 25].

The evaluation of the shape can be carried out in several
ways:

i) The energy dependent absolute data and the shape data
are normalized to an 'a priori' cross section and then
a least-squares estimator is obtained [9J. The dis-
continuity of the available data information may result
in a dependence on the a priori cross section which
might not be removed in iterative steps.

ii) The unknown normalization contained in the equations
[13] can be removed by Gaussian elimination. Tills
corresponds to forming the ratio of the measured shape
data (or absolute data) to a value at any energy, Rj^ *
a<o(Ei)/a*a(E|t). The evaluation of the ratios, Rj^,
by least-squares methods then defines the shape of
the cross section (25].
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iii) Another ne.hod recently devised to avoid tine snail bias
introduced by separating the shape evaluation from the
nornaliz.jtion evaluation consists of shifting che s!ia;>t
"up or uown" parallel to the o - axis. This 'zorresyur.d'i
to adding or subtracting a constant to the neasured
valuer, which appears to be in contradiction to the way
the experimental data are derived (see Eqs. 1-3, the
normalization is a factor, thus "shifting" would be
only permissible on a logarithnicnl scale). The prob-
leras this procedure creates can be easily demonstrated
if the shape neasurenents change over a large range.
For example, suppose two measurements of 2i"T(n.f) vert-
quoted at thermal energy with 587b and 535b and at
30 keV with 2b and 1.9b, respectively, ar.d they were
shifted to a new normalization value of 583b at thernal.
The result at 30 keV would be -1.05b.

ill.3. The Solution of the Least-Squares Problem

We realize that f̂ auss and his contemporaries nust have faced
a similar problem (as we do today) with the large nunber of the
normal equations. Of course, their data base was snail compared
to ours, maybe 100-200 values where we have Hiu. However, they
did not have a computer. And indeed, Gauss points out in his
supplement on the theory of least-squares 126] that, if a new
data value becomes available, the calculation does not have to be
repeated but the new value car. be easily combined with the prior
result. Gauss proceeds to provide proof for this and draws the
obvious conclusion that reduced calculational effort will result
by subdividing a large data base and to obtain subset-estinators
which are to be combined in a subsequent step.

Using this suggestion, we first rearrange the s'';uence of
the experimental data sets in such a way, that thosr /hich are
correlated appear in one block. This results in a "relation
matrix shown in Fig. 3. A convenient feature of a i, >er-natrix
of this type is that its inverse has the same struct re and con-
sists of the inverses of the subnatrices. The subd. ision of
the matrix is given by the correlated and uncorrela. d data sets.
The simple rules of matrix multiplications iraraediat iy lead to
the conclusion that C-1A has again a subdivision br data blocks,
as shown also in Fig. 8. Multiplication with the transpose of
the coefficient matrix, AT, however, does not retain this separa-
tion. But we realize that the resulting matrix B * ATC~lA has
elements, 0 ^ , which are additive contributions from the dif-
ferent data blocks. The triple products which contribute to the
element, B^k, can be arranged in a similar geometric structure
as the structure of the matrix, C. The result of the- above is
that we do not need to store the huge correlation matrix, C, we
do not need to invert it, which reduces the problem of computer
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c = C"1=
c,1

c,1

C"1A
r'1

ATC"1A A2

Fig. 8. The Reordered Correlation Matrix, C, and the Separation
of Experimental Data Blocks in A*C A.

time and storage space by several c-dfsrs of magnitude. The con-
tributions of the matrix product A^C-1A to the elements 8 ^
can be obtained by handling one correlated or uncorrelated data
block at the tine. Sparce matrix storage and handling can be
employed for the A matrix which further reduces the size of the
required DO - loops.

The addition of a new data set, once a solution has been
obtained, becomes as straightforward as shown by Gauss [26] and
has been extended to correlated data as well 128]. The solution
after evaluating i experimental data blocks and obtaining a new,
(i + l)th block which is uncorrelated with the previous data is
obtained from

—l
C (25)
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C71 = C~l + A* CTJ, A, . (26)
6 0 i+l 1+1 t-rl

It has been shown by Schnittroth (4^j that the inversion of the
matrix in Eq. (26) which is required for use in Eq, (25) can be
avoided.

It appears that the siraplest procedure to add new inforna-
tion would be to do this directly by addition to the natrix
elements, Bifc. A new neasurenent which Is correlat«d with a
data set previously included in the evaluation would require to
first subtract the contribution fron this set, conbine it with
the new data and then to add the new correlated block. Use of
iterative steps in the evaluation appears also nore straight-
fi rward by working directly with the

III.4. The Variance - Covariance of the Result

Using the evaluation method outlined above provides the
variance - covariance matrix of the result, (A^C~ A) for cor-
related data, and (A TA) - 1 for uncorrelated data. We note that
off-diagonal nonzero correlation coefficients occur even If the
original data were (or were assumed to be) uncorrelated. The
source for these correlations of the result are the ratio and
total cross section measurements. It seeras to be an obvious
advantage to obtain the variance - covariance matrix as integral
parr, of the evaluation process. In contrast, subsequent deriva-
tion of the uncertainty information appears to lead to many
problems. For example, if the evaluation was biased, the sub-
sequent derivation of the uncertainty will be unsymmetric.

The large amount of data contained in the correlation matrix
usually causes it to be given in a reduced form. Care oust be
taken not to improperly extrapolate such information. The evalu-
ated results still have a random error contribution. Thus
extrapolation should not be to the diagonal 1.0 but to a lower
value (see Fig. 9). However, if the evaluation result of the
experimental data was subsequently fitted with a nuclear model,
correlation increases for adjacent energies and a shape of the
correlation matrix indicated by the dashed line in Fig. 9 can be
expected.

The variance - covariance matrix in the above formalism is
derived from error propagation, based on the assumption of random
errors. Thus the variance of the estimator or a net of values,
0£, with weights, wj, is given by

i - a )
2

(n-1) „ <27>
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EXP. DATA EVAL

Fig. 9. Graphical Representation of the Correlation Matrix of
the Result.

This probably will underestimate the true uncertainty of the
result as the errors arc not truely random. The problem has
been often discussed but no unique answer exists. Grigoryan
et al. [29] adjust the variance based upon differences between
the external and internal errors by various combinations thereof,
based upon prior work by Birge [30]. Tagesen at al. [27] select
the larger of the external or internal error. Peelle [31] used

a x2 test and suggests to increase the uncertainties by Vx •

III.5. The Use of the Solution and its Variance - Covariance in

Iterative Steps and Additional Analysis.

There are several reasons for using iterative steps, e.g.
repeating the evaluation after a result was obtained. A rather
trivial reason is that the Taylor-series expansions, Eqs. (13a-f),
result in some cases in non-zero higher order terms. Of greater
concern must be the influence of discrepant data on the result,
specifically if such data are quoted with small (internal) errors.
Usachev [32] points out that the evaluator obtains an improved
knowledge of the quantity and thus has a means to find possible
unknown errors of Individual measurements. The problem is widely
discussed in the literature [33] but procedures differ and have
some subjective character. These methods range from rejection
(Chauvenet's criterion) to error adjustment. It appears in the
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area of nuclear dat« more often than once that a new measurement
resulted in values which were in disagreement with prior reported
data sets of good consistency but were later proven to be correct
or at least in the "right direction". Thus, the rejection of
data, employed for example by Tagesen et al. [27} is not to b^
recommended. Introduction of weights based on the evaluators
judgment [10] appears to introduce subjective elements. The best
procedure seems to be to add an unknown error to the discrepant
measurement based upon a criterion for the probability that the
measurement result represents the true values. A lesser than
2.3% (2 standard deviations) probability seens to be sufficiently
cautious.

A more detailed analysis may be carried out and error
rpassignnent- rnfir.-.jd* A ^' 'test of the shape of a data set would
reveal whether statistical errors were appropriately accounted
for, or accidental errors occurred. It can be tested whether the
unknown error was due to the normalization or energy dependent
systematic effects. The reassigned error can then be accounted
for as totally or partially correlated.

iV. THE USE OF AUXILIARY INFORMATION

The result obtained from the evaluation of the experimental
data can be further improved by utilizing nuclear models. The
first obvious benefit comes from a fit of the evaluated data
with a nuclear model. The evaluated experimental data will show
local fluctuations which are caused by statistical (uncorrelated)
errors, data inconsistencies and an insufficient number of input
data at some energy grid points. A nuclear model fit will remove
these fluctuations and provide a result which is highly correlated
for adjacent energies. This is shown for the capture cross
section of 2 3 8U in Fig. 10.

The nuclear model may also be used to obtain cross section
information which is independent on the evaluated experimental
cross sections, if other experimental data are available to
determine the model parameters. In case of the capture cross
section of Z 3 8 U , the major parameters are

V The real optical potential strength,

VJJ The energy-dependence of V,

RR The radius of the real potential,

AR The diffusness of the real potential,

W The imaginary optical potential strength,

Wg The energy-dependence of W,
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Fig. 10. Theoretical Model Calculations for 238U(n,Y)-

Rj The radius of the imaginary potential,

Aj The diffusness of the imaginary potential,

VgQ The spin-orbit potential strength,

a The level density parameter related to nuclear
temperature,

a The spin-cut-off parameter of the level density,

Eg The energy of the giant dipole resonance,

YQ The width of the giant dipole resonance,

Ei.Ji.fi Parameters of low lying levels of the target nucleus,

Ty/D The gamma width over the average level spacing near
the binding energy.
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More refined models require the introduction of wore parameters.
The optical model parameters, V through VgQ, can be determined
with total and scattering cross section measurements. Values
for the level density parameters are known from a variety of
sources. Ty/O may be calculated from the level density formula
and the giant dipole resonance, however, the resulting values
are in substantial discrepancies with measured values. Thus,
one prefers to use Ty/D as determined experimentally close tc-
the neutron binding energy.

In order to combine the cross section obtained from the
nuclear model calculation with the directly evaluated data,
its uncertainty has to be known. It consists of several
components:

i) The data uncertainties used to derive the model
parsri'^err. crmsc ;inr.ertaip.tio= of thes? «arrt"jiet£~£;

ii) The model approximations cause uncertainties of the
predictions.

The former can be quantitatively determined, however, the latter
are much more difficult to assess. The next step is the deter-
mination of the sensitivity of the calculated cross section to
the model parameters and to obtain its uncertainty.

The cross sections obtained from the fit of the evaluated
experimental data can now be combined with the cross section
obtained from the nuclear model calculation which is based upon
other auxiliary data information by obtaining a weighted average.
This is shown in Fig. 10 using again 238U(n,Y) as an. example.
Another approach would be to include the model prediciton with
its uncertainty in the original least-squares fit as an input
set.

V. COMPARISON OF VARIOUS EVALUATIONS

The least-squares fitting program used in 1970 [9] which
based on Eq. 23 was modified in order to include correctly cor-
relations according to Eq. 20. This program is called GMA
(for Gauss-Markov-Aitken) and follows the outline given in Sec-
tions III.l and III.3. Results obtained with this program may
be compared with other evaluations for which approximations
were used. A first run was made using as input only data for
235U(n,f) and ratios to H(n,n) above 100 keV. This permits to
compare the GMA result with the evaluations by Konshin et al.
[34], Poenitz [12], and Bhat [35]. The data base used by
Konshin et al. was somewhat different from the one used by
Poenitz and by Bhat. Konshin et al [34] included correlations
in ti.e determination of weights for the experimental data.
Their procedure differs from the commonly used method which
was summarized in Section III.l, however, should be expected
to lead to similar results. Poenitz [12] used approximations
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to handle correlations as outlined in Section III.2. Bhat
[35] employed a technique of data fitting which was developed
by Forsythe [36], neglecting correlations. Fission spectrum
average.cross sections were used by Poenitz but not by
Konshin et al. nor Bhat. The results from these evaluations
are compared in Fig. 11 with the result from GMA. Interative
sieps (see Section III.5) and nuclear model smoothening were
not yet applied in GMA.

z "
EC

CO

z 2
o

IT T \ T ITT ITT

235,

I I T T T ! I M

GMA US DATA 0M.T
HXNJTZ/ANL/WN
SATH
KOOHUt

I I I I I 1 I II I I I I I I I II
0.1 1.0 iao 2a o

NEUTRON ENERGY.MEV

Fig. 11. Comparison of Several 235U(n, f) Evaluations.

The agreement between the evaluations by Poenitz [12] and
by Bhat [35] is very good in the energy range from 100 keV
to 6 MeV and confirmed by the present GMA result. The evalua-
tion by Konshin et al. [34] differs by 2-3% in the energy
ranges 0.8-1.5 HeV and 3.5-6 MeV. The difference appears to
be due to several factors: i) one particular data set has
an excessively high weight between 1 and 6 MeV, ii) the cross
section uncertainties due to energy uncertainties were not
taken into account, and iii) the data base was lacking some
of the newer sets included by Poenitz [12] and by Bhat [35].
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Konshin et al. [34] obtained between 8 and 12 MeV ~2.5%
higher values as a consequence of their higher values between
3.5 and 6 MeV, this means that they agree in shape with the
evaluation by Poenitz [12], a result also confirmed by GMA.
The evaluation by Bhat [35] differs above 8 MeV by ~2.5Z and
more than 4% at 16 MeV. This appears to be the consequence
of not taking into account the correlated errors.

A more direct comparison can be made by consideration of
the ratio between values in the 8.0-8.5 MeV range vs. the
5.0-5.5 MeV range:

Experimental values

Kari [37] 1.687 ± .028

Czirr and Sidhu [39] 1.688 ± .019

Poenitz [40] 1.745 ± .061

Smith et al. [41] 1.625 ± .036

Average 1.681 ± .015

Ratios from Evaluations

Konshin et al. [34] 1.703 ± .029

Poenitz [12] 1.710

Bhat [35] 1.736

GMA (present) 1.680 ± .016

Correlated errors were taken into account in the calculation of
the experimental ratio values.

The least-squares consistency fit of data for 2 3 5U(n, f),
1 9 7Au(n,Y), 238U(n,Y) and 6Li(n,a) resulted 10 years ago in
substantially lower z35U(n,f) cross section values than the
direct measurements would have indicated (Poenitz [9]). This
difference appears to be much less for the present data base,
e.g. the consistency of the experimental data has greatly im-
proved. Figure 12 shows the difference between the GMA result
for 2 3 5U(n,f), using 235U(n,f) data alone and using data on
2 3 5U(n,f), 2 3 SU(n,Y), 197Au(n,Y>, H(n,n), 6Li(n,a), 6Li(n,n),
10B(n,a), 10B(n,ay), and 10B(n,n), and ratios as well as total
cross sections for these reactions. This result may somewhat
change as all data were not yet included in the fit.
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Fig. 12. The Difference for 2 3 5U(n,f) between an Evaluation of
2 3 5U(n,f) Data and a Simultaneous Evaluation of Several
Cross Sections.

The thermal cross section of z3.5U(n, f) evaluated by
Leonard [37] (583.54 ± 2.92 b) was used as input for the fit.
The fitting result is 588.6 ± 2,5 b, in better agreement with
a value which would be obtained from a consistency fit of the
2200m sec data (Lemmel [39]). The thermal cross section for
6Li(n,a) obtained from the GMA fit is 942.4 ± 2.4 b in contrast
with 935.9 B presently used on ENDF/B-V. Antoher "oddity"
appears to be that the GMA evaluated value for 235U(n,f) at
~14 MeV is lower than any of the measured values (by ~1.5%).

An interesting consideration is the H(n,n) cross section.
It is sometimes pointed out that cross sections measured
relative to the H(n,n) cross section should be preferred (or
heavier weighted) in an evaluation because the H(n,n) cross
section is so well known. This appears to be a pseudological
or incomplete logical argument because the uncertainty of a
cross section measurements does not depend on the uncertainty of
the reference cross section alone, but on its implementation as
well (besides other factors). The H(n,n) cross section is well
known because it is identical to the total cross section (above
thermal energies), but in cross section ratio measurements it
is used as a reaction cross section and the problems associated
with the determination of the reaction rate seem to have caused
discrepancies up to ~30%. The present fit indicates somewhat
lower cross sections for o n n(H) at higher energies (>3 MeV).
This may be a consequence of 2 3 5U(n, f) absolute data which are
lower than those measured relative to H(n,n).
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VI. CONCLUSIONS AND RECOMMENDATIONS

VI.1. Evaluation Procedures

It wa~ shown that the simultaneous evaluation of the nost
important cross sections (standards and U(n,r), probably
2"Pu(n,f) to be added) is feasible. It is therefore recoooended
that these cross sections should be obtained froo such evaluation
for ENDF/B-VI. The nerit of "randomizing" the systematic errors
by involving several cross sections in a simultaneous evaluation
can be seen in Fig. 13. The average differences of two evalua-
tions in the 25 keV - 1 MeV energy range relative to the present
GMA result (average standard deviations are shown by dashed lines)
are shown. In three out of four cases the prediciton fron the
objective evaluation technique using a least-squares consistency
fit proved better than other evaluations at that tine [43 J and
even fall within the (somewhat optimistic) standard deviations
of the GMA result. The fourth case is a standoff.

10
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Fig. 13. Comparison of ENDF/B-III and a Least-Squares Evaluation
with Present CtIA Results. The Average Differences are
Shown in Chronological Order.

Subjective evaluation might be very tempting, specifically
if the data base is very poor. An exanple Is shown in Fig. 14^
Available data for the 23Na(n,2n) cross section are discrepant
and some evaluators choose one data set above all the others.
The evaluation shown im the graph was based upon all available
data (Adanski et al. [44]). Which evaluated result will prove
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correct remains to be seen, but for now it nay be noted that
the evaluation which used all the available data appears to
agree better with a prediction by Pearlsteln's method for cal-
culating these cross suctions.

VI.2. Data Reporting and Data Files

Past data reporting has been insufficient, specifically
when larger amounts of data were involved. The information
needed from the experimenter is, besides the values E, AE,
Res, Ao, 4ast (see Section III.3), the error conponents for
each data point. This could be stored in a standard format on
a data file, for example

Aop (normalization uncertainty, in percent)

(E, V, AE/E, Res/E, AVtot/V, AVst/V, Aj, i - I .
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for example in 2E10.4, 15F4.K Here E is the energy, V the
measured quantity, AE/E the energy uncertainty, Res/E the
resolution, £Vtot/V the total error, AVst/V the statistical
error, and &£ the 11 nost inportant energy-dependent error
components; all but E anil V in percent. The aost inportant
point is that the experimenter gives this information for the
actually neasured quantity and all the subsets obtained in
the experiment. It seercs not required that the experimenter
derives the variance - covariance natrix for his data, it
certainly would be undesirable if that is given instead of
the information requested above. The variance - covariance
matrix reduces the detailed information and besides requires
more storage space.

VI.3. Improvement of Knowledge

Our knowledge of the cross sections inportant for practical
applications is determined by the experimental data base. In
order to improve our knowledge we have two options:

i) to reanalyze the data base at hand

ii) to add to this data base improved infornation.

A decision which choice to nake will depend on the cost-
efficiency much more than anything else. A recent study of past
measurements of v of 2-*̂ Cf cost about one nan year [43]. Ten
measured values are in that data base of which four were re-
analyzed. We have to deal with ~IO'*-IO-' data values in several
hundred data sets. This suggests an expenditure of —100 nan
years and we suggest that this will not b« cost-effective. Past
data give us a standard deviation of ~l/> for the evaluated . ross
section of 235L!(n, f) and ~2-3/, for 2 3 BU(n,v). Working these
data over which have at best 2-3/£ uncertainties and differ by
up to 1(U for 2i5L'(n, f), and have uncertainty s of ~3-54 and
differ up to 20/> for 23dL'(n, Y ) will not icprove our knowledge
significantly. It is suggested that Instead of reshuffling
the sane old data, a new generation of measurements should be
made. These new measurements nust be usable to test the sig-
nificance of our prior kowledge. For 2£bU(n, f )__and 23BU(n,f)
this means that only measurements with <J/i and ?2S, respec-
tively, will have any significance.
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Another important question which should be ask is whether
it will be cost-effective to attenpt to recover all the
detailed error information of past experiments. An answer can
he obtained by assuninj; the extreme cases for these unknown
errors (see Xig. 3). If the results are not significantly dif-
ferent, it will not be cost-effective to expend the resources
on the task of improving our knowledge of the detailed errors.
A test of this kind was nade with G.'iA and showed that for the
presently considered cross sections and their data base the
results are not significantly different.

The author appreciated helpful discussions with K. 1'eelle,
Ferev and A. Sniitit.

.'.ote: The intent of this paper was tu discuss evaluation proce-
dures, not to present evaluation results. G.'IA results quoted
or shown nay change vitit ir.proved input and should not be used
or quoteo as an evaluation result.
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Discussion

As I understood your talk, I think I agree with all of the
form;las that you have given. As I pointed out in my talk, all of
these formulae are valid, at least under some conditions, and have
been used for literally centuries. There is one point that I
would like clarified. I think you used a so-called a priori curve
for interpolating the data. Do you include uncertainties and
correlations on that curve? That is, you find it convenient (but
it is not necessary) to bring all of the experiments to a common
grid before you average them for the evaluations. This procedure
can lead to problems, and you could improve your technique by
putting an uncertainty on that curve with correlations, and these
could then be propagated in your calculations, even though you do
not really have to bring everything to the same point.

Poenitz

I do include such an uncertainty. For every step in the process,
I add an uncertainty for doing that step. 1 believe, however,
that it is totally unimportant because normally you have
experimental data on both sides and interpolation errors tend to
average out or cancel.

This is particularly true, as you point out, if you take into
account the energy uncertainties and especially the systematic
errors, which most people forget. There is a code, which is being
rewritten by Pete Fu and Dave Hettrich at Oak Ridge, that does
these things and is nearly finished. It includes the procedure
you have described including the breakdown of the sets and the
correlated sets in ENDF format. That is, the code produces the
data with the ENDF interpolation scheme that you specify i.e.,
linear-log, log-log, etc., and produces and uses the covariance
matrices for the data as well as the output directly in ENDF
format.

Poenitt

All of these features are, of course, in the code I described,
except the ENDF format is not used.
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Rowlands

I wonder if you could clarify the output covariance data. Do I
understand correctly that you produce covariance matrices for the
100 reference energy points? You also mentioned that you allowed
for uncertainties on the interpolation curve. Do you produce
information that relates also to the interpolation curve?

Poenitz

The output is, of course, the cross sections that are derived from
your estimator, and the output is also called the variance-
covariance matrix of the result. Because it evaluates several
cross sections at the same time, the analysis includes the
variance-covariance matrices for the first reaction, the second
reactin, etc. We then obtain the diagonal plots from the side
variance-covariance matrix, whieh gives us more information for
each specific cross section. We also get the off-diagonal plots
that are the correlation coefficients oetween one cross section
and another. This also answers a question Joe Schmidt had
yesterday as to how we get the correlation between different cross
sections. We evaluate several at the same time.

Rowlands

How is this output information represented in ENDF/B-V? If by
energy block data, is useful information about the uncertainties
in energy gradients being lost?

Poentiz

The output is collapsed into energy groups. Regarding energy
gradients, you can get this information from interpolation
providing you know how it was collapsed. Ir, collapsing, one
probably should not reduce the statistical part of the
uncertainties, which in principle would happen. Rather, one
should keep the statistical information in a form that can be
directly interpolated.

Rowlands

My second question is similar to one asked by Al Satih yesterday
concerning the number of points needed to represent cross sections
in ENDF/B. You use polynomial representations between your
reference energies, and this prompts ae to ask whether it would be
possible to use in ENDF/B fitt ing methods other than log-log or
linear-linear that would allow cross sections to be represented
with fewer energy points. For example, cubic spline f itt ing
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routines are generally available and fast to use. I do not think
it would be too great a task Co rewrite the integration routines
in the ENDF/B codes to use such an interpolation Method. Do you
have any consents?

Poenitz

In my analysis code, I have a choice of interpolation Methods. I
can use an analytical expression as, for example, I used for the
the H(n,n) cross section, or I can use a polynomial fit or a power
series for interpolations. As regards ENDF/V interpolation
schemes, the CSEWG Formats Subcommittee, which is a very
conservative group, oversees interpolation matters, and I would
not like to intrude into that area.

Howerton

I would like to respond briefly to John's question about more
flexible interpolation schemes in ENDF. All it takes is money and
time to extend Che processing codes and to revise and perform new
evaluations.

Pearlstein

I would also like to respond to John Rowlands' questions as to why
more general interpolation schemes such as cubic splines are not
used in ENDF formats. The next step in using ENDF often requires
integration of cross sections over energy. The presence of
extremely narrow resonances necessitates use of a very closely
spaced energy grid, and additional points must be added to prevent
numerical integration errors. More compact files are possible,
but practical use often requires them to be expanded again.

Fee lie

I would like to make what I think is a very uncontroversial
comment. Your development, and corresponding developments by
others, now makes possible the joint evaluation of the many
interlocking energy-dependent neutron cross sections. The problem
for the evaluators now remains the proper characterization of the
experimental data (uncertainties, correlations, resolutions,
etc.). Since most papers do not highlights all the required
information, this task will be a substantial one. This
demonstrated capability to handle the standards evaluation
problem, when much experimental data exist, is a signal event that
should lead to a qualitative leap in f.he validity of our
evalutions of these cross sections. I believe it Mist also affect
how the work for evaluators will be organized.
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Poenitz

I had intended some remarks on this topic, but because of the time
Imitation, I could not make them during the paper. The whole
problem is, of course, a file problem. In the past we have not
filed our experimental data in a proper way. The data are in all
kinds of formats and all kinds of quantities are given, but
frequently they are not the originally measured quantities. And
the errors are mostly not quoted in the file. If we had a file on
which all this information from the experiments were stored, Che
evaluation could be done in less than a minute. That is, it costs
about $10 to invert our matrix that occupies the whole core of a
modern computer.
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EVALUATION METHODS FOR MEUTROfJ CROSS SECTION STANDARDS*

M.R. Bhat

Brookhaven National Laboratory
Upton, New York 11973

ABSTRACT

Methods used to evaluate the neutron cross section
standards are reviewed and their relative merits assesses
These include phase shift analysis, R-matrix fit and a
number of other methods by Poenitz, Bhat. Kon'shir; and
the Bayesian or generalized least-squares procedures.
The problems involved in adopting these methods for
future cross section standards evaluations are consid-
ered and the prospects for their use discussed.

INTRODUCTION

Methods used co evaluate the neutron cross section standards
are discussed in tnis review and their relative merits assessed.
The commonly accepted neutron reactions and the useful energy
ranges as standards as given in ENDF/B-V are: "h(n,n)-H (scatter-
ing cross section 1 keV-20 MeV; MAT = 1301), rLi(n,t)l*He (thermal
to 100 keV; MAT = 1303). 10B(n,3s}

7Li, 10B(n,^})
7Li* (thermal to

100 keV; MAT = 1305), C(n,n) (carbon elastic scattering angular
distribution up to 1.8 MeV; MAT = 1306), 3He(n,p)t (thermal to
50 keV; MAT = 1146), 1"-?Au(n,!) (200 keV - 3.5 MeV; MAT = 1379)
and 235U(n,f) (at thermal energy and from 100 keV-20 MeV;
MAT = 1395; [ll. The different evaluation procedures used with
these may be divided into three broad categories. They are: (A)
pftase shift analysis for -H(n,n)-H; (B) R-matrix fit for
•'Li(n,t)'»He, i:B(n,a0)

7Li, 10B(n,-tl )
7Li* and C(n,n): and (C) a

miscellany of methods used with ?He(n,p)t, 1S7Au(n,v) and
2 3 5U(n,f). A discussion of these methods may be further subdivid-
ed into:

*This work was performed under the auspices of the U.S. Departnent
of Energy.
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(i) The physical model used,
(ii) types of data,

(iiij statistical model and evaluation procedure and,
(iv) comments and problems.

Use of a physical model to fit a set of data is preferred as
opposed to an arbitrary functional or polynomial fit. Apart fror
providing a physical insight into the nuclear reaction under con-
sideration, a physical model makes credible interpolation or extra-
polation of the evaluation to energy regions where there are no
data. The physical model, because of its jnitarity and other con-
straints, could also help in identifying d.screpant data sets. It
can point out inconsistencies in the results of an evaluation such
as for example the negative value of ti, the Sj -'Dj, vixir.".
parameter in -H(n,n)'H scattering. This inconsistency is ascribed
to lack of completeness of input data and furtiie- studies using
sensitivity analysis point out new types of measurments whichcou"d
clear up these problems. If the evaluation process is thought of
as a type of data reduction, in which a large amount of data are
expressed more succinctly in terns of a fewer number of parameters,
a physical model is helpful in identifying the parameters to be
determined from the data as opposed to energy, mass and other var-
iations governed oy the physics of the reaction. Further studies
of the systematics of these par* "*ers could lead to greater under-
standing of the reaction under study. An example cf tfns is t^e
determination of the resolved resonance pjrdneters and the
strengtn function and other systematics derived fron it. However,
it should be noted that the physical model chosen must be flexible
with enough adjustable parameters so that a good fit to the mea-
sured data may be obtained consistent with their assigned errors.

Since this review is mainly concerned with evaluation methods,
different data sets for the standards and any of the problems as-
sociated with them will not be discussed. Instead, broad catego-
ries of data will be mentioned with an indication as to the
physical parameters they help to determine.

The statistical model(which has nothing to do with nuclear
reaction theories with the same name)and the evaluation procedure
are the particular concern of this Workshop and will be discussed
in detail with parcicluar emphasis on t'>e methods used for the
ENDF/B-V standards [l!. Possible shortcomings in these nethodsand
any suggestions for improvements wiV> also be mentioned. As stated
earlier, if the evaluation is though of as a data reduction pro-
cess, it should be carried out with a minimum loss of information
contained in the original data. This information pertains to the
data as well as their statistical and systematic errors and any
correlations amongst them. Hence, the need for the use of a full
variance-covariance matrix of the input data as has been empha-
sized by Perey [2], Peelle [3,4] and others.

A discussion of the evaluation methods is followed by mention
of the problems of neutron cross section standards evaluation arc.;
the future outlook for this activity. The problem of implement-
ing some of the recent improvements in the evaluation techniques
are also mentioned ending with a brief sunnary of this revv;«.
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Sorce aspects of the standards evaluat ion not discussed here
deal wi th (1) evaluat ion of thermal data and (2) numerical proce-
dures. Because of t he i r high p rec is ion , therrral data are used to
normalize cross sections in ihe higher energy region and form an
in tegra l part o f the analys is . These methods w i l l be discussed by
Mughabghao [5] in th is Workshop. Numerical procedures enable one
to implement the various evaluat ion methods and deal wi th d i f f e ren t
problens such us having to work wi th a computer wi th a f i n i t e word
s ize , i l l condit ioned matrices and using numerical ly stable algo-
r i t h n s . A number o f recent advances :nade in th i s f i e l d are given
in Ref. 6-9 and w i l l not be discussed here.

EVALUATION METHODS

A. phase Sh i f t Analysis

In the energy region fron ! keV-2O MeV the neutron scat te r ing
cress section of hydroqen is smooth, lar^e and without any s t ruc ture-
essent ial qua l i t i es needed in a cross sect ion standard. The eva l -
uation in ENDF/B-V is by L. Stewart et a l . [10,11] and is based on
the work of Hopkins and Bre i t 1X21 derived from the Yale phase
s h i f t analyses. The variance-covariance f i l e s for th i s evaluat ion
were generated by Foster and Young f i3 ] and give uncerta inty i n -
formation for t o t a l , scat ter ing and capture cross sect ions. In
implementing neutron scat ter ing f ron hydrogen as a standard, i t is
essential to know the e las t i c d i f f e r e n t i a l sca t te r ing for use i n
reco i l telescope detectors [ 1 4 ] .

(1) Physical Model

The physic?! model used fo r the evaluat ion is to make a phe-
nomenoiogical phase s h i f t analysis of the d i f f e r e n t types of data
needed to determine the (n,p) scat ter ing mat r ix . Detai ls of such
analysis have been given by Wilson [15 ] , Arndt and MacGregor 116]
and Bre i t and Haracz [17] and a number of other papers. In t h i s
ana lys is , conservation o f the to ta l angular momentum J , p a r i t y ,
the isospin T ani t ine- reversa l variance are assumed. W»th the
assumption o f charge independence, both the p-p scat te r ing data
corresponding to T=l and the n-p sca t te r ing da t : w i th T=0, 1 are
used in the ana lys is . Further, because of the tensor force be-
tween nucleons, there is a mixing o f L states which d i f f e r by two
uni ts o f angular momentum. The nucleon-nucleon scattering phases
are denoted by 5 { 2 S + 1 L . ) where S i s the to ta l sp i n , J the total
angular momentum and L stands for S,P,D,F,G,H corresponding to
L-0,1,2,3,4,5 in the usual spectroscopic no ta t ion . The nixing
parameters which mix states wi th L=J+1 for the same total J are
denoted by e j . The re la t ionsh ip between the phase shifts and the
measured quant i t ies such as the angular distribution and the d i f -
ferent polarization parameter;; have been given by Stapp 118]. The
evaluation consists i n forming a x2 using experimental obse.vables.
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errors and their theoretical expressions in terms of phase shifts
and determining the unknown parameters by minimization. In this
procedure, it is difficult to make a clear-cut separation between
the physical model and the details of the evaluation procedure as
the behaviour of the parameters are determined by an appeal to
theory. Thus, in this particular case there is much greater in-
trusion of theory in the evaluation method and this will be wade
clear wherever possible.

(2) Types of Data

The input data used in the evaluation fall into two broad
groups viz., the low energy data usually of high precision and the
scattering and polarization data at higher energies. They are
listed in Table I together with their estimated precision. Their
current best values are not shown as they vary from one compila-
tion to another.

The binding energy of the deuteron B=2.224628+0.00003 MeV is
taken from Wapstra and Bos [19]. The uncertainty estimates of the
remaining low energy data in Table I are from Koester [20], Lomon
and Wilson [21], and Sher et al. [22] for the p-p scattering
parameters apn and ropp. These arc supposed to give the order of
magnitude of the data uncertainties and vary from one compilation
to another. The deuteron radius R is derived from the binding
energy B 115]. The free atom n-p scattering cross sections at
low energies have been carefully measured by Houk [23], Dilg [24]
and others. This cross section ~0 depends on the weighted sum of
the squares of the triplet and singlet scattering lengths at and
as- To determine at ar<4 as, additional data on the coherent scat-
tering length f are used as it depends linearly on at and as. The
coherent scattering length f is nest accuractely determined at
present using the gravity spectrometer as described by Koester [20].
The low energy n-p scattering phase shift 5 is expressed in terns
of the scattering length a, the effective range r0 and the wave
number k in the shape independent approximation as [25].

k cot 6 = - I + - k? r (1)
a z o

From at and the deuteron binding energy, the triplet effective
range rot is calculated. Similarly, from low energy scattering
data and as one may extract the singlet effective range ros.
Proton-proton scattering data below 30 MeV were analyzed by Sher
et a l . [22] and after applying corrections to the observed data
corresponding to a number of physical effects they arrived at the
singlet scattering length and effective range for proton-proton
scattering. I t is found that in doing phase shift analysis, by
adding the requirement that S-wave phases extrapolate to the scat-
tering length and the effective range expansion at low energies,
excellent fits could be obtained to low energy data [26-29].

Since niicleon-nucleon interaction is spin dependent, a
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complete specification of the scattering matrix requires a number
of experiments. These have been discussed by Wilson [15] and
Moravcsik t30] who list some five different types of experimental
data which should be measured over 0-90 scattering angles for
p-p and 0°-180° for (n,p) scattering to specify the scattering
matrix for each isospin state. These experiments include angular
distributions, polarization, polarization transfer and spin corre-
lation experiments for (n,p) and (p,p) scattering. For (n,p) in-
teraction, one can measure in addition, the total cross section.
The available data for (p,p) and (n,p) scattering and their uncer-
tainties have been listed in a number of papers [27,28,29,31,32]
and vary from about one percent to several percent depending on
the difficulty of the data measurement. In general, the data on
(p,p) scattering are much more complete than the (n-p) data. Be-
cause of this fact, (p,p) scattering is analyzed to determine the
T=l scattering phase shifts first and assuming charge independence,
they are used along with the (n,p) data to extract the T=0 phase
shifts. As is seen later on, large uncertainties in the evaluated
parameters, multiple solutions and in some cases problems with the
sign of the final value are caused by this less than complete data
base and of course the experimental errors.

The (p-p) and (n-p) data have been measured over a number of
years at different laboratories using experimental techniques of
different degrees of sophistication. In addition, to the known
and estimated errors, the data are bound to have unknown systema-
tic errors. Hence, if at all possible, some kind of unbiased data
selection should be made provided the discrepant data sets could
be identified. This process as carried out by the Livermore group
[27] may be described as follows. The purpose of this selection
is to find out whether cv not a particular experiment can be con-
sidered to be compatible with other data. One obvious procedure
in comparing two identical experiments is to see whether the error
bars overlap or not. However, the (p-p) and In-p) scattering data
are of such varied nature differing in type, energy and angle that
such direct comparison can be made very rarely. Therefore, as a
general criterion of compatibility, it is demanded that they be
described by the same phase-shift representation. This procedure
is carried out as follows. A subset D of data self-consistent and
complete enough to give a set of parameters by x2 minimization is
chosen; and let the minimum x2 be devoted by x2D- If now an ex~
periment E (not included ir 0) with Ng experimental points is add- *
ed to this set, and a minimum X 2 D + E 'S obtained, the change in the
x2 minimum per additional degree of freedom is defined as

fc = (
X W -'*2D)/NE (2)

This fc includes not only the x
2 minimum Increase due to the addi-

tional points Nf but also their influence on the fit as determined
by their compatibility or lack of it with the set D. For a set E
compatible with 0, it is demanded that f be of the order of unity.
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As has been emphasized [27] it is important to recognize that fc
is a measure of the compabiiity between the data sets 0 and E only
within the constraints of the model used for the fit. The details
of this selection procedure are given in Ref. 27 and 16.

(3) Statistical Model and Evaluation Procedure

The p-p and n-p scattering data have been most extensively
analyzed by the Liver-more group [16,26-29,31,32,] and the Vale
group [17,33,34] for many years. In addition, such analyses have
also been done at a number of other institutions. In the case of
every group, the evaluation procedures have evolved over a number
of years and to do full justice to them, the original papers
should be consulted. Though the details of analyses vary from
group to group, they have some common features which will be dis-
cussed in this review. These are summarized here by discussing
the procedures adopted by the Livermore group.

The basic idea of the fitting procedure is to use x2 mini-
mization to find the set of parameters which best describe the
data. The x2 is defined as [16,35]

where e1(p) are the observables predicted by the set of parameters
P».Qlexp ai"e tne experimental values of these observables and
AO^exp their experimental errors (one standard deviation), i is
the index which varies from 1 to HQ where No is the number of data
points; a n are the normalization parameters Na in number, p stands
for the set of parameters specifying the phase shifts (Np in
number). The normalization parameters are introduced for sets of
data points where the entire set has a correlated uncertainty in
the measured values. The minimum is found by varying the param-
eters and normalization constants (pj,u ). There are a number of
techniques used to find the minimum of such a x2 function and they
are described by Arndt and MacGregor [16]. They also discuss the
problem of estimating the errors and their correlations for the
evaluated parameters and the goodness-of-fit.

One of the problems noted in the earliest computer based
phase shift analysis of 310 MeV p-p scattering data by Stapp et al.
[IS] was the multiplicity of solutions viz. eight that were ob-
tained. Out of these, some three were rejected as their x2min
values lay between 34.8 and b2.3 for 22 degrees of freedom and it
was estimated that the probability of x2

min
 >3* was about 5%.

For the remaining solutions,x2min v a r i ed from 17.9 to 34.2 and a
clear cut choice other than that determined by x2«in could not be
made to choose amongst these. The mulitpilefty of solutions was
attributed to data errors and the incomplete data base in the
sense that though the data were made up of five types of
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experiments they did not extend over the whole angular range.
Also, in the phase shift analysis, partial waves up to £ „ =5 were

used with the phase shifts corresponding to the higher partial
waves being set equal to zero. It was suggested [36] that an
improvement in the phase shift analysis could be made by setting
the higher -i phases equal to the one-pion exchange contribution.
This reduced the number of solution to two and made a significant
Improvement in the analysis [37], This feature of using one-pion
exchange potential and other theoretical calculations as adjuncts
to the nucleon-nucleon scattering analysis has continued since
then.

The phase shift analysis is done using experimental data con-
fined to a narrow range of energies (energy independent analysis)
or with data spanning a wider range of a few hundred MeV (energy
dependent analysis). In the case of energy independent analysis,
the low angular momentum phases are treated as free parameters to be
determined by fitting the data and the high angular momentum
phases are represented by their one-pion exchange contributions.
For the energy dependent analyses, the Livermore group uses the
following expression for phase shifts [27]

N
6 (S ,J ) ( E J = 5 ( S , J ) ( E ) + y » a . ( s ' J ' F . (E)

•1=1 ( 4 )

where i. is the orbital angular momentum, J and S are total momen-
tum and spin and E is the laboratory kinetic energy. For i=0, the
phase has at its asymptotic lower limit the appropriate effective
range expansion [27,29] and for Jlfli, flijj.J) are set equal to the
one-pion exchange values. The functions F?-j(E) are derived from
theory and the O J W , J ) are treated as free parameters to be deter-
mined from the f i t . The energy-dependent form of the phase shifts
are chosen with guidance from theory and with enough free param-
eters to f i t the data. Results of energy-independent analyses at
a few energies are compared with those of energy-dependent anal-
yses and i f they agree, this is taken as an indication that the
energy-dependent fits are not form-limited.

As mentioned earlier, the p-p scattering data base is in
general more complete than the n-p scattering data. Because of
the incomplete data base and the data uncertainties, the evaluated
parameters are not determined uniquely especially at low neutron
energies. One of the vexing problems of (n-p) scattering phase
shift analysis has been the negative value of e i , the 3Si-5Di
mixing parameter. Because the electric guadruple moment of deu-
teron is experimentally measured to be positive, i t is expected
that ei should be positive at very low energies [38]. According
to theoretical calculations ei is also expected to be positive at
low energies [39]. Also, the phase SpPj) as determined from the
phase shift analysis, though i t has a negative value as given by
theory, Is found to have a smaller magnitude as compared to theo-
retical estimates [29]. To get around these problems, the
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Livermore group constrained their f i t to pass exactly through the
Wisconsin data [40] w^ich measured the ratio P { 1 6 4 ° ) / C ( 8 9 ° ) =
1.134+.016 for (n-p) scattering at 24 MeV. This constrained solu-
tion was found to give ci and GOPJ) values that were in reason-
able agreement with those expected from theory. Though the Yale
solutions are not constrained by experimental data, as has been
pointed out by MacGregor et a l . [28] (pages 1294-1299), the reason
the Yale solutions do not have the type of problems which the
Livermore solutions have and they follow a one-pion exchange con-
tr ibut ion type of behaviour at low energies is because they are
constrained to do so. These experimental or theoretical con-
straints are necessary because the low energy (n,p) data are not
yet adequate to give a unique solution to the problem.

The ENDF/B-V (n,p) scattering evaluation is based on the
Hopkins and Breit analysis [12] which is mainly based on the re-
sults obtained by the Yale N-N Interaction group [33,34]. A br ief
discussion of the Yale and Livermore [29] phase-shift analyses is
given in Ref. 12. These authors conclude that the results of
these two analyses are in essential agreement; and the differences
between the cross sections or polarizations as calculated fro«i the
Yale or Livermore phase shifts are less than the uncertainties
associated with the experimental data. The Hopkinr and Briet
evaluation has been confirmed by some measurements done after the
evaluation. These are the Uavis and Barschall total cross section
data from 1.5-27.5 MeV [41], the Marterson di f ferent ial data at
24 MeV [42], the Burrows data [43] at 24.U and 27.2 MeV and the
Cookson et a l . data [44] at 27.3 MeV.

Since the phase shifts are extracted from the experimental
data by least-squares minimization, the errors in the evaluated
parameters and their correlations are determined from the error
matrix. The details may be found in the ar t ic le by Arndt and
MacGregor [16], or other papers [26,35]. The variance -covariance
f i les for the ENDF/B-V evaluation were derived by Foster and Young
as described in Ref. 13. These are given for t o t a l , scattering
and capture cross sections. However, the variance-covariance
f i l e s , could be obtained from the error matrix originating as part
of the evaluation process. As has been emphasized by Stewart and
Young [45] use of hydrogen as a cross section standard is l imited
only by the accuracy with which one measures and knows the differ-
ential elastic scattering. Hence, a variance-covariance matrix
dealing with the uncertainties in this quantity appears to be more
pertinent in the evaluated data files and is not available at
present.

(4) Comments and Problems

In this section, a few brief comments on the statistical
model used and the problems of the (n-p) data base will be made.
First, from the form of the x2 used in Eq. (3) , i t is assumed that
the individual data points in the whole data base are independent.
This assumption neglects any correlations in the data uncertainties
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of quantities measured in the same experiment. There are usually
such non-zero correlations. Second, since "the normalization param-
eters are introduced for sets of data points where the entire set
has a correlated uncertainty in the measured values" [16] is con-
sidered as a solution to the first problem, normalization param-
eters cannot allow for energy dependent systematic errors. In
addition to assuming that the systematic errors are constant, this
also implies that the statistical errors are small compared to the
systematic errors - an assumption which may not be true. Though
these simplifying assumptions are made in practice, one should care-
fully examine the data bases to see whether they do indeed hold
true for the particular data under consideration. Of course, the
correct procedure is to work out the full variance-covariance
matrix for the input data and use it in the analysis.

The status of the hydrogen scattering cross section and the
problems of data discrepancies has recently been reviewed by
Stewart and Young [45] and Uttley [46]. One of the phase shift
analyses of p-p and n-p scattering data was done by Arndt et al.
after the Hopkins and Ereit work and dealt with the data near
50 MeV [47]. They found that the allowed range of values fo»" ej
(the 3S1-

3D1 mixing parameter) varied from about -10° to + 3°,
though theoretical calculations predicted about +2.78°. The x 2

vs e! plot indicated that the x2 surface was essentially flat
between -10° and +3°. To obtain a unique solu+ion, even when cx
was constrained to +2.78°, 6(1P1) = -3.52+1.04°, was obtained
which was estimated to be 4.5 standard deviations above the pre-
dictions of theoretical models. As a result of this study, one of
the conclusions reached by these authors was that existing n-p
data on total, differential elastic and polarization cross sec-
tions could not remove this ambiguity in EJ as these data were not
sensitive to changes in ej. In order to understand these problems
with ex and 5(lpiJ better, Binstock and Bryan [48] carried out a
detailed sensitivity analysis of the various n-p scattering ob-
observables to the phase parameters near 50 MeV. This confirmed
their earlier conclusion that ei was not sensitive to the ctot»
da/da or polarization data; however, they observed that it was
sensitive to a number of polarization transfer or spin correlation
parameters. These in order of decreasing sensitivity are A,z»
C_p, A't, C|(k> At. Dt» Cnn and AXx- Further they observed that
the differential cross section is sensitive to SpPi) at backward
angles and to the triplet-D parameters at both forward and back-
ward angles. Inaccurate do/da data, therefore, could vitiate the
s(1P1) evaluation by giving wrong tripiet-D phases from the for-
ward data and then giving incorrect contribution at the backward
angles. Therefore, these authors emphaisize the need for good ab-
solute oV/dn data at both near 0° and 180°. There have been some
recent measurements by the UC Davis group of the n-p spin corre-
lation parameter Ayy at 50 MeV [49], the (n-p) differential cross
section data at 25.8 and 50.0 MeV [So], polarization at 50 MeV
[51,52], differential scattering cross section at 63.1 MeV [53]
and a remeasurement of Ayy(e) at 5O.0 MeV [54] with several
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improvements in the experimental technique. They were able to con-
siderably reduce the normalization uncertainty in Ayy. These new
data with the other Davis data [51,50,53,55,49] and the data of
Langsford et a l . [56] were used for a phase shi f t analysis at
50 MeV and Fitzgerald et a l . obtain E l = 3.6°+1.0° and sPP,) =
-6.4°+l . l [54]. These values are said to be'in much better agree-
ment with model-dependent calculations. From the above discussion,
i t appears that further studies and measurements are needed to get
better (n-p) scattering phase sh i f t parameters. I t would be i n -
teresting to carry out the type of Binstock-Bry .1 sensi t iv i ty anal-
ysis at a lower energy of say 25 MeV to ident i .y the data needed to
determine ej and (S^Pj). Maybe, they w i l l be the same data singled
out at 50 HeV. More measurements of these quantities v iz . absolute
da/d.s at forward and backward angles and the various polarization
transfer and spin correlation parameters are also needed. In addi-
t ion , a stat is t ica l model using the fu l l variance-covariance matrix
could be used in the analysis to obtain better phase-shift parameters.

B. R-Matrix Analysis

R-matrix analysis was used to evaluate 6Li(n,t) l <He, 1 0B(n,o0)7Li,
and 1 0 B(n , a i )

7 L i * and C(n,n) as standards for ENDF/B-V. The f i r s t
three reactions were evaluated by G.M. Hale and co-workers [57,58]
and he w i l l discuss these at this Workshop [59]. The Carbon scat-
tering was analyzed by Fu and Perey [601. There w i l l also be a
discussion of R-matrix methods by Froehner in this Workshop. There-
fore, this discussion of C scattering w i l l be very br ief with only
a few comments on the (MAT = 1306, ENDF/B-V) evaluation. Fu and
Perey have assembled the variance-covariance f i l es for t o t a l , scat-
ter ing, non-elastic, total inelast ic, inelastic scattering to discrete
states and the continuum, capture, (n,p) , (n,d) and (n.ct) reactions
[1,60] as part of the evaluation process. An earl ier evaluation of
this reaction by Reynolds et al [61,62] done for ENDF/B-III
(MAT = 1165) used coupled-channel analysis and a few comments w i l l
be made comparing these two procedures.

(1) The Physical Model

R-matrix theory has been discussed in detail in a number of
review art icles [63,64] and a few of the characteristics of this
physical model w i l l be mentioned.

In R-matrix theory, the configuration space of a l l the inter-
acting nucleons is divided into an internal region which corresponds
to a l l the interacting nucleons being close together in physical
space. This internal region 1s separated from an external region
where the nucleon forces between nucleons do not act. Corresponding
to this surface of separation there are channel radii ac for dif-
ferent reaction channels or interacting particles. Usually, ac is
set equal to the sum of the radii of the interacting particles.
Thus, R-matrix theory deals usually with two-body breakup reactions,
with three-body breakup being considered as a succession of two-body
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reactions [63]. Usually, since data corresponding to only a limited
energy region are analyzed in an R-matrix fit, provision should
be made to represent the tails of resonances that lie outside the
region of.fit. Bound levels are represented by a few resonances
whose parameters are determined to be consistent with low energy
data and the contributions of positive energy resonances at higher
energies.

(2) Types of Data Used

In R-matrix analysis, where levels corresponding to a partic-
ular compound system are investigated, data for all the reaction
channels producing the same compound nuclear system are used. As
has been pointed out by Hale [57], experimental data corresponding
to all the reaction channels influence the R-matrix parameters
through unitarity and other general physical constraints and dis-
crepant experiments may be identified and separated from the main
body of data. Thus, a comprehensive multilevel, mulitchannel R-matrix
analysis is expected to give a good representation of the data con-
sistent with their errors.

1 3C occurs in natural carbon with an abundance of 1.11%.
Though the measured data are for natural carbon, the evaluations
are for 1 2C {65,66,60]. This problem has been discussed [65,66] and
the data indicate that the cross sections for 13C are very close to
the corresponding ones for 1 2C except in the vicinity of the 0.153,
1.751 MeV resonaces of 1 3C which lie in the standards region of up
to 1.8 MeV. Hence, it is felt [66] that the vitiating influence of
this isotope, especially in elastic scattering, would not distort
the elemental results beyond the current experimental errors except
at the 1 3C resonances. However, an evaluation of the 13C data and
its inclusion in the evaluated data file is recommended [65,67].

The data used in the evaluation [60] are for total, differen-
tial scattering and for differential polarization cross sections.
The total cross section data were smoothed and averaged using the
full variance-covariance matrices and a procedure based on Bayes'
theorem as described by Fu and Perey [60].

(3) Statistical Model and Evaluation Procedure

As mentioned earlier, a study of natural carbon data involves
1 2C as the major isotope. Since 12t has zero spin, only one chan-
nel spin s =1/2 is involved and for neutron energies below the in-
elastic threshold at about 4.81 MeV, only elastic scattering is
possible. Capture cross section is also negligible below ^Z MeV.
Thus, in effect, there is only one open channel below 4.8 MeV and
the R-matrix reduces to an R-function. Fu and Perey [60] used the
R-function

,2

(5)
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where y,2 and E are the reduced width and the characteristic energy
respectively of the x-th state of given J", and R~, (E) is the cor-
responding background term given by

where E is the laboratory energy of the incident neutron in MeV.
The corresponding phase shift is

(E) = tan"1
I 1 l r > / \ t I n #1-1 I

(7)

where p=ka, k being the wave number of the incident neutron and a
the interaction radius. The interaction radius was set equal to
3.72 fm, a value recommended by Lane et al., [68]. In the above ex-
pression, P.(P) is the penetration factor, (S, -tL,) the shift fac-
tor for boundary value b , and 4>,(p) is the hard sphere phase. The
boundary values b , were chosen such that the E fall near the ob-
served resonance energies. All other parameters were determined by
fitting the data without any constraints.

The evaluation procedure consists in forming x2 corresponding
to each of the measured quantities and minimizing them using an
interactive graphics program. Only diagonal elements of the data
variance-covariance matrices uere used in the minimazation [69].
The variance-covariance matrices of the fit were evaluated as part
of the evaluation.

(4) Comments and Problems

Since, the evaluation is the result of a x2 minimization, the
data uncertainty files may be derived from the error matrix as part
of the evaiution. However, the error estimates and their correla-
tion would be more representative of the true state of affairs if
the full variance-covariance matrices for data are used in the eval-
uation. In addition, it would be useful to have the data uncertainty
information for elastic differential scattering in the evaluated d.ta
files as it is the standard. Some of these error estimates are given
in the evaluation report [60]. As has been mentioned earlier,an inde-
pendent evaluation of 13C data, if available, could allow for the
1.11% impurity of r*C In natural carbon data.

An alternate physical model was used for carbon to obtain an
evaluation for ENDF/B-III (NAT * 1165) [61,62]. The reasons for
adopting this procedure are given [61] and include having to vary
from one energy region to another reduced widths (considered energy-
independent) and the energy of at least one resonance. These authors
found the usual description of the background cross section in tents
of hard-sphere phase shifts Inadequate and had to use potential-well
phase shifts in their place. These potential-well parameters had to
be changed from one energy region to another. Because of these
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reasons and as a means of understanding the underlying physics better,
these workers used the coupled channel analysis. However, coupled
channel analysis seems to have its own peculiar problems [61,62!.
For example, the coupling parameter 8 which fits the data was very
small compared to the experimental value obtained in Coulomb exci-
tation. In addition, the potential well parameters had to be changed
so that the different shell model states agreed with experimental
data. Though they were able to fit the available data on total,
differential and polarization experiments satisfactorily, the coupled
channel analysis approach appears to involve much more work than an
R-function fit. There appears to be a much greater involvement of
theoretical models, some ad hoc procedures and no fewer number of
parameters to be adjusted. With a greater intrusion of theoretical
models the error estimates of the final results is not simple. The
R-function fit for this reaction appears to be the simpler procedure.

C. Other Evaluation Methods

The cross section standards discussed here are 3He(n,p)t (from
thermal to 50 KeV),197Au(n,Y) (200 keV-3.5 HeV) and

 235U(n,f) (at
thermal energy and 100 keV-20 HeV). One interesting feature of these
reactions in the standards region is that they cannot be expressed ex-
plicity in a functional form (except for 3He(n,p)t in th<» l/v region)
with an energy dependence determined by the physics of the reaction
as for example in the Breit-Wigner formula for resonances. If such a
functional form was known, it would be a simple matter to write an
expression for y2, minimize it with respect to the unknown parameters
and determine them. Since this is not the case, a number of other
evaluation techniques have to be used to arrive at a best represen-
tation of the data. These are: (a) Empirical Evaluation, (b) Poenitz,
(c) Bhat, (d) Kon'shin, and the (e) Bayesian Methods.

a. Empirical Evaluation Method

3He{n,p)t reactions in ENDF/B-V was evaluated by L. Stewart
for ENDF/B-III, used in Versions IV and V without any changes 111.70).
This evaluation continues to be a valid representation of data base as
it stands now [71]. There are no variance-covariance files for this
evaluation. This and other evaluations of light elements will be
further discussed by Stewart at this Workshop [72]. The final evaluated
curve is not the result of a x? minimization statistical procedure.
Also, explicit use of the variance-covariance information of the
input data is not made. However, it should; be appreciated that this
evaluation uses a number of adjunct data such as Inverse and charge-
conjugate reactions, elastic scattering of charged particles and
other Information in arriving at the best representation of the
data. Thus, the final evaluation was based on experimental data,
quite a bit of cuxilary information and the; evaluator's experience.
It is proposed to call such a procedure - Empirical Evaluation
Method (a name suggested by my colleague A. Prince) - to distin-
guish it from an eyeguide drawn through the experimental points.
Empirical as used here means "originating in or based
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on observation or experience" 173]. As mentioned before, uncer-
tainty files for the evaluation are not readily obtained as part of
the evaluation procedure. However, i t nay be possible to assemble
them using the SUR program approach described by Peelle [4] where
the scatter of the Input data about the evaluated curve are consid-
ered to provide a guide to the uncertainties of the evaluation.

The 197Au(n,Y) cross section was evaluated by S.F. Mughabghab
[74] using the empirical evaluation procedure. The gold capture
data were renorraalized to the other ENOF/B-V standards and evaluated.
Explicit use of the data variance-covariance matrices is not made.
The evaluated data uncertainty files give only the diagonal elements
as error estimates.

b. Poenitz Method

The thermal energy evaluation of 235U(n,f) for ENDF/B-V is by
Leonard et al. [75]. The fission cross section from 100 keV-20 MeV
was evaluated by Poenitz [76]. His evaluation method is described
in this reference [76] with a bibliography of earlier discussions.
Changes and improvements made since then have been discussed at this
Workshop [77]. Poenitz carried out an evaluation of 235U(n,f) using
his method and the available data in October 1978 [78]. This eval-
uation was renormaiized upward by multiplying by 1.009 on the rec-
ommendation of the Normalization and Standards Subcommittee of the
Cross Section Evaluation Working Group (CSWEG) [78] and forms the
evaluation in ENDF/B-V. The evaluation method as it was used to
derive the ENDP/R-' cross section, did not expHcity use the full
variance-covariancc matrices of input data and it did not produce
the uncertainty files for the evaluation. These were generated by
Peelle [79]. Subsequent to this work, Poenitz reevaluated 23SU(n,f)
with an updated data base and published it along with discussion of the
evaluation [76].- In general, the ENDF/B-V evaluation is 0.1-1.91
higher than the 1979 evaluation.

c. Bhat or Ratio Method

The evaluation procedure developed by the author of the review
[80] may be described as follows. It recognizes the fact that the
physics of fission does not enable one to give a functional form for
the 235U(n,f) cross section for 100 keV-20 MeV and that it cannot be
readily parameterized uniquely. Use is also made of the fact that the
experimental data 11
a curve may be drawn
values of this refer
the ratios of experi
sponding values read

i in a rather narrow band about a mean. Therefore,
to lie evenly amongst the data points and the
>nce curve read off. The procedure is to work with
tental data and their errors divided by the corre-
off this curve. This is found to have the follow-

ing advantages.
(1) It linearizes the 235U(n,f) fitting problem since the energy

dependence of the cross section is divided out.
(2) Since the experimental data lie within a few percent about •

mean; the ratios of the experimental data divided by the
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reference curve should lie within a few percent of the
straight line y=1.0. Thus, any method of fitting the ratios
can make use of the fact that the final curve is anchored
about the line y=1.0 with deviations characteristic of an
individual data set being of theorder oT a few percent.

(3) It enables us to obtain a least-squares fit to the experi-
mental data and a best fit corresponding to a minimum of
x2 defined in the usual way. Also, the variance-covariance
matrix for the.fit can be calculated.

(4) After having obtained a best fit for all the data, one could
analyze each data set by forming ratios. A decomposition of
these ratios into orthogonal polynomials having energy de-
pendence corresponding to different powers of the neutron
energy can give us useful information on the systematic
errors in each data set, thus providing clues to possible
corrections to eliminate them.

Details of the Ratio Method

The absolute fission data used (Table II) are plotted on a graph
paper and a smooth curve lying evenly amongst the data points is drawn.
The values of this reference curve are read off and assembled in the
ENDF/B Tab. 1 format with a linear interpolation code. The procedure
calls for determing the shape information contained insthe relative
and absolute data sets and incorporating this shape information into
the reference curve. The shape information is obtained by analyzing
one data set at a time to preserve the intra-data-set correlations.
The next step is to use only the absolute data and renormalize the
reference curve with the shape information to include magnitude as
well as the inter-data-set shape information contained in them. A
code URAN [so] has been developed and tested to carry out this pro-
cedure.

Some 17 data sets were used for this purpose and are given in
Table III. One starts from a reference curve drawn as mentioned
earlier and goes through the following steps (l)-(*-) for each daita
set.

(1) Determine r(E.) = o

for the experimental data o (E.) and their total error ha_XD(E-)
at neutron energies E. using values ap(E;.) read off from the

 p

reference curve. v

(2) Fit the ratios r(E.) with errors Ar(E.) in terms of ortho-
gonal polynomials and using the F-test (jsee Appendix) and the x?msJ
degrees of freedom deternine the maximum degree of polynomial *
fit. Use of orthogonal polynomials gets
to invert an ill-conditioned matrix usually encountered in a polynomial
fit of degree of about six or greater.

(3) The fitted curve is interpolated on to a denser energy grid
formed by the union of the energy grid o r the reference curve and the
experimental data points. This energy g-id 1s further thinned by
rejecting energy points 1n the grid whicii lie less than .5* from
one another. The thinning is done only
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experimental points are thrown out. In interpolating the fitted
curve, its value as well as the error of the f i t are calculated at
the grid points.

(4) The fitted curve for each data set is then shifted along
the y-axis(i .e., the curve is moved parallel to itself keeping the
x-axis and the same shape)and a weighted average of the shapes of
all the data sets is determined.

(5) This weighted average is fitted with orthogonal polynomials
(or smoothed) and a smooth curve representing the average shape
curve (for the ratios of experimental data to the reference curve)
e(E.) and its weights u(E-j) are determined.

E (6) This curve is shifted along the y axis such that
ji(Ei )u(Ei )=1.0. This is done to make sure that only the shape of

the reference curve and not its magnitude is changed when i t is
multiplied by i(£.).

(7) The reference curve °B(E-) is multiplied by s(E.) to obtain
the new reference curve. At tnis stage, the new reference curve may
be plotted, x2/degrees of freedom calculated to check the f i t . One
may then go to step (1) and go through the whole process until i t is
felt that the reference curve has all the shape information in i t
and further iterations do not produce any change.

At this stage, the intra-data-set shape information in both the
relative and absolute data sets have been built into the reference
curve. In addition, by going through steps (8)-(10) inter-data-set
shape information or the shape information contained in the rela-
tive positioning of the absolute data sets is incorporated into the
evaluation.

(8) The 13 absolute data sets (Table I I ) were merged and energy
sorted assuming that the different sets are statistically consistent
The reference curve from step (7) is used and ratios
r(E.) = aejxpVV/ aJ^'ani their errors Ar(E.) = ^
are formed
r(E.) ae jxpV/ aJ^ani their errors Ar(E.) jE .O /^ tE . )
are formed. e x p ' " '

(9) These ratios with their errors are fitted using orthogonal
polynomials as before. The >?/degrees of freedom and the F-test are
used to determine the maximum degree of the polynomial-fit (see
Appendix).

(10) The fitted curve then multiplies the reference curve to
give the new reference curve and x2/degree of freedom etc., are
calculated.

In practice, i t is found that a best f i t corresponding to a
minimum In the x2 is found in one iteration and further iterations
confirm that one has indeed reached a minimum.

Further tests such as fission spectrum average of the evaluated
cross section may bis carried but but they have not yet been coded into
(IRAN.

The result of such a f i t (solid line) is shown in Figs. 1-4.
For comparison are
and the ENDF/B-V ev
cedure agrees with
within t<1.8X or les:

hown the Poenitz evaluation [76] (dashed curve)
luation ( A ) . The curve obtained from this pro-
he Poenitz evaluation fro* 100 keV-8 NeV to

Above 8 HeV. i t follows the Karl [81] data
and is about 1.0-4.9% higher than the Poenitz evaluation.
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In Fig. 5 are shown the ENDF/B-IV and V evaluations with some of the
recent experimental data between 0.6-6.6 MeV. It is noted that the
trend of the Barton data [62] between 2-6 MeV shows a "tilt" with
respect to the ENCr/fc-V evaluation. The Poenitz 183] and the Carlson
and rat.ick data (84] on the other hand show a "concave" shape with
respect to the Version V evaluation in the same energy region. If
ratios of these data sets are formed with respect to the best rep-
resentation of all data or the evaluation, and are fitted by ortho-
gonal functions, one can expect to calculate the "tilt" and the
"bow" or "concave" shape terms as the coefficients of the second
(;r-x) and the third degree (;- x?) orthogonal polynomials (see
Appendix). This could provide clues to systematic errors in data
due tc effects which vary as the fi-st and second powers in energy.
Such analyses could provide useful clues in pinpointing and correct-
ing for systematic errors in data.

A number of improvements in this procedure are possible. As it
stands now, the method does not use the full variance-covariance ma-
trices of input data. Further, the energy grid of the average shape
curve is less than ideal. It is planned to rectify these defects in
the near future. It should, however, be pointed out that this method
does lead to a least-squares fit to the data and can be applied to any
<~ase where the form of the data or cross section as a function of
energy is not known.

d. Kon'shin Method

Recently, two reports :&s,86] describing a method pr'posed by
Kon'shin et al. to evaluate fission cross section and alpha data
have been published. The authors crafim to nave developed a method
of evaluating data and the errors in them with allowance for corre-
lations between partial errors of different experiments. This meth-
od has been applied to evaluate cf and ct for 2 ? rU and !3'Pu.

The authors point out the importance of allowing for correla-
tions in errors in experimental data which are used in an evaluation
and the correlations in errors of the final result. As an example,
in the case of 2:EU(n,f) data, some 12 types of experimental errors
are considered followed by a detailed discussion of these errors and
their correlations. Such a discussion is useful and should form part
of any evaluation effort. The subsequent evaluation procedure,
however, is new. An expression is written for the difference bet-
ween the evaluated values ~ev and z: (the unknown true value of the
quantity being measured) squared and averaged over the statistical
distribution in terms of the weights a,-2 and their correlations and
partial errors. This expression is minimized with respect to the
weights a^2 and the corresponding values of these weights are deter-
mined. In the words of the authors,

"..the algorithm described here was used in a computer
program which employs the partial errors and the corre-
lations between them as a basis for determining by the
iteration method, the "weights" of the experimental
data which will minimize the error in the evaluated
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value, the errors in the evaluated values at different
points and the coefficients of correlation between
them" [85].

Thus, it appears as though, having decided on an evaluation,
(which is presumably drawn through a set of points, the dotails
are not given), the weights of the data are changed to make the
evaluation "look good." The usual procedure is to keep the weights
as determined froir the precision of the data unchanged and vary the
"evaluation" subject to proper statistical criteria. The weights
are seldom set to be other than those given by the data measurer
and that too for reasons that can be defended and justified. A
little reflection shows that one obvious result of this procedure
would be to give high weights to those data points which happen to
lie close to the evaluation and low weights to others. This is ex-
actly what seems to happen in Table 2.1[85] of one of the reports.
In this Table, the column K=0 corresponds to no correlations assumed
and the weights = _1 = inversly as the variance of data (the

usual procedure) and K and K=l are for ascribed correlations and
full correlation. From this Table, in the 2nd and 3rd column
(K*0) non-zero weights are obtained for only a few data sets as a
result of minimization procedure described above. Such a proce-
dure which assigns zero weights to more than half the input data
sets must be treated with caution. This evaluation procedure is
curious and the exact purpose of this interesting exercise is not
clear.

e. Bayesian Methods

Use of Bayes' theorem [67] in data evaluation is relatively
new and the methods based on it form an interesting ^roup. The
essential idea is to use Bayes' theorem to incorporate new knowl-
edge obtained from measurement (likelihood) into the prior knowl-
edge (from previous measurements usually or conjecture sometimes)
to obtain updated information or knowledge a posteriori. There are
many ways of stating Bayes' theorem; however, for our purpose it is
written as:

posterior distribution a prior distribution
x likelihood (8)

where the prior distribution expresses the state of knowledge of a
physical parameter in terms of a distribution, and the above equa-
tion slates how it gets changed by the knowledge of the same quan-
tity obtained from a new measurement and represented by the likeli-
hood. This equation may be put in more concrete terms if we assume
that the prior and likelihood are given by: H(no,cn

2) and H ( U J , O J 2 )
respectively where N(;. >o?) stands for a normal distribution with
mean ;. and variance cr. It can be shown that using the above equa-
tion (8) one obtains [87] a posterior distribution N ( W ; , G ; 2 ) where
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JL A
(9)

(10)

The above expressions are the same as those used in obtaining weight-
ed average of two quantitites ._ and ;.: with variances 0 and •••.•
and whose weights •*.. are inversely proportional to the variances.
The above results tr.ay also be obtained by minimizing the expression

q. = — _ , — + —_____
: , (11)

with respect to . . From Equations (9) and (10) itjis evident that
the new measurement can make a significant improvement in our knowl-
edge of the mean provided its variance •;-•" is significantly smaller
than • . Otherwise, the prior knowledge given by N(-,.- ,--o") which
could have been obtained from previous experiments or a conjecture
would remain essentially unchanged. Hence, new data have to be sig-
nificantly more precise to influence o3d data.

Extension of these ideas to data adjustment using integral ex-
periments was made by Dragt [88,89]. Dragt showed that if integral
experiments are considered to represent new knowledge their effect
on differential data may be derived using Bayes1 theorem with the
assumption of multivariate normal distributions for these quantities
or by minimizing an expression corresponding to Equation (11) in the
general case. This is also called a generalized least-squares method
in that it denotes an extension of the usual least-squares method in
using full variance-covariance matrices for input data and the eval-
uation and also prior information ' >n\. Let the vector T denote a
set of n. nuclear data with a covariance matrix M of order (n. x n.)
and having a Gaussian distribution. Let the new knowledge be
represented by n measured integral quantities written as vector R
with a covariance matrix V of order (nr x n r ) . The same integral quan-
tities calculated from T are denoted by K. Their dependence on T is
expressed by the_ sensitivity matrix G(nr x n^) containing partial
derivatives of R with respect to T so that

R = G T {12}

Dragt has shown that by minimizing an expression analogous to (11*
viz:

-- (T'-T;1 M ' ^ T ' - T } + (IR'-FT/V ' 1!P'-D'
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where T' the adjusted quantities are found by minimizing equation
(13) and R1 are the new values for tĥ s integral quantitites belong-
ing to T' and

R'= R +G(T'-T) (14)

Here t denotes transpose of the matrices. One obtains T1 and the
new covariance matrix M as solutions of

(M"1 + G* V^G) (T'-T) = G* V'^R-R) (15)

M' * (M"1 + G1 V ^ G ) ' 1 (16)

Procedures for sloving these equations have been discussed 189] and
this method has been applied by Perey [91,92] to dosimetry problems.
Schmittroth has also discussed the generalized least-squares method
[90,93] and written a code FERRET 194] to implement i t . He has also
proposed a f i n i t e element representation of cross section data given
by a continuous function and i l lustrated the procedure in the case
of r i*Fe(n,p) cross section from threshold to 20 MeV [95). Hetrictc
and Fu have written a code GLUCS [96] which is a generalized least-
squares program and used i t to evaluate : S ( n , p ) , rFe(n,p) and
r Cu(n,2n) using previous evaluations of these reactions and the new
ratio data [97]. As has been mentioned ear l ie r , one important fea-
ture of these evaluation methods based on Bayes1 theorem or general-
ized least-squares is that they use the fu l l variance-covariance
information for input data and generate such matrices for the eval-
uation. In addition, they could use prior information in the form
of a previous evaluation or a nuclear model calculation. Though
these methods have not yet been used for any of the cross section
standards, there is no reason why they cannot be. The prior infor-
mation could also be in the form of a curve drawn through experi-
mental points with a rough uncertainty estimate. This i n i t i a l e s t i -
mate could then be refined using this procedure. Schmittroth's
f in i t e element representation ensures that smooth prior curves trans-
form into smooth posterior curves. The GLUCS code does not as yet
have any specific method to do this and relies on the fact that the
experimental data points are densely distributed and nope no iin-
physical wiggles would appear in the f inal curve [98]. I f there are
any problems, some smoothing (rocedures could be bui l t into i t .

As a further aid in understanding the above Equations (15) and
(16) , i t is instructive to establish a one-to-one correspondence
between them and the Equations (9) and (10) for the simple one
dimensional case. They can be rewritten as:

_J_ + J_ - _L
"" "'" ::? (17a)
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M"1 + G 1 V" !G = M 1 " 1 ( 1 7 b )

'-1 -7
and —*-r + —=r = —*

H"1 T + G* V~*G ( T + G ' ^ R - R ) ) = (M"1 + G* V^GjT1

= M1"1 T1 (18b)

From these equations, one notices that the correspondence bet-

ween I the inverse of variance of ^0 and M"*- the inverse of the vari-

ance matrix of the prior data T; —^ of the new data corresponds to

G V" G (the sensit iv i ty matrix occurs here becai.se the new data are
integral data R rather than data of the same type as T) and 1

corresponds to M'~ the inverse of the variance matrix for the
posterior d istr ibut ion. The same correspondence is in Equation
(18) where the (R-R) has an extra factor G~l which converts the
difference between tlie measured values R and the values 1* calculated
from T into a correction LJ to T to give the value of T which corre-
sponds to the integral measurements R.

In addition to this correspondence, these equations may also be
interpreted in terms of Fisher's defini t ion of "information" [99].
There are many defini* ;ons of "information" in stat is t ics and com-
munication theory and risher's def ini t ion is one of them. In pro-
posing this def in i t ion, Fisher required that [99J

(1) the information in a set of observations should increase
with the number of observations,

(2) i t should be conditional on what one wants to learn from
the experiment, that i s , data which are irrelevant to the
parameters of interest should contain no information, and

(3) information should be related to precision; the better the
precision of the experiment, the greater the Information.

With these ideas in mind, Fisher proposed a definition of in-
formation which may be written as:

( 1 9 )

where I (s) is an expression for the amount of Information given by
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an observation )t about the parameter e and L 1s the likelihood
function considered as a function of Foth JK and e_. Thui, if x is
normally distributed with variance o 2 and unknown mean ;, then
the information about u from a single observation is

S5" (20)

and from N independent observations

From the definition (19) i t follows that in the general case of the
mulitvariate distribution the information matrix for the vector T is

and similarly

rT ( T ) ~ 7T (22)

ID(T) = G
1 V-1G provided (23)

K

(24)

In the expression in (23) it should be noticed that we are
asking for the information about T from the observed multivariate
normal distribution of R. This explains the reason for the presence
of the sensitivity matrix G. If the new data are of the sane type
as T one would get only V~l. The condition (24) may or may not
hold; If not, G should be replaced by some mean <G> corresponding
to an average over the distribution of R.

With this interpretation in mind. Equation (17a) corresponds
to the information about the prior mean (l/co

z) being added to the
information about the mean of the new data {l/c\2) to give the in-
formation about the mean of the posterior distribution (l/a2

2).
The same Interpretation holds for Equation (17b) were we have Infor-
mation matrices. Equation (18) shows how the means trt weighted by
the corresponding "information" to give the posterior mean weighted
by its information.

From the above expressions the following observations may be
made:

(1) the transfer of information about the mean of a quantity
is full and faithful only when the new data are of the
same type as the prior data i.e., G 1.0
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(2) the amount of information transferred to the prior is
G* V~*G and depends on where G is evaluated i.e., T or
the prior mean and its energy dependence.

From the above equations it is also noticed that in one itera-
tion, the amount of information contained in the new data has been
transferred to the prior. Hence, iterations using the same data
over again are not justified. Hence, so long as the above equations
based on linear approximation are valid, one should not iterate
though the values obtained will depend on T or where G's are calcu-
lated. This supports a statement made by Perey [91] justifying only
one iteration in this method.

PROBLEMS AND PROSPECTS

From the above discussion of evaluation methods, it is apparent
that future evaluations will have to make explicit use of the full
variance-covariance information about the input data. Unfortunate-
ly, this information is not available in most cases. Hence, the
first task of the evaluator or any specialized committees convened
to coordinate an evaluation would be to sift through the available
information and construct the covariance matrices. Perey [91} and
Peelle [3,4] have discussed this problem and endorsed it as an ex-
tremely useful endeavor worthy of being published. Of course, the
ideal thing would be for the measurer to come up with the covariance
information. If such data uncertainty information becomes available
it should be stored in the neutron data files like CSISRS (Cross
Section Information Storage and Retrieval System) to facilitate data
exchange. If in a measurement involving ratios with respect to a
standard, the standard evaluation used to convert these ratios into
cross sections and the covariance files will have to be stored in
the data files. All these extra data will Involve format changes
and additional effort on the part of the Data Centers. Perhaps the
changes should be tried out with a few of the cross section stan-
ards and then extended to dosimetry and other reactions where the
data usage and analysis have become sophisticated enough to make
use of this additional information.

One of the favorite complaints professional statisticians have
against physicists is that the statisticians are consulted after an
experiment is done and not before. While it Is true that the phys-
ics experiments need not be "designed" with the sane care as in the
life sciences because of greater control over the experimental con-
ditions, there 1s some virtue in thinking through the possible sys-
tematic and statistical errors and their correlations before doing
an experiment. Such an in depth error analysis in the planning phase
of an experiment could reveal unexpected correlations and dependence
of the new data on other measurements. This would also be helpful
in working out the covariance data for the experiment after it is
done.
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Future data evaluations, at least for standards, are expected
to use

(1) f u l l covarlance information for input data,
(2) objective evaluation procedure based on a well-defined

stat is t ica l model,
(3) produce yariance-covariance information for the evaluation

and have,
(4) f u l l and complete documentation of the evaluation proce-

dure and the data base used.
A consistent evaluation of the neutron cross section standards

has been advocated by Poenitz [loo] and others for a number of years.
This is because the standards are related by a number of rat io data
and any correlations brought about by the process of measurement.

After each of the standards has been analyzed to understand i t s
problems and discrepancies, a consistent analysis of a l l of them by
an objective procedure and f u l l error information would be a worth-
while objective.

SUMMARY

Evaluation methods used with the neutron cross section stan-
dards have been reviewed in this article. In addition to the meth-
ods used for those reactions where the functional form of the cross
sections are known, a number of new procedures have been proposed
for cases where this is not so. Hence, it Is now possible to use
objective evaluation methods for all the standards reactions. The
need to use the full covariance Information of the input data has
been stressed. It is hoped that the data measurers would cooperate
to provide this information for their data. It is also Obligatory
to obtain full uncertainty files for the evaluations as part of the
evaluation process. A consistent evaluation of the primary cross
section standards should also be carried out.
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and tne orthogonal

APPENDIX

omial and
F-test

are

a todefi"eQ to

0 for

orthogonal

k.2)



and

k«2,3,4 (A.5)

If the observations y. are fitted by a number of p parameters as
J

the least-squares estimates of the parameters are:

j-1 j=l J

k=l,2....p. (A.7)

From the three-term recurrence relationship (A.3, A.4) it is noticed
that the orthogonal polynomials

k-1

*k ( x ) * X (A.8)

hence, the various coefficients have the following simple interpre-
tation. Because ^(x) = 1/2; 9i/2, gives a normalization for the
curve as a whole; e2 ̂ x a tilt term and e3 ̂ x2 a "bow" *en» and so
on. This simple visualization is helpful in understanding how the
function obtained by fitting the ratios of experimental data to the
reference curve affects the reference curve when it is multiplied
by it to obtain a new reference curve.

If one uses p orthogonal polynomials to obtain a least squares
i ., the sum of squared residuals at the minimum is given as

p •"• ' " • ; ( A . 9 )

To test whether the p-th coefficient is statistically significant
one calculates [103],
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and i f this is greater than F ( l , (n -p ) )a t the 1% confidence l e v e l ,
the coefficient 6p is considered to be non-zero. In addit ion, one
should also look at the x ? / (n-p) f ° r the p-coefficient f i t and in
running the program in addition to the F-test, the number of param-
eters was chosen such that x2 /(n~P) was between 2.0 and 0 .2 . An-
other cr i ter ion to use would be to look at a visual display of the
f i t on a screen for various values of p. This has not been imple-
mented yet.
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TABLE I

Types of Data Used in 1H(n,n)1H Phase Shift Analysis

Data Type

Deuteron Binding Energy B

Oeuteron Radius R (from B)

Epithermal Scattering Cross Section c

Coherent Scattering Length f

a. (from a and f )

a (from a and f )
s o

r . (from a. and B)

r (from a and low energy scattering)

3PP
ropp

Total, differential elastic scattering,
polarization, spin transfer and spin
correlation (n,p) data

Differential elastic scattering, polarization
spin transfer and spin correlation (p.p) data

Approximate
Precision

0.001%

0.002*

0.07%

0.03%

0.06%

0.03%

0.3?

2*

0.05S

0.6?

1-several %

l-sever«l t
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TABLE II

Absolute 235U(n,f) Data Used in Shape/Magnitude Fit

No

1

2

3

4
5

6

7
8

9

10

11

12

13

Author

Barton, e t a l .

Poenitz

Poenitz

Poenitz

Poenitz

Kari

Cance' 8 Grenier

White

Wasson & Meier

Szabo, e t a l .

Davis, e t a l .

Wasson

Arlt

Ref.

82
83

104

104
104

81

105

106

107

108
109

110

111

Energy Range (keV)

3.0+3

1.93+2 - 8.275+3

3.99+2 - 3.5+3

4.98+2

4.48+2 - 6.44+2

1.0+3 - 2.031+4

1.39+4 , 1.46+4

6.7+1 - 1.41+4

2.54+2 - 1.217+3

5.1+1 - 5.53+3

1.4+2 - 9.64+2

5.5+1 - 7.5+2

1.47+4

AN/SAN

10000/1

45000/71

13000/2

40000/2

40000/2

45000/4

40000/2

18000/1

31000/1

17000/1

36000/1

45000/10

40000/2

Comnents

Black Det.

Black Det.

VS04 Bath

Assoc. Act iv .

Preliminary

non-White Counter
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TABLE III
235U(n,f) Data Sets Used in Shape Fit

No.

1
2

3

4

5
6

7
8

9

10
11
12

13

14
15
16
17

Author

Barton et a l .
Czirr & Sidhu

Poenitz

Poentiz
Smith, e t a l .

Szabo, e t al

White

Kari

Poenitz

Ref.

82
112
104

104

113
108

106
81
83

Carlson & Patick 84

Szabo, e t a l .

Vlasson & Meier

Davis, e t a l .

Gayther

Wasson

Kaeppeler

Kaeppeier

108
107

109

114
110

115

115

Energy Range (keV'

1.0+3 - 6.0+3
7.54+2 - 2.01+4
6.8+1 - 3.5+3
3.99+2 - 3.5+3
2.22+3 - 2.05+4
5.1+1 - 5.53+3
6.7+1 - 1.41+4
1.0+3 - 2.031+4

1.93+2 - 8.275+3

1.171+3 -6 .203+3

5.5+1 - 2.1+3

2.54+2 - 1.217+3

1.4+2 - 9.64+2

5.5+1 - 9.5+2

5.5+1 - 7.5+2

5.46+2 - 1.175+3

5.13+2 - 1.164+3

AN/SAN

10000/1

11000/1

13000/1

13000/2

16000/1

17000/1

18000/1

45000/4

45000/71

45000/151
30000/1
31000/1
36000/1

45000/8
45000/10
45000/111
45000/112

Co—ents

grey det. data
black det. data

non-white counter

black det. data
Preliminary
White counter
Preliminary
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Fig. 1. Comparison of ENDF/B-V, Poenitz and Bhat Evaluations of
235U(n,f) From 100-600 keV.
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Fig. 2. Comparison of ENDF/B-V, Poenitz and Bhat Evaluations of
235U(n,f) From 0.2-3.2 M«V.
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Fig. 3. Comparison of ENDF/B-V, Poenitz and Bhat Evaluations of
2 3 5 U(n , f ) From 1.0-6.6 MeV.
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Fig. 4. Comparison of ENDF/B-V, Poenitz «nd Bhat Evaluations of
2!35U{n,f).From 6-20 HeV.
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Discussion

Poenitz

In your talk, you requested that experimentalists report the
variance-covariance matarix of their results. Actually, I think
what we really want from the experimenter is his error
components. The evaluator can easily derive the variance-
covariance matrix from the components. I t would not be good i f
the experimenter provided the ful l matrix because some information
would be lost, that i s , the variance-covariance matrix has already
collapsed some information. In addition, keeping just the error
components requires much less data storage.

Bhat

I did not go into details in the talk, but the proposed method for
storing this information in our data f i les is exactly as you
describe. That is , i t requests experimenters to divide error
information into components and the component errors are stored.

I concur strongly with Wolfgang on that matter. Being an advocate
of variance-covariance matrices, people think I advocate
publishing those matrices. I think i t is very important not to
publish necessarily the variance-covariance Matrices, and I
strongly support Wolfgang's statement that instead you should
provide the error components. One very simple reason for this is
the sacrosanct attitude that data from an experiment is sacred. I
regard i t as our duty as evaluators to look at the data and apply
any corrections that may be justif ied. At the time the
experimenter generated his uncertainty components, he may have had
a very good reason for not making certain assumptions or for
assuming certain things that we no longer believe. So we have to
update the information. I t is not a question of challenging the
experimentalist but rather of updating our state of knowledge.
Therefore, we need to have the error components to be able to do
this.

One additional point, which is very Important, is that
essentially we have been doing this in our experimental papers.
I t is long tradition to provide a detailed explanation of what we
call the error components. What we have failed to do In most
Instances 1s to provide the explicit formula on how you use these
components to generate the covariance matrix and this 1s really
the accession point that 1s missing from our papers today. We
have d i f f i cu l t y analyzing an experimental paper when we do not
understand the procedure whereby th« observables and the
uncertainty have been combined to generate the quantity of
Interest (the rat io or the relative value). I t Is th is formula on
how to combine the dif ferent components that 1s missing «?.<• should
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be provided in experimental papers. It is a great handicap in
using past experiments when this information is absent. Having
made this comment, I strongly support Wolfgang. In your
tabulation* and exchange of international data, these are the
components that have to be obtained, and somehow you will also
have to provide for this formula in your tabulations.

I wanted to rcake one other comment having to do with your
information measure. The subject of what is the information
content of a probability density function has a long history. It
was discovered and was a major contribution of Shannon in his
famous 1948 papers that the unique and only measure of information
content was Ĵ p-j 1°9 P-j>

i
Bhat

There is some question about that , i.e., whether it is unique and
the only measure of information content. But please go on.

The point that information content can be derived is a unique one
for discrete distributions only. It is not true for continuous
distributions and, in fact, the work of Jaynes, which 1 referred
to and which culminated in his 1968 paper, came from a realization
that one needed to introduce a measure to cause the information to
be invariant under the representation that was used. This
particular measure, which had to introduced, turned out to be
exactly the irreducible representation of the transformation
group. And this is how the whole invariance theory came into
being. So I think your definition of information measure as M to
the power minus one is greatly challenged by many people today.

Bhat

You see, there are different definitions of information. There is
Shannon's definition, there is Kullback's definition, there is
Weiner's definition—there are definitions and definitions. I did
not have time to go into all. of them and some are of interest only
to the mathematical statistical Fisher's definition is the one
that seems to be appropriate for the interpretation of these data
adjustment equations. Besides, I did not want to introduce
Shannon's definition of the idea of entropy because sometimes I
think this tends to cloud the issue rather than clear i t .

I beg to differ; i t is a question of opinion here. The whole
success of quantum mechanics and statistical mechanics indeed owes
very much to the grand canonical ensemble and to the formulation
of entropy which is directly related to that information measure
and, in fact, to the uniqueness of the information measure.
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Rowlands

Concerning your discussion of the measure of the infor-iatior
content of integral measurements used when evaluating differential
cross sections, I think that the main reason for producing
evaluated data libraries is to predict "ntegral properties. I
wonder, therefore, whether one should consider the •information
content of the integral measurements relative to the
application. Also, I do not understand why you say that one
should not iterate when fitting data. Provided that the
adjustment is taken into account a<; a bias in the tK>i stages of
fitting, I think this is the right way to proceed.

Bhat

I think I qualified my statement about not iterating to incljde
the provision that the linear approximations are correct. Now, ir.
the case of iterating, I thintc one of the things you have to <eep
in mind is ihat you should not change your prior, because that
usually comes from experimental data. I think Bob Peelle stressed
this point earlier.

As regards t̂ ,e information content cf int _ al experiments,
all I wanted to say was that this is where sensitivity
coefficients come n'n (because the integral data are a function of
the differential data and you want to get information about the
mean of the differential data from the distribution of integral
data). If you ,ake a small enough energy range so that is is
essentially constant, then there are no problems. But !f your
energy range is large, then the energy dependence gets factored
in.

Smith

I must make a few remarks. I am involved in some coriplex ~.jlti-
parameter experiments. I think they have nany similarities with
the landing of a supersonic aircraft on an aircraft carrier
deck. It is always a crash. The problem is to control it. And I
guess what I am really worried about is that I hear Wolfgang and
Mulki, in their excellent talks, asking «•£ to quantify that crash
in all its pristine virgin glory, and I really am struck dumb with
that prospect. It is awesome.

One of the proponents of information theory (over many beers
last ni^ht) agreed with me, I think, that there are some noble old
artisans that practice this art (and in many ways it is an art and
not a science) and that their judgements are made from witchcrafts
much as if they were in a florentine workshop. The names that
were kicked about were Larry Cranberq, whose inelastic scattering
cross-section measurements for U-238 appeared in 1953 and 1954
papers. I would throw the data away, but his judgment was
marvelous and I think it is difficult to quantify that sort o*
thing. Also, there are people like To* Bonner who created things
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that are still widely and successfully used. I do not know how
Tom Bonner did it, but he did it right. At least time seems to
indicate th-is.

Getting down to the more realistic things of life, one of the
key things thc.r was cited in the lectures yesterday, I believe by
Mr. Gohar, was the breeding yield for Li-7 in a fusion device. If
you look at that evaluation, you will find that it has some real
problems. Now I wonder, do we want to commit our time to trying
to massage that same old set of numbers or do we want to get some
new numbers? Personally, I prefer the new number approach. I
think given the amount of fixed resources 'at best fixed, maybe
dwindling), you have get to ask yourselves if you want to load
your experimenter with the much more burdensome chore of
reanalyzing old experiments or do you want him to resolve the Li-7
problem by a new measurement? (And not by a bunch of statistical
numbers on the same old data). Wolfgang, I think, had an example
of it there on "J-235. Ten years later he is now back to about the
same number that ne had long ago. My question is, should I worry
about doing another experiment with ?% accuracy on the "J-235
fission cross section and quantify all its glorious uncertainties
if I can, or should I struggle for a factor of five improvement in
accuracy that I think will really make an impact? Maybe I wi"!!
not know that accuracy better than 25 or even 50X, but perhaps
that is the way to go. I W O J H like an answer to that question.

I will ~iake one final remark. Last Friday there was a
lecture in one experimental group in this country and a supervisor
got kind of nasty. The point of the lecture was to urge
experimentalists in the grcjD to publish the experimental data
that they hade accumulated over the past two years. Now, if I ask
people, who I cannot now get to publish results, to add all these
extra error assignments which are really unknown in some cases,
then instead of having perhaps ten total cross sections if. the
fission product region, you will maybe have half of one. So, you
have to decide whether you want ten measurements that are not
fully specified or do you want the half of one. This is the
judgment you have to make . There are only so many resources,, and
I think you have to face up to these things

Bhat

One of the complaints you hear from experimentalists about
evaluators is that "they do not understand my data," or "look at
what he has done with my wonderful data."To get around this
complaint, at least in the case of standards measurements, 1 think
it is the duty of the experimenter if he wants his errors treated
correctly (statistical errors, systematic errors, correlated
errors, etc.), to write the information down in his publication.
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It is true that it is more work, but the standards measurements
form a class by themselves. For a standards measurement where you
are worried about 2,3 or even IX uncertainties, perhaps it is part
of the game that you have to take the trouble to put down all the
error information in black and white.
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NEW ASPECTS IN THE ^
EVALUATION* OF THERMAL NEUTRON CROSS SECTIONS

S. F. Mughabghab

Brookhaven National Laboratory
Upton, N. Y. 11973, U.S.A.

ABSTRACT

Because of recent advances in experimental
techniques, which improved the accuracies of thermal
capture and scattering cross sections by an order of
magnitude, a more stringent approach in the evaluation
of the thermal constants is developed. In the present
approach, the following aspects are introduced: (1) a
consistency between thermal cross sections, coherent
and incoherent scattering lengths, and neutron
resonance parameters is achieved; (2) a consistency
between the isotopic and element cross sections is
sought; in addition, for each isotope, the requirement
that the partial cross sections add up to the total is
fulfilled; (3) where possible, charged particle data
particularly derived from (d,p) reactions on light and
medium weight istopes are used in locating the
positions and strengths of bound levels. Such a
procedure is useful in the evaluation of the shape of
the cross sections in the thermal region; and (4) the
Lane-Lynn theory of direct capture is called upon to
calculate thermal cross sections and check for
consistencies for certain Isotopes.

Extensive examples to illustrate these procedures
are presented.

This work was performed under the auspices of the U.S.
Department of Energy.
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I. INTRODUCTION

I would like to start this review by asking a question: Why
study and evaluate thermal neutron cross sections?

The answer to this is that the neutron has a "charm" and the
neutron interaction at thermal energies is fundamental and
important for several reasons:

1. Thermal cross sections are fundamental in testing hx&h
energy theories. Examples which can be cited are the pion
exchange' ' and the quark models' '. The pion exchange model
was called upon by Riska and Brown'*' to explain a 10Z discrepancy
between the measured cross section of H and previous calculations
and by Hadjimichael* ' to calculate the radiative neutron-
deuteron capture cross section (320 ± 50 ub). The quark model
was applied by Carlitz et al.^J t0 achieve consistency between
measured and calculated neutron-electron interaction scattering
length. The latter calculation gives an indication of the
structure and charge properties of the neutron.

2. Thermal cross sections are important ingredients in low
energy nuclear theory:

a. Accurate knowledge of the singlet and triplet
scattering lengths of H is basic for theoretical models dealing
with the (n,p) interaction.

b. Scattering lengths of the four nucleon systems, n- H
and n- He, can also shed light on the nucleon-nucleon
Interaction. ' Experimental values of the thermal neutron
scattering lengths of 3H and 3He favor the Yukawa over the
exponential form factors.

c. Spin dependent scattering lengths (and subsequently
incoherent scattering lengths) of light and medium weight nuclides
can test the accuracy of shell model calculations. '

3. Thermal total and partial capture cross sections provide
experimental tests of the validity of the Lane-Lynn theory of
direct capture. Verification of this theory will be presented.
This will be followed by a discussion of the applicability and
limitations of the theory.

A. For light and medium weight nuclides, thermal cross
sections can compliment charged particle data in predicting spins
and (d,p) spectroscopic factors of final states.

5. Thermal cross sections can check the completeness of
resonance parameters ,and can be used to derive the potential
scattering radius R which is important in optical model
calculations.

6. Thermal cross sections are important in determining the
absolute neutron capture Y-ray Intensities which in turn are used
as a tool in the identification of elements and impurities in
samples.

7. Improved knowledge of the thermal cross sections are
required for reactor cycle and burn-up calulations. This would
result in improved design of thermal reactors.

- 3*0 -



8. thermal cross sections are used A S standards. Examples
are the capture cross sections of Au, 5 Co, 5Mn, the scattering
cross sections of H, C, Si, V, Ni, and the fission cross sections
of 2 3 5 U , 2 3 9Pu.

II. PROCEDURE IN THE EVALUATION

We briefly outline in this section the various steps involved
in the evaluation of thermal cross sections.

1. The first step in any evaluation is compilation of the
experimental data. A complete and correct documented data base
must be available. The CSJ.SRS Library can be used for that
purpose with a supplementation of the most recent data which may
not be yet in the computerized files.

2. This is followed by a reduction of the data to a standard
form. The following steps are required:

a. The reported cross sections are normalized to the
standard cross sections of 5 5Mn. 5 9Co, 1 9 7Au, (capture), C, Si, V,
Ni (scattering), 2 3 5 U , 2 3 9Pu, " 2 C f (fission), and to the most
recent recommend half lives and abundances.

b. Corrections for reactor neutron spectrum and Isotopic
iapurities, if possible, are made. This can be achieved with the
aid of catalogues of strong Y~ray intensities and resonances,
provided that the authors reported the required information.

c. A correction due to the shape of the cross section is
made. This is possible if the locations of positive energy
resonances and bound levels are known.

3. Weighted averages of the normalized data are produced ind
internal and external errors are calculated.

4. The last step requires consistency checks.
a. A consistency between thermal capture cross sections,

coherent and incoherent scattering lengths, and neutron resonance
parameters is achieved.

b. A consistency between the isotopic and element cross
sections is sought; in addition, for each isotope, the requirement
that the partial cross sections add up to the total is fulfilled.

c. The Lane-Lynn theory of direct capture is called upon
to calculate thermal cross sections and check for consistencies
between thermal capture cross sections and scattering lengths for
certain isotopes.

d. For light nuclides, one can utilize the principle of
charge symmetry to calculate, for example, scattering crocs
sections. An excellent example is provided by the analysis of
Hale and D o d d e r W for the reaction p+3He f y n+T. These
authors predicted the singlet and triplet scattering lengths
a+»3.32 fm, a_«4.45 fa and consequently a«3.6 fa.

5. In the actinide region, one can achieve additional
consistency between a , o,, a , o , a,n,v by the least squares
method. Y t a s
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ft**! l<7> and
will forego its discussion.

111. THEORETICAL CONSIDERATIONS

At this stage, It is important to review some of the
theoretical relations which will be used extensively in the
discussion.

A. Coherent Scattering /taplitudes

The spin dependent scattering amplitudes a + and a_ associated
with s-wave resonances of spins I + 1/2 and I - 1/2 (where I is
the spin of a target nucleus) can be written in terms of the
resonance parameters as

=R' | V J nJ (1)

where the summation is carried out over resonances with the sa
spin. The total coherent scattering amplitude is then the sum of
the partial amplitudes weighted by their spin statistical factors
g + and g_,

a = g+ a + + g_ a_

(2)
B+ 21+1 g- 21+1

The coherent scattering amplitude for each spin state Eq. (1) can
be separated into real and imaginary parts:
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where ar and a^ are the real and imaginary components,
respectively. It is interesting to note that the Imaginary part
can be related to the absorption cross, o by:

k a
a i

a (4)

where k is the wave number.
With the exception of few nuclldes, neutron resonances are

located far away from thermal energies. Under these conditions
and for EJ >T. the coherent scattering amplitude takes the simple
form 3

r.
a = R1 - 2.277xlO3 ~ J - . (5)

Eoj

Another important relation which is required in the analysis of
experimental data is the one between the free, a, and bound, b,
coherent scattering amplitudes

. , A + 1.0087
D =

where b n e is the neutron-electron interaction length. ,QIts most
accurate value was determined recently by Koester et al.^ '

b - -^1.38 ± 0.03) x 10~3 fm
ne \ /

The coherent and spin-incoherent free scattering cross sections
can be described in terms of the coherent scattering amplitudes
by:

acoh ' 4JI

CTinc (spin) - 4n g+g_ /a + - a_ 1
 2 (7)

For an element with several isotopes, an additional Incoherent
scattering cross section arises due to differences in the coherent
scattering amplitudes of the various isotopes.

a lnc (isotopic) - 4.2 2 \ f« fn\
n
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where £„ and an are respectively the abundance and the scattering
amplitude of the n-th isotope.

In recent years, specialized techniques based on the wave
properties of the neutron (interference, refraction, reflection,
and diffraction) have been developed which resulted in highly
improved knowledge of the coherent scattering amplitudes of the
various isotopes and elements. These methods, as well as the
Christiansen filter method, are described in the excellent review
article by Koester/10'

These relations provide the link between the thermal neutron
cross sections and resonance parameters and can serve to check, the
consistency of the resonance parameters. A knowledge of the
magnitude of the potential scattering radius R' at low neutron
energies and its variation with mass number is required, this is
derived from an analysis in the resonance region supplemented by
theoretical calculations.^11^ The variation of the potential
scattering radius with mass number and its comparison with optical
model calculations' ' is shown in Fig. 1.

10

9

8

7

£6

_

-

—
i

ii

Xf

1 ' 1

1 , 1 .

1 • 1 • 1 •

*"—-OPTICAL MODEL
CALCULATION
MUGHABGHAB

-

-

40 80 120 160 200 240
A

Fig. 1 A plot of the potential scattering radius with
mass number, A.
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o
B. Relationship Between Sj- and r

In this section, we present a useful relationship between the
reduced neutron width I\? and the (d,p) spectroscopic factor and
determine the normalizing factor. In particular, the single
particle dimensionless bound reduced neutron width for s—wave
resonances is determined by a comparison of the experimental (d,p)
and (n,n) data.

The (d,p) spectroscopic factor can be defined as the square
of a ratio of dimensionless reduced neutron widths,

s. - -a- O)
dp 02

sp

where 0 is expressed by:

n V
h do).

MR2

and the reduced neutron width Yn for s-wave neutrons is defined as

Y 2 - 2 ( 1 1 ) .
'n 2kR

where k is the wave number and R is the nuclear radius.

Substituting Eqs. (10) and (11) into (9), and using an
interaction radius R-1.35 A1'3 fm, one gets

r°
Sdp * 7-40xl0'5 A1/3 - H — (12)

sp

where V is expressed in eV units.
Note that 0* is model dependent. For example the use of

harmonic oscillator wave functions^12' j; gives O* -0.036. Instead
of relying upon model calculations, we apply Eq.(12) to the *2C+n
system to derive 0 „

sp.
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Meadows and Whaler/1-^ carried out a precise measurement of
the total cross section of natural carbon (98.89% *2C) in the
energy region 100-1500 keV. Within the framework of single level
R-aatrix analysis, the authors obtained an excellent fit of the
total cross section throughout the whole energy region. The
derived reduced neutron width of the bound level at -2020 keV
is y 2 " 540 keV for an interaction radius of 4.80 fm. This bound
level was studied by Darden et al.*1*) by the (d,p) stripping
reaction, for which a spectroscopic factor S^p = 1.1 is
obtained. Substituting these values in Eq. (12), one derives

2
0 = 0.175
sp

and hence,

1 / 3Sdp = 4-21xl0"4 A 1 / 3 r° (13)r

This relation is used extensively in converting the (d,p)
spectroscopic factors to reduced neutron widths.

C. The Lane-Lynn Theory of Direct Capture

Before recalling the essential relationships required in the
analysis of partial and total capture cross sections, it is
instructive to describe briefly the historical development of the
experimental investigations dealing with this exciting field.
Finally, the first quantitative verification of the
Lane-Lynn'"' theory is presented.

1. Historical respective

a. In 1958, Groshev and his collaborators^-*"'
observed a correspondence between y- r*y intensities and (d,p)
spectroscopic factors for final states characterized by ln«l for
the even-even target nuclides 24Mg, 2 8Si, 3 2S, A 0Ca as well as odd

even isotopes 23Na, 2 7A1, and 3 lP. The suggestion was put
forth*"' that a direct capture mechanism, plays an important role
in these nuclides.
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b. Two years later, Lane and Lynn^ ' formulated
within the framework of R-Matrix theory a detailed theory of
direct capture by subdividing phase space into internal and
external regions. The partial capture cross sections for El
transitions were explicitly calculated in terms of an algebraic
expression. The essential feature of the theory is the dependence
of the partial capture cross section on the (d,p) spectroscopic
strength and on the gamma-ray energy.

c. .The capture theory of Lane-Lynn motivated
experimentalists*- •* to search for., a correlation between
reduced Y-ray strengths, I /E°, and stripping strengths,
(2Jf+l) Sd , where Jf is the gpirS! of the final state
populated by the y -ray. For a quantitative study of the
correspondence between (n,ir) and (d,p) data, Hughes, Kennett, and
Prestwich'*°' introduced the correlation coefficient:

= 5fci - q) (si - *)

where T and S are the average values and the sunraation is carried
out oveT i»n final states. For the reaction 55Mn(n,f) 56Mn a
correlation coefficient p=C,84 for eight final states was
found. ,. Similar studies were carried out for the Ca
isotopes, U9- 2 1) Ea, 1 3 8' 1 4 2Ce, 1 4 2 N d ( 2 2 ) which revealed in some
nuclides high correlation coefficients approaching unity.

d. A significant development was the 37C1 (n.^) 3 8C1
investigations of Spits and Akkermans'23' who reported at the
Budapest Conference that the correlation coefficient was
substantially iiproved when an E instead of an E energy
dependence was considered. Other nuclides in the same mass
region 2 7A1, 3 1P, 3 2 S , 4 0Ar, and the Ca isotopes, exhibited the
same trends.

e. Since such E -dependence was not yet
understood,^24' Kopecky, Lane, and Spits*'25' pointed out that this
behavior is predicted by the Lane-Lynn theory and arises because
of the energy dependence of the radial dipole matrix element.

f. The observation^2"^ that high correlation
coefficients were reported for those nuclides whose potential
scattering radii. Rf, differ significantly from the interaction,
radius R-1.35A1'3 indicated the presence of a (R-R1) term in the
direct capture cross section.

g. The previous observation motivated Mughabghab^"'
to carry out the calculations in the framework of the Lane-Lynn
theorv and its verification for 136Xe as well as 1 3 8Ba, 14*S«,
and 29Si was presented.(27)
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2. The Direct Capture Cross Section for El
Transitions. In this subsection, we present the expression for
the direct capture cross section as derived by Ijar.e- and

< 1 5

(15)

The reader is referred to the original article* ' for the
nomenclature. In most cases, it can be shown that b t which is
related to the neutron capture cross section, is very soall and as
a result could *>e ignored in the relationship. For nonzero spin
target nuclides (1^0), s-wave capture results ir. channel spins
1+1/2 and 1-1/2. For equal capture in these components (i.e., As'
is the same for the two channel spins) the above expression can be
simplified Co the following form:

I D « -- _ 4 ™

Of(potential)

where a (hard sphere) •

(16)

ff = R 2

and ag is the coherenc scattering aaplitude.
The variable u takes into account the multiplicity due to the

incident-neutron channel spin. For It « 0, u " 1. Itowever, for a
target nucleus with nonzero spin, It:

1 for Jf - lt ± 3/2

2 for Jf « lt - 1/2

It is interesting to note that the second term within the
brackets of Eq. (16) represents the resonance channel contribution
and It has a large effect in those nuclldes where K is auch
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different froa R; i.e., 1^ the neighborhood of A^35 and 138 (Fig-

1).

We eaphasize that bq. (16) holds under the following
conditions:

a. even-even nuclldes,
b. for nuclides with Ifo and af is the s u e for

1+1/2 and 1-1/2,
c. if as is not the saae for 1+1/2 and 1-1/2, Bo..

(16) is still applicable for transitions to final states with
Jf-l±3/2; otherwise, Eq. (16) needs aodlfIcatlons requiring the
p,/2 * n Q P3/2 components of S d p as well as spin statistical
factors.

3. Verification of the lane-Lynn Theory. The
experimental test o7 tiKe Une-Lynn theory of direct capture of
slow s-wave neutrons wit provided by the reaction 13*Xe
(n,r) 1 3 7Xe. Three facts^27' presented signatures that direct
capture plays a dominant role in the reaction mechanism of this
Isotope. These are: (1) nearby s-wave neutron resonances are
not known In 136Xe, (2) the neutron capture cross section i«
w a l l / 2 8 ' and (3) the correlation coefficient between Y-ray and
(d,(>> strengths is maximized to a value of 0.984 for an E^ 1* 2

dependence of the partial capture cross sections.
On the left-hand side of Fig. 2 is demonstrated the

variation of the correlation coefficient with the power, n, of tbe
gaaaa-ray energy. On the right-hand side Is represented the

1.0

a*

as

a«

as

o

"%••• •A
. , 'OSM \

1

\
,•0524

••so \

\

1 1 1 \ 1

ais rr
aco 57
o n rt
ceo r/on v

ou r/

I.M 57

77

\ \ \
4CC&9

•OUO

Fig. 2 Study of the variation of the correlation coefficient with
the reduction -«ctor n for the reaction 13*»e(n,Y)1"la!. Itote
that p approaches unity for a-1.2 which la a signature for direct
capture. The right-hand side of the figure above the •eaa«re«
prlaary El transitions populating the low lying states of 1 3 7Xe.
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pertinent El transitions feeding final states with large (d,p)
strengths. The relative y-rav intensities'2*' are normalized to
absolute values by two methods*27' which yield results accurate to
within 107. These are displayed in the second column of Table
1. The final states, their spins, and spectroscopic strengths are
shown in colusms 3, 4, 5, respectively. The partial capture cross
sections are calculated with the aid of Eq. (16) based on the
parameters of Table 1 and an interaction radius of 1.35 A*'3 fa.
The last column gives the experimental partial capture cross
sections obtained by o - - I £a where o -260120mb. As shown,
the agreement between the theoretical and experimental values is
remarkable. Additional impressive examples are presented in
Section IV.

Table 1

136Xe (n,Y) 137Xe

1 ET(keV)

3424.55

3039.37

2183.88

2088.93

1829.44

1535.09

1415.91

SDH

If(«

39.313.9

12.711.7

10.210.9

4.510.5

1.310.1

5.710.6

0.851.09

74.55

Bx(keV)

601

986

1841

1936

2106

2490

3609

J f

V*
»/2

V2

v2
v2
v2

(2Jf+1)S

1.96

0.68

0.72

0.40

0.12

0.60

0.16

4.64

Theo

104

30.6

23.9

12.7

3.3

14.1

3.5

192.1

V ("b)

Exp.

102

33.3

26.5

11.7

3.4

14.8

2.2

193.9

IV. APPLICATIONS

In this section, we present several interesting and
remarkable examples Illustrating the Ideas and principles
developed in the previous sections.

A. The Capture Cross Section and Absolute T-ray Intensities of
I2C (n.Y) f3C.

The pertinent El transitions In the reaction 12C (n.Y) 13C
are the ground state transition *l/2—* p ., and the transition
feeding the second excited state s J / 2 » Pj 2. with the aid of
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the (d,p) spectroscopic factors measured by Darden et al.***' (H D
optical model parameters) and an interaction radius 1.35A*'3 (3.09
fm), the partial capture cross sections are calculated by
Mughabghab(31) for the first time and are presented in Fig. 3. A
total capture cross section of 3.39 ^ As t h e n obtained, which is
in good agreement with a recommended^8-' value of 3.4±0.3 mb and
with the most recent accurate value'3^' 3.53±0.07 mb.

\ /

t 4946

3854 5/2*
36B6 3/2"

• 3086 1/2*

4946
1260

i (2J+HS

2.2
0.4

THEORY
67.3
52.7

u

EXP
67.47*.92
32.14! .64.

lie.

*ylmb)
THEORY
2.28
I I I

3.39

Fig. 3 Comparison between theoretical and measured partial
capture cross sections as well as gamma-ray intensit ies for the
reaction 12C (n.y) 13C.

Included also in Fig. 3 are the measured' 'and calculated
values of the two gamma-ray intensities. As indicated, the
agreement between the two sets is indeed surprisingly remarkable
in view of the fact that the spectroscopic factors are known to an
accuracy of 10-152. The other surprise which emerged from this
study is the fact that the use of an interaction radius of

1'3 for a nucleus as light as 12C3 for a nucleus as light as 12C described well the data,
emphasized here that the same relationship for the

1.35 A
It is
interaction radius was used in the calculations of the radiative
capture of neutrons by 136Xe.
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B. The Capture Cross Section of l 3C and the (d,p) Spectroscopic

Factors

This nuclide provides us with an interesting example of
interference phenomena between hard sphere and potential
capture. As will be demonstrated shortly, a precise knowledge of
the coherent scattering amplitude for channel spin 1+1/2 is
required. Since the spin of the target nucleus is 1/2, s-wave
capture by l*C results in spins of 1 and 0. The pj/n ground state
and the second excited pj/ 2 state at 6589 keV both have spins and
parity 0 + and therefore can be reached only by electric dipole
radiation from capturing state 1". Therefore, the coherent
scattering amplitude a + as well as the (d,p) spectroscopic factors
must be known to a high degree of accuracy. At the start, let us
check the consistency of the bound incoherent scattering
amplitude, b +- b_ with the (d,p) spectroscopic factors for s-wave
states. Glattli V.t a l / 3 ^employed the method of pseudomagnetisn
for measuring the spin dependent scattering amplitudes of slow
neutrons for various isotopes. A value of b+-b_=-1.2±0.2 fm was
obtained.^^ Employing the Christiansen filter method, Koester

e t al.^35^obtained for *3C,b=6.19±0.09 fm. Conbining these two
measurements, one obtains:

a + = 5.47±0.09 fm

a_ = 6.59±0.36 fm

Table 2
Spectroscopic Information of C

E
X

6 .

6.

6 .

(MeV)

0

094

589

903

E

_2

- 1

n0teV>

.083

.275

J "

0 +

1"

0 +

0~

z

1

0

1

0

%
( a )

2 . (il

0.87,

1.03

2.09

0.78

(fa)

0

0.

0.

0 .

067

20

20

24

" (keV)
n (c)

0. 791

0.9-.9

(c)

0.76

0.94

(a) Ref. 37 (b) ref. 36 (c) Present ana lysis

It is interesting to point out here that N o n u u T
calculated within the framework of the shell nodel an incoherent
scattering length b+-b_—0.95 f» for a value of b-6.19 f». This
is in good agreement with a measured value of -1.2±0.2 fa. Using

- 352 -



this latter value, the information''"' that the reduced neutron
width of the state at 6.903 MeV is 1.2 times larger than that at
6.094 MeV, the contribution of positive energy resonances, and Eq.
(5), one obtains reduced neutron widths 0.791 and 0.949 keV,
respectively, for the 6.0944 and 6.903 MeV states of C. These
values correspond to spectroscopic factors Eq. (13) 0.78 and 0.94,
respectively, and are included in Table 2. Note that the
spectroscopic factor for the first excited state derived in this
analysis is in excellent agreement with the value extracted by
Datta'") for the case where distorted wave Born calculations
using optical model parameters of Watson' ' are applied. Because
of this fact, a value of S^ «2.O9 instead of 2.61 for the ground
state of * C is chosen in the calculation of the partial capture
cross section feeding the ground state. The theoretical value
for the ground state transition is found to be a n*l»19*o*6O
mb. The large errors on this value are a reflection of the
uncertainty in a+(1.65%)! We emphasize that such large
uncertainties in the calculated values are in general unusual.
They are the exceptions rather than the rule. The *^C nucleus
represents a unique case of strong destructive Interference
between potential and hard sphere capture Eq.(16). This arises
because of the comparatively large value of the Tf~ray energy
populating the ground state and the large negative difference
between R and a+, i.e., R-a+»-2.30 fm. Because of this
interesting situation, the variation cf a n with a. is
investigated and the results are described in Fig. 4. Of interest
is the parabolically rapid change of o . with a+. A minimus value
occurs at about 5.2 fm and at 6.0 fm o n takes a value of 9 mb.

Fig. 4 Variation of the partial capture cross section populating
the ground state of ' C with the scattering length, a+.
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Comparison of the present calculations can be made with the
very recent measurement of Lone*-"^ who determined the *-*C
absolute gamma-ray intensities feeding the ground state and the
second excited state at 6.589 MeV. These are (84.0±2.3)Z and
(8.5±0.5)2, respectively. In addition, the ratio of the capture
cross sections of 3C and 1ZC was found to be:

0.388 ± 0.010

.(32) 3.53+0.07 mb for 1 2C,Adopting a capture cross sectionv

one obtains a (*3C) -1.37±0.04 mb and a partial capture cross
section 1.15±O.O4 mb for the ground state transition. This value
is in excellent agreement with the theoretical value 1.19 mb!

Since the spectroscopic factor for the 6.589 MeV state of **C
is not yet determined, we apply Eq. (14) to obtain Sd *O.O58±O.OO4
for this state. It will be of interest to measure this value. A
summary of the present results and measurement^33-' Is presented in
Table 3.

Table 3
Comparison of Theoretical and Measured Partial

Capture Cross Section for ^C

E. (keV)

8174

1586

1.(2)

84.0^2.3

8.iiO.5

E (kcV)

0

6589

J •

0+

0 +

l

1

%

2.09U )

0.058*
0.004

(b)

(b)
:y(rab)

1.10

(c)
;Y ( c ! b )

1.15r0.4

0.12- .01

(a) Ref. 37. Value corresponding to a Watson Potential
(b) Present Results
(c) Ref. 33
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C. The Coherent Scattering toplitudes of B, ^ ' ^ B and the
Capture Cross Section of B

Because of interest by solid state physicists in the coherent
and incoherent scattering amplitudes of natural boron and its
stable isotopes, i u> i i^ ) ^ present in some detail an evaluation
of these quantities and consequently apply the lane-Lynn theory to
obtain a better estimate of the capture cross section of B. In
addition, B provides an interesting example of Illustrating the
requirement of modifying Eq. (16) in order to take into account
the unequal contributions of the two channel spins of the initial
state. At first, let us consider the coherent scattering
amplitude of ^ B . Two discrepant values, one by Koester et
al.( 4 0 ) (b=6.66±0.02 fra) and the other by Craven and Sabine(41^
(b»6.1±0.1 fm) are at present available. Recourse to the known
positive^ ' and negative^ ' energy s-wave neutron resonances
indicates that the resonance parameters, combined with a potential
scattering radius of R -4.98 fin, art in agreement with b-6.66
fm. The former value j.s in excellent agreement with a potential
scattering radius of R -R(l+R )=4.95 fm derived from the data of
White et al.* ' Furthermore, the resonance parameters provide
information on the free spin-dependent scattering lengths:

a + - 5.27 fm
a_ = 7.53 fm

which yield an incoherent scattering amplitude a+-a_=-2.26 fm and
hence an incoherent scattering cross section of 0.150 b. We note
heiie that, since the spin dependent scattering lengths have not
yet been measured independently, it will be informative to
determine them by •"he method of pseudomagnetism.^ ' This is
essential because of the important role of these quantities in the
Lane-Lynn theory.

We draw attention to the point that a coherent scattering
amplitude 6.66±0.02 fm for 3 implies a vanishingly snail value
for the real part of the coherent scattering amplitude of *^B
(0.00±0.22 fm). This conclusion is based on b«5.34±0.04 fm for
natural baron.'*°' The imaginary component of *^B coherent
scattering amplitude can be determined with the aid of Eq. (4) and
its value is 1.0671:0.003 fm. A summary of the present analysis Is
shown in Table 4.

At this stage, let us turn our attention to the study of
the 1'B capture cross section. Since the recommended'*"' value,
5.5±3.3 mb, has such a large uncertainty, it is Instructive to
evaluate it in terns o£ the Lane-Lynn theory. However, because
the scattering amplitudes for the two spin states of K are quite
different, the capture cross sections for the two channel spins
1*1/2 -2,1 are different. As pointed out previously, the Lane-
Lynn expression requires a modification to take Into account the
spin factors and the V\/2 *n<* p3/2 * " P l l t u d e s of the (d,p)
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Table 4
Scattering Parameters of B and Its Isotopes

Abundance

b (fm)

bi(fm)

a+(fm)

a (fm)

R'(fm)

ag(b)

°inc<b )

B

5.34±0.04

0.2113±0.06

4. 27 +0.07

1.26+0.03

10
B

19.8%

0.00+0.

(1.067±

-3.21

A.03

4 . 1

2.23+0

2.11+0

22

.003)

.06

.08

11
B

80.2%

6.66+0.

5.27

7.53

4.98

4.84±0.

0.15+0.

02

04

03

spectroscopic factors of the final states. Denote the
and P3/2

S 3/2+'> 1/2
n

amplitudes of b y SS3/
(d,

a n d Sl/2
and (n,-;)

Pl/2
so that

3(jp=:j-3/2'
t":5~i/2' A c o m P a r i s o n °f the (d,p) and (ri"j-;) strengths

for a target nucleus with spin 1-3/2 (i.e.11B) is shou.i In Table
5. Note that for final spin states I±3/2 (i.e. Jf«3,0) th*; (n.f)
strengths are still correlated with the (d,p) strengths. Also
note that for equal contributions from the two channel spins, 2
and 1, the interference terms between Sy2 anti sl/2 c a n c e * out,
and as a result the (n,t) and (d,p) strengths are still
correlated. However, for unequal contribution from channel spins
2 and 1, it is obvious that the (n,f) strength is no longer
necessarily correlated with the (d,p) spectroscopic factors.
Consequently, the Lane-Lvnn relationship requires correction
factors which are derived*-31' and are described in Table 5.

In order to be able to carry out the calcul; tions, the
relative strengths of the pj, 2 and p,<2 amplitudes need to be
known. In principle, such information can be derived from (d,p)
experiments carried out with vector-polarized deuterons. However,
this knowledge is scanty, and therefore, as an alternative, one
has to resort to some guidance from theoretical investigations
similar to that of Cohen and Kurath/*5'

The pertinent electric dipole transitions in 12B are those
populating the ground state (1 +), the first, and fourth excited
states at 953 keV (2+) and 2724 keV (0 +), respectively. It is
assumed that the Ml transition feeding the 1674 keV state (2~) is
weak. In the (d,p) study of Monahan et al./*-*) i t i s SUggeste(j
that the ground and the first excited states are characterized by
pure p,/, orbitsils while the state at 2724 keV is a pure
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state. These are to be compared with the predictions of Cohen and
Kurath™ 5' who described the ground state as possessing 14% P3/2
component while the first and fourth excited states are pure Pi/o

Table 5
Comparison Between (d,p) and (n,f) Strengths For

Electric Dipole Radiation of Target Nucleus with Spin 1-3/2

(d,p) Strength

7 S 3 / 2

5CS \ n + S \/2)

3(S \ n + S \ n )

S3/2

3

2

1

0

1

(n,y) Strength
Channel Spin 2 Channel Spin 1

7 S 3 / 2

4 <~S3/2+ Sl/2>2

1 f 2
1 ( S3/2V 5 S l /2 )

0

| (S3/2+ S l /2 ) 2

and P3/0 states respectively. Accordingly, the calculations of
partial capture cross sections and Y~ray intensities are
calculated on the basis of both of these conclusions regarding the
components of the ground state. The results which are displayed
in Table 6 show the calculated total as well as partial capture
cross sections which are in good agreement with the experimental
value, 5.5±3.5 mb. Also shown are the predictions of the
absolute Y~ray intensities which have not yet been measured. In
order to test these theoretical results, it will be of great
interest to measure the total capture cross section with better
accuracy as well as the gamma-ray spectra due to capture in ^^B.
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Table 6
Theoretical Values of the Total, Partial Capture

Cross Sections, and Absolute Gamma-Ray Intensities of

E
1

3

2

0.

(MeV)
f

370

417

646

Total

E
;

0

2

/MeV)

0

953

724

J

1 +

2 +

0 +

S dp

0.69

0.55

0.21

ay(mb) ( b )

3.77

2.56

0.07

6.40

V
58.

4 0 .

1 . 1

100

Xj

9

0

(c)
a (mb)

Y

3.54

2.56

0.07

6.17

(c)

57.4

41.5

1.1

100

(a) Ref. 43
(b) Present results on basis of a pure Pj/£ ground state
(c) Present results on basis that the ground state contains 14X

P3/2 c o mP o n e n t*
D« Neutron and Nuclear Spectroscopy of F

So far, we have dealt with the evaluation of thermal cross
sections. Now, we present an example illustrating the inverse
process whereby the thermal constants can be used as a powerful
tool in the evaluation of the s-wave resonance parameters and the
deduction of properties of bound p-states. This can best be
appreciated by examining the i9F(n,Y)20F and 19F(n,n)19F reactions
at thermal energies. Fluorine is especially important in view of
its possible use in the design of the breeder blanket for fusion
reactors.

The total neutron cross section of I 9F (I - l/2+) reveals* "
an unresolved doublet at 270 keV, one component of which is an s-
wave resonance whose parsueters are naturally not well
determinedUH; (r - 25*10 keV, r - 4.2±1.8 eV). The negative
sign of the incoherent scattering amplitude^ '* (b+ - b_ «
-0.19±0.02 fm) can be accounted for In terms of either a bound s-
wave resonance with zero spin or alternatively a positive
resonance with spin 1. The polarisation data of Gul'ko et
al.,*48' which indicate that 42X to 70% of the capture of thermal
neutrons is formed in channel spin 1, is the arbitrator, thus
confirming a spin assignment of 1 for the 270 keV resonance. In
fact, it will be shown shortly that 75Z of thermal capture takes
place in channel spin 1. Attributing the difference in the
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coherent scattering amplitudes, b + and b_, to the s-wave 270 keV
resonance, and applying Eq. (5), one derives a value, V «11±1
keV. The error is attributed to the uncertainty of the incoherent
scattering amplitude. The present value of the neutron scattering
width is in reasonable agreement with the previous estimate. ^

To determine the radiative width of the 270 keV resonance,
the direct capture cross section have to be determined. This is
achieved by describing the two transitions populating the ^ n

=l
final states to a direct capture mechanism. On the basis of this
assumption, which will be subsequently verified, a value of 4.7 mb
is obtained on the basis of a total capture cross, 9.6±0.5 mb, and
the known El gamma-ray intensities.^ '

The difference between these values, (9.6-4.7*4.9 mb) is
attributed to internal resonance capture arising from the s-wave
resonance at 270 keV. With the aid of the Breit-Wigner
relationship, one obtains then a radiative width of 4.9+.0.7 eV for
the 270 keV resonance.

Because the coherent scattering amplitudes of the two channel
spins are practically the same, it follows then that the direct
capture components of the corresponding channel spins are equal.
Therefore, the total capture cross section in channel spin 1 is
equal to 7.25 mb (4.9+4.7x1/2). Consequently, 75% of the capture
is formed in channel spin 1. This is in conformity with the upper
limit reported by Gul'ko et al.^ 8^

The (d,p) spectroscopic factors and spins of the ^Op states
at Ex-5937 keV and 6019 keV can be determined by applying Eq. (16)
and the information^ ' that the (d,p) cross section of the 6019
keV state is about 1.5 times that of the 5937 keV state. The
absolute intensities of the gamma rays feeding these two states
were adopted from the investigations of Spilling et al. '
because of the use of a filtered thermal beam to remove the
contribution of fast neutrons. The results of the present
analysis are displayed and are compared with those of Mosley and
Fortune.'^*' As shown, the agreement in the values of the
spectroscopic factors is indeed very good. However, there is a
marked discrepancy with regard to the spin assignment of the 6019
keV state. The present study indicates that u»2 and hence J»l
for this state. One plausible explanation of the discrepancy is
the postulation that the 6019 keV state is a closely spaced
doublet, one component of which is characterized by S.n"3, J*2~.

On the other hand, combining the present results with thjse
of Ajzenberg-Selove,^2' (J »1~,2~) one arrives at a spin
assignment of J - 2 " for the 5937 keV state.
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Table 7 2Q

Nuclear Spectroscopy of F P-States

E (keV)

665.5

583.5

(a)
I CO

y

15.4

34.0

I-

1

2

(b)
ô  (mb)

1.46

3.23

E (keV)

5937

6019

(c)
SdP

0.588

0.714

(d)
S d P

0.43

0.68

,. <c)
J4"

2-.0"

l"

_ (d)
J"

(a) Ref. 50
(b) Experimental partial capture cross sections
(c) Present study
(d) Ref. 51

E. The Direct Capture Components of 2 0 > 2 2Ne s
 26Mg, and 3 4S

For many of the light to medium weight nuclides, the number
of final states which are characterized by a neutron orbital
angular momentum, £n-l> is limited. As a consequence, this aspect
renders the study of the reaction mechanism with the aid of
correlation analysis limited.*53^ "^fi difficulty now is
resolved, thanks to the 1 3 6Xe (n,y) 1 3 Xe reaction/27' by
carrying out the quantitative calculations, Eq. (16), and
subsequently making a comparison with the experimental data. In
this section, we present z ' Ne, Mg, and **s as representative
examples illustrating this situation. The absolute gamma-ray
intensities and (d,p) spectroscopic factors are surveyed and
collected from the literature and compilations.^ ' The
calculations of partial capture cross sections are carried out by
the author adopting the procedures described previously. The
results are displayed in Table 8. As is readily evident by
inspection of the last two columns, there is a general good
agreement between the theoretical and experimental values. It
seems that the theory can predict the strong transitions to an
accuracy ranging from 6% to 15Z as opposed to 30X for the weaker
ones. This trend can be attributed to the uncertainty in both the
spectroscopic factors and the y-ray intensities. However, there
is a marked discrepancy for the 2083 keV gamma line of " S . As
noted in Table 8, the calculated value is 25.9 mb compared to a
measured value of 41.4 mb. An internal resonance capture
component of 1.9 mb, which is interfering constructively with the
direct capture component and is due to the s-wave resonances at
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301 and 357 keV, can resolve this discrepancy. This is achieved
if a radiative width of about 2 eV is attributed to these
resonances.

Table 8
Theoretical and Experimental partial Capture Cross Sections

of 2 0' 2 2Ne, 26Mg, ^ S

Isotope

20Ne

2°Ne

2 2 Ne

2 2Ne

2 6Mg

26Mg

34s
t l

M

tf

Tl

Ey (MeV)

2.536

1.070

1.980

1.364

2.882

1.615

4.638

3.184

2.797

2.083

2.023

I ?
Y

8 0 .

13 .

7 5 .

12.

6 2 .

1 1 .

56 ±

7 . 0 ±

6 1 +

18 +

12 ±

t
i

7

6

0

5

0

7

6

0 .

0.

1.

1 .

9

8

5

5

( 2 J f + 1 ) S d P

2.4 '

0.48

1.2

0.22

1 .6

0.62

2 .1

0 . 4

0 . 3

0.96

0.76

(a)
a (mb)

29

5

2 6 .

4 .

23 .

4 .

128

16

14

41

27

9

0

2

5

7

5

.8

. 1

. 0

.4

. 6

(b)
a (mb)

29.8

4.4

22.5

3.0

21.1

6.5

120

15.2

11.0

25.9

21.0

(a) Experimental Values
(b) Present Study

F. The Thermal Constants of the Ca Isotopes

As was pointed out previously, the Ca isotopes were among the
first to reveal large correlation coefficients between reduced
gamma-ray intensities and (d,p) spectroscopic strengths, v19-20)
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thus suggesting that direct capture plays an important role in f.e
reaction ne^hanissi. Because of historical reasons as indicated
earlier. It is Instructive to carry out the numerical calculations
of the capture cross sections for the purpose of Casparing the
results rfith the corresponding neasurements. In additi?in, as »a<,
stressed previously In the many examples we explored, this
procedure allows the determination of the coherent scatter!";;
lengths as well as the evaluation of the theria! cross
sections.However, an apriori knowledge that direct ~apt»r*-
dominates is required. Because of space liaitati'jns, the r««-y3:s
are briefly described for each isotope.

1. A0Ca (n.Y) 4 1Ca:

Although *®Ca is a doubly magic nucleus with the expectation

comparison between the theoretical and experimental partial
capture cross sections indicates a lack of good general
agreement. This is attributed to internal resonance capture
(compound processes) resulting from capture in the tail of i
nearby bound s-wave level. However, we note that the transition
populating the excited state 1943 keV (S^ -1.25) shows reasonable
agreement, whereby the computed value is 119 nib as compared to an
experimen-al value of 152 mb.

2. 42Ca(n,Y)
 4 3Ca:

This isotope exhibits a large correlation coefficient, 0.91,
between reduced gamma-ray intensities and (d,p) strengths.
However, since the coherent scattering length is not
experimentally determined, the calculations cannot be carried out
readily. Alternatively, we applied the measured partial capture
cross section feeding the excited state at 2046 keV (E -5886 keV)
to arrive at a coherent scattering length of 3.15*0.20 fm
for ^ C a . Subsequently, it is shown that the total capture cross
section, 680±70 Mb, is totally due to direct capture.

3. 44Ca(n,Y)
 43Ca

Since the coherent scattering amplitude for 44Ca is well
determined/28^ b->1.8±0.1 fm, one fortunately can carry out the
calculations readily without resort to the use of any adjustable
parameters. A total direct capture cross section of 867 ab Is
then derived which is in excellent agreement with a Measured
value, 880150 mb. A comparison between the theoretical and
measured partial capture cross sections is described in Fig. 5 and
detailed in Table 9. The <d,p) spectroscopic factors ar« adopted
from Ref. 55. Note the remarkable agreement between theory and
experiment, particularly for the two gamma-ray transitions feeding
the excited states at 1435 and 1900 keV.

- 362 -



U.

A coherent scattering .ir.pliti«i«-,
for this nucleus.

fa, is derived

a y = 880 ± 50 <r>b

m 2.2 24!5

3.4 2799

!.3 3577
1.0 3632

i0.2 3996
2.4 4173

4.1 4573

9.7 5160

^Itijj 54.5 5515

10.7 5980

Ey(keV)

6 0 0 400 200 200 400 600

THEORY o-y(mb)

2=867mb

Exp. a (mb)

2=875.6 mb

Fig. 5 Comparison of predicted and measured partial capture
cross sections for the reaction **Ca(n,Y> " C a . The two
columns on the right-hand side represent the absolute
gamma-ray intensities and the corresponding y-ray
energies. A total capture cross section of 867 nb is
predicted, which is in very good agreement with the
experimental value, 880 ± 50 mb, thus demonstrating that
direct capture dominates in this case.
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Table 9
TheortLical and Ezpr-rinerctal Cocparisons

of Par t ia l Radiative Widths for '"'Cadi, ,) ^-Ca

E (keV)
f

5930.3

5515.1

5165.5

4572.5

4173.0

3996.0

3631.5

3576.8

2799.3

2415.4

SUM

EX(KOV>

1435

1900

2249

2842

3242

3419

3783

3838

4616

4999

C2V1) s / ;>

0.40

2.20

0.30

0.34

0.14

0.49

0.08

0.19

0.34

0.36

10.7

54.5

9.7

4 . 1

2.4

10.2

1.0

1.3

3.4

2.2

99.5

94

4tS0

85

3 6

21

90

9

11

30

19

875

96

475

59

57

21

69

10

2 3

30

27

867

a) Ref. 20
b) Ref. 55
c) Experimental values
d) Present tneoretical calculations



•>. 48Ca(n,Y) '19Ca:

Sinilarly, a coherent scattering amplitude, b~I.5±0.2 fto is
calculated for Ca. »"e ftoiat out here that, since this is
significantly smaller than R =3.1 fn for A«48 (Kig. 1), this value
suggests the presence of a positive energy s-wave resonance. It is
interesting to search for this resonance by carrying out total
cro'is section measurements below 30 keV, an as yet unexplored
energy region.

G. Estimates of Capture Cross Sections oi Fission Products

Finally, ue note here that the procedures outlined previously
can be applied to the estimations of capture cross sections of
fission products. For exaniple, in WRENUA 76/77 two requests for
the thermal capture cross sections 132Te(n,-*) 133Te and 1 2 6Sn
(n.y) Sn are noted for the purpose of calculations of fission
product poisons.

Since both of these nuclides are radioactive with
conparatively short half lives, it is experimentally difficult, as
yet, to determine the cross sections easily. This can be
circumvented by carrying out the calculations in the framework of
the Lane-Lynn theory on the simple assumption that the single
particle (d,p) strengths in '^"Sn and '32Te are the sane as those
in the corresponding stable isotopes, '2^Sn and *™Te, for which
(2Jf+l)S,jp values are available. The results of these
calculations^^' are:

126Sn (n,Y)127Sn c = 0.120b

132Te (n,f)133Te o^ - 0.13ib

We stress that if low-lying resonances are located close to
thermal energies, which is most unlikely, then these values are
considered as lower limits.

V. CONCLUSION

To summarize, we outlined briefly the various interesting
reasons for the study of thermal cross sections, described a
procedure in the evaluation, discussed the relations employed in
the analysis, and placed emphasis on the Lane and Lynn theory of
direct capture. In the third section, we explored the application
of the Lane-Lynn theory to the light and medium weight isotopes
and discovered remarkable agreement between theory and experiment,
particularly for 1 2» l 3C and 2 0F, and some of the Ca isotopes. In
additions, we were able to derive (d,p) spectroscopic factors,
spins of final states, and scattering lengths. In some cases, we
pointed out some fruitful ideas for future investigations.

Finally we emphasize that these methods and procedures are
applied in the evaluation of the thermal cross sections and
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resonance parameters which will appear in the forthcjr.lrg <?dir:c:j
of BKL 325, Vol. 1.

Finally, I hope 1 was able to convey to you VJ-.I- of t;.<-
excitement which can be derived in the study and eval•iati^r. ';f
thermal cross sections.

The author is grt-atly indebted to Dr. M. •.. Lone far sending
his '~»*\' data prior to publication and to Froft-ssor !.. Koester
for a stimuliiting correspondence regarding the coherent scattering
anplitudes of B and its isotopes.
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Discussion

Smith

Do you attempt to maintain consistency with the ENDF files
e.g. R-matrix parameters of ^ C .

Mughabghab

Because of the time lag between the two publications, which
results in two different data basis, it is difficult to maintain
consistency between the BNL-325 and ENDF parameters. To
illustrate the point by an example, there is now available a set
of recent resonance parameter data by Cierjacks and collaborators
(Nucl. Inst. Methods 169, 185, 1980) which will be incorporated in
BNL— 325 evaluation ana which i believe It :v̂ t in fh£: KKr" f;I;j.

Lone

Because of the importance of the valence contribution in some mass
regions, should one separate this component before evaluating the
average total radiative width?

Mughabghab

Absolutely yes. In some mass regions, (the 2P, 3S, 3P giant
resonances) the valence component is significant. Since this
component is correlated with the reduced neutron width of the
resonances, it may result in large fluctuations< Therefore, in
obtaining an average value, it is important to s:il tract out this
valence component.

Lone

I would like to make a comment. The contribution of chemical
impurities to thermal neutron capture cross sections could be
quite higt in elements with low capture cross neutrons. It is
important that the experimentalist investigate the impurity
contents and mention these in the publication.

Mughabghab

Such a procedure will be most useful to the evaluators. He
strongly recommend that experimentalists, report this information
in publications.
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Block

In Bob Little's measurement of the capture and total cross section
of 2-^Th ^ n t h e e n e rgy region 0.01-20 eV, it was noted that the
total and capture cross sections could not be fit with only
multilevel resonance parameters- An extra 1/V capture term had to
be added to produce ;he fit to both cross sections. Can you
comment on the nature of this rather 1/V capture term which is not
derived from negative and positive energy levels? For example, is
this direct capture?

Mughabghab

I suspect that the (d,p) spectroscopic factors of the final low
lying states of ^^Th are not large. Since the direct capture
component is proportional to these factors, correspondingly it
follows that the direct capture is small. It will be of interest
to calculate the direct capture component for ^JliTh in the
framework of the Lane-Lynn theory.

Note added in proof
Two p-states at excitation energies 539.5 and 583.5 keV with
spectroscopic factors 0.032 and 0.027 respectively are known. The
direct capture component for both of these states is only 0.57 mb.
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NEW TECHNIQUES FOR MULTI-LEVEL CROSS SECTION
CALCULATION AND FITTING

F. H. Frohner

Institut fur Neutronenphysik und Reaktortechnik
Kernforschungszentrum Karlsruhe
Postfach 3640, 7500 Karlsruhe 1
Federal Republic of Germany

ABSTRACT

A number of recent developments in multi-level
cross section work are described. A new iteration scheme
for the conversion of Reich-Moore resonance parameters
to Kapur-Peierls parameters allows application of
Turing's method for Gaussian broadening of meromorphic
functions directly to multi-level cross section expres-
sions, without recourse to the Voigt profiles i/> and x-
This makes calculation of Doppler-broadened Reich-Moore
and MLBW cross sections practically as fast as SLBW and
Adler-Adler cross section calculations involving the
Voigt profiles. A convenient distant-level treatment
utilizing average resonance parameters is presented.
Apart from effectively dealing with edge effects in res-
onance fitting work it also leads to a simple prescrip-
tion for the determination of bound levels which repro-
duce the thermal cross sections correctly. A brief dis-
cussion of improved resonance shape fitting techniques
is included, with emphasis on the importance of corre-
lated errors and proper use of prior information by ap-
plication of Bayes' theorem.

1. INTRODUCTION

Modern techniques for resonance cross section calculations
were reviewed in £lj and in G. Hale's contribution to this confer-
ence [2] . Important new developments since the publication of [ij
concerning (1) Doppler-broadening of Reich-Moore and multi-level
Breit-Wigner (MLBW) cross sections, (2) treatment of distant lev-
els, (3) treatment of bound levels, (4) improvement of convention-
al least-squares shape analysis by inclusion of correlated errors
and prior information via Bayes1 theorem are presented in what
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follows.

2 / W1GNER-EISENBUD AND KAPUR-PEIERLS PARAMETERS

Resonance theory gives the well known relation between the
partial cross sections acc' and the collision matrix (S-matrix)
elements UCc' (see [l])

a , = ir*2g ! 6 , - U , f2 (1)
cc c c' cc cc

where the m ^ 5 c r " f : •• , c' i^iivu .-iuiance aim exit channel, re-
spectively, and gc is the spin factor. The collision matrix is
symmetric because the nuclear hamiltonian is invariant under tine
reversal, and unitary because the probabilities for transitions
into the various exit channels must add up to unity. Utilizing the
unitarity of U one can express the total cross section oc as a
linear function of Ucc>>

a = I a , = 2IT* g (1 - Re U ) . (2)

c *•, cc c"c cc

Therefore the simplest expressions are always obtained for
the total cross section whereas the expressions for the elastic-
scattering cross section acc are always most complicated due to
the Kronecker symbol 6CC' in Eq. (1). It is therefore often more
convenient to calculate a c c as the difference between cc and the
other partial cross sections than from Eq. (1). Wigner and
Eisenbud [3] showed that for nuclear reactions with two collision
partners in each channel the collision matrix can be expressed in
terms of the resonance parameter matrix R,

.. -z
A A

Alternatively one can write U in terms of the level matrix A [4],

„ , . e"i«cHc') (6 +i £ ,.1/2. ,1/2)
cc v cc ," Ac All yc'* ' v '

\,V

(A~'), - (E,-E)6, - T Y, L ° Y , (6)
Ap A« Au *• Ac c yc v '

i c

where ^ (I A)s r = (s _B + i P y -l/
cc' c d: cc c c c c c " c

- !?•• -



The boundary parameters Bc are arbitrary. They are prescribed
values of the logarithmic derivatives of radial eigenfunctions at
the channel radius ac. For re > ac the nuclear interaction must
be negligible, i.e. ac must be large enough but otherwise it is
arbitrary. Both ac and Bc occur in boundary conditions which, to-
gether with the Schrodinger equation, define the radial eigen-
functions for rc < ac and the eigenvalues E^. The width amplitudes
y^c are essentially the values of these eigenfunctions at rc = ac.
Tha E^ and y^c c a n be calculated only for simple models such as
the shell model or the optical model (cf. e.g. [lj) but normally
they are just fit parameters, available for parametrization of the
cross sections. The hard-sphere phase shifts <pc and the logarithmic
derivatives L c, on the other hand, can be calculated from the
known outgoing wave functions 0c(rc) for the external region
(rc k a c ) ,

Im 0 (a )
* c = arg 0c(ac) ~ arc tan R ~ ^ • (10)

c c

For neutral projectiles the 0 c are proportional to the Hankel
functions h!p) of the second kind,

0 (r ) = ik r h,(2)(k r )
c c c c i c c

U i~s-e
lkcrc f o r k r » A {1*1) ) , (11)

where k = 1/* . The properties of the Hankel functions yield

$ = k a , $„ = $„ . ~ arg(Ln — S ) . (13)
o c c £ £-1 6 £-1 v

The energy dependence of L for photon and fission channels
can usually be neglected. The two main versions of the R-matrix
formalism differ only by the choice of B c: The Wigner-Eisenbud
version [3j is obtained if Bc is chosen as real and constant. The
resonance parameters E^, 7^c are then also real and constant, and"
all energy dependences (of Rcc'»

 L°> ^c^ c a n ^ e calculated explic-
itly. The simplest expressions are obtained with the choice
B c » S c for the photon and fission r'.iannels and Bc « -(. for elas-
tic and inelastic scattering chanvels. If ac is taken as small as
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possible, i.e. just outside the nuclear interaction sphere, the
eigenvalues E^ coincide essentially with the cross section peaks.
The explicitly known energy dependences make the Wigner-Eisenbud
version very convenient for most purposes. A certain problem, how-
ever, is the required inversion of either a channel matrix,
(1-RL°)~', or a level matrix. A"', both of which have very high
(strictly speaking infinitely high) rank.

The Kapur-Peierls version TsJ is obtained if one puts BC«LC.
This eliminates the matrix inversion problem, since 1-RL° » 1, but
causes the boundary conditions to be energy dependent so that one
has different eigenvalues and -functions for each energy. In other
words the eigenfunctions and eigenvalues depend on energy and this
energy dependence is specified only indirectly via the boundary
conditions. Nevertheless formulae of the Kapur-Peierls type are
useful in narrow energy ranges, i.e. for Doppler broadening calcu-
lations. We shall write the complex, E-dependent Kapur-Peierls
resonance parameters as £^, gj c in order to distinguish ther; fror,.
the real, constant Wigner-Eisenbud parameters E>, 7>c. The Kapur-
Peierls collision matrix,

04,

contains, in contrast to Eqs. (3) and (5), a simple sum over lev-
els, with complex partial width amplitudes cj'2 defined by

S.c - S A c 1 ^ (15)

(compare Eq. (8)).

3. THE PRACTICALLY IMPORTANT MULTI-LEVEL APPROXIMATIONS

For parametrization and evaluation of nuclear resonance cross
sections three approximations are available,

- the multi-level Breit-Wigner (MLBW) approximation,
- the Adler-Adler approximation,
- the Reich-Moore approximation.

The MLBW approximation is the least, the Reich-Moore approxi-
mation the most accurate of these. A convenient starting point for
their discussion is the inverse level matrix, Eq. (6), with real
and constant (Wigner-Eisenbud) E. and V, .

A Ac

3.1 The Reich-Moore Approximation

Usually many photon channels contribute to the sum in Eq. (6).
Their YAc have practically random signs, therefore the off-diago-
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rial sums (X A u) tend to be much smaller than the diagonal suns
(X » p). Their omission causes thus only little error. Following
Reich and Moore J&. we can therefore write

L 'Ac
C8Y

'yc
(16)

Choosing Bc - Sc for photon ch.vmels (= const as mentioned
before) one gets

(A"1), (17)

This inverse level matrix can be considered as derived from a
"reduced" R-matrix with the photon channels eliminated and E, re-
placed by E -ir /2, ,

*"1 V 2 (c.c'tv). (18)

All partial cross sections except that for radiative capture
can then be calculated from Eqs. (1) and (3) with the reduced R-
natrix instead of the full R-matrix (A). Matrix inversion is no
longer a problem for the overwhelming majority of practically im-
portant cases: The reduced R-matrix is of rank 1 (an R-function)
for all non-fissile nuclei belcw the lowest inelastic-scattering
threshold, and of low rank if few inelastic-scattering or fission
channels are open.

This Reich-Moore approximation is exact in the limit of one
level or one photon channel (or none) and otherwise it is very
accurate. Its non-reduced collision matrix can be considered uni-
tary, and the cross section fcr radiative capture can either be
calculated as tht difference

C • 0 ~ (19)
C €Y

or from the non-reduced collision matrix with the approximation
(16) as

CY * g
C8C

T r.
'21 ,r l / 2

Jcc \c (20)

Eq. (20) ia the general!ration of an expression given for s-
wave capture by Harris ^ 7 ^ - The Mich-Moore approxiswtion is very
flexible in the sense that a few photon channels, for instance



those with untypically large transition strengths, can be re-
tained and treated explicitly together with the non-photonic^chan-
nels while the other photon channels are eliminated (cf. ̂ 8 ^ ) .
Finally it should be noted that light nuclei are usually treated
with phase shift or R-function formulae which can be^considered
as Reich-Moore formulae for zero radiation width _ 1 _ .

In spite of these attractive features Reich-Moore parameters
were banned from EtIDF. One reason may have been the rat" er ob-
scure description of the Reich-Moore formalism in _9 which makes
it look very corplicated to the uninitiated. The main reason,
however, were the difficulties encountered when Reich-Moore cross
sections have to be Doppler broadened. These difficulties no
longer exist as explained below.

3.2 The MLBW Approximation

If the off-diagonal elements of the inverse level matrix are
neglected altogether (and not just their photon channel components
as in the Reich-Moore approximation),

inversion of A becomes trivial. One obtains the MI.BW approxima-
tion, with

-1/2J/2

«cc. - ."*<•*•*'"> { -cc,+i I E^_ E^: / 2 ) (22)

This collision matrix is not unitary except in the special
case of a single level (single-level Breit-Wigner approximation,
SLBW). It therefore tends to yield non-physical cross sections
(ac > 4ir*|gc) wherever levels overlap stringly (see Fig. 1). For
mild level overlap the MLBW approximation is quite acceptable,
however. In any case it is much better than the popular but often
very bad approximation, sometimes termed "many-level Breit-Wigner"
approximation, which results if cross sections are calculated
simply as sums of SLBW terms (plus potential scatteri^r; terms in
oc and o c c ) .

In the ENDF format the MLBV approximation it admitted only
for elastic scattering. All other pattial cross sections are taken
as sums over SLBW terms, and the total cross section is the sum of
these and the elastic-scattering cross section. Although this pre-
scription ensures that all cross sections are positive it does not
prevent wildly unphysical values near the peaks of strongly over-
lapping resonances. For light and medium-weight nuclei this ap-
proximation i» therefore often unsatisfactory. Difficulties have
also been encountered in the interference minima (windows) of the
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total cross sections of structural materials and other light
nuclei (Figs, la^ Id).

3.3 The Adler-Adler Approximation

The Adler-Adler approximation is obtained if one neglects in
Eq. (6) the energy dependence of all 1.°., not just that for photon
and fission channels. Generalizing the s-vave formulae of Adler
and Adler ~J0 to arbitrary • one can do this in a symmetrical
way by takinp

(23)

Diagonal izat ion of the inverse level iratrix yields then the
collision, matrix in the form of a pole expansion,

(24)

where f.-.c = 2Pcg-.c. In contrast to the Kapur-Peierls parameters oi
Kqs. (14), (15) the cor.plex Adler-Adler parameters t;.,g;c (:'o not
depend on enerpy. The approximation (25) neans essentially ihat
the energy dependence of level shifts and total widths in the re-
sonance denominators is neglected. Therefore the Adler-Adler ap-
proximation works very well for fissile nuclei, where T"i =
7>-,. + 7-£ - const, but not so well for light or redium-rcass nuclei
for which :•. - T ? n « 2l

>;.(E)vtn (c£. Fig. I). Nevertheless it is
much better than the MLBW approxination.

A severe test for the accuracy of the various approximations,
especially with respect to unitarity, is the calculation of cap-
ture cross sections as the difference (19) between total and scat-
tering. For relatively light nuclei this is a small difference
between two large numbers so that small violations of unitarity
produce very big errors. Calculations for nuclei such as Na or
structural materials showed that the Reich-Moore approximation
gave results in excellent agreement with Eq. (20) whereas the MLBW
and Adler-Adler results were quite useless.

4. DOPPLER BROADENING OF MULTI-LEVEL CROSS SECTIONS

The Kapur-Peierls collision matrix (14) yields cross section
expressions which cin be written in the concise form

( 2 5)
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rl/2_1/2

(26)

where

Gl/2Gl/2

(27)

iG,/2

4 (E-E.')2+G2/4

i(E-E')Gj/2

(E-Ep2+G2/4
(28)

with (29)

The functions vj, x> are the symnetric and asymmetric Breit-
Wigner line shapes. They contain the main (resonance-type) energy
dependence, all other quantities vary slowly with energy. There-
fore Doppler broadening with the usual Gaussian kernel requires
simply that iy and x> be taken as the Voigt profiles

-(E'-E)2/i2
(30)

(31)

where A • SUEkT/A is the Doppler-vidth (kT: Lamb-corrected tem-
perature in energy units, A: target/projectile mass ratio), cf.
_1^. If we consider neutrcn cross sections for specific reactions
(total, (n,n),(n,f),(n,v),...) rather than for specific channels
(c.c1) we can write, in the notation of Adler and Adier J<>,

•I .;_•-•-i?iI I
can c'sne X v>.

(32)

(33)

where op is the potential-scattering cross section, C /(>¥vx
and H|XV(<^EVX) are sums over all coefficients of •> and xx in

Eqs. (25) and (26)^ with vx = C /2 and »f coaing fro* *
2P . Th
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level sums run over all contributing levels irrespective of JH,
the spin factors g_ being absorbed in the Adler-Adler coefficients
Gj*>, Hjjx).

Eqs. (32), (33) show that Doppler-broadened multi-level cross
sections can be calculated most conveniently with the Voigt pro-
files if the Adler-Adler parameters Ex"u*+ivA» Gj(*), H | X ) are
available. In MLBW approximation one must use Eqs. (25) and (26),
with Gxc - T^c, Gx • T\ (compare Eqs. (14) and (22)). This, how-
ever, is time-consuming if many levels are to be included, because
double sums over levels must be calculated for acc« (over X in
Eq. (26), over u in Eq. (27)). The Voigt profiles cannot be used
directly with the Reich-Moore approximation. Of course, it is al-
ways possible to convert a set of Reich-Moore parameters to Kapur-
Peierls parameters at a given energy. For £ » 0 this can be done
e.g. with the POLLA code [}1~}. More generally Wigner-Eisenbud
parameters can be converted to Kapur-Peierls parameters as follows
J2j . The collision matrix must be invariant under the correspond-
ing change of boundary parameters (e.g. from Bc » -I to Bi • L c ) .
This means (l-RL 0)" 1* • R1, if R1 denotes the Kapur-Peierls R-
matrix corresponding to B£. With the abbreviations

K = L Q l / 2RL 0 l / 2 , K' - L o l / 2R'L° 1 / 2 (34)

one has

(1-K)"1 - I+Kf . „ (35)

The Kapur-Peierls resonance energies are the complex poles
6^ of R* and K', i.e. the solutions of

det[l-K(£,)J - 0 . (36)

The residues of R1 at the pole £^ are '

x c c X C C

c,c

where cof denotes the cofactor matrix (cofX - X dctX for non-
singular X), and

cc
, s IL

O 1 / 2 |f L O 1 / 21 . - AXF; i -i£-^ . <3«)
JCC C C . -_ _»*

Eqs. (37), (38) follow fro* Eq. (35) in the li»it E*t, where
L° is considered as unaffected by the limiting process. Cq. (34)
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can be solved by iteration. Denoting the trace of a matrix by tr
we write

det(i-K) - 1-trK+F , (39)

where -trK+F is the sum of det(-K) and all principal minors of
det(-K) (see e.g. D

F » 0 for I (elastic) channel
F - det(-K) for 2 channels
F » det(-K)+tr cof(-K) for 3 channels
etc.

Next we write, in Wigner-Eisenbud representation,

where the definition (21) is used. Insertion of (39) with (40) in
(36) yields

This equation is readily solved by iteration, starting with
the rather plausible initial approximation £x = E;+A^-iF)/2. In
Reich-Moore approximation Ey must be replaced by Eg-iTjjy/2, r by
Ty-rpy everywhere. Once £\ is known with sufficient accuracy one
can calculate the residues with Eq. (37). Fig. 2 shows natural
cross sections calculated from Reich-Moore parameters directly and
from the Kapur-Peierls cross section expressions (25) - (29) after
conversion of the Reich-Moore parameters according to Eqs. 37 -
41. The relative differences were of order 10"^ for ay and of
order 10"^ for all other cross sections. One can use this pre-
scription to establish, at each energy of a suitably chosen grid,
the Kapur-Peierls parameters and then calculate Dopplei—broadened
cross sections with the Kapur-Peierls expressions (25) - (29) in-
volving the Voigt profiles. This requires the same time as is
needed for a similar MLBW calculation plus the time needed for
parameter conversion at each energy. Test calculations showed that
about three times as much computer time is needed for Reich-Moore
cross sections as for MLBW cross seer ions [)2]. Fortunately one
can reduce the time requirements for both Peich-Moore and MLBW
cross sections drastically (in fact to about those for SLBW cal-
culation) if one does hot insist on using the Voigt profiles. It
turns out that a method available for fast calculations of i> and
X can be applied directly to multi-level cross sections.
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5. TURING'S METHOD FOR GAUSSIAN BROADENING
OF MEROMORPHIC FUNCTIONS

Bhat and Lee-Whiting [JA] showed that the Voigt profiles can
be calculated very fast with a method developed by Turing for
Gaussian broadening of meromorphic functions (functions with giv-
en poles). It so happens that the combination if/ + iy represents
the simplest case of such a function, one single pole: /

dE-e-(E'-E)' ir/2
E'-E +ir/2

A;
dx (42)

- E'-E
with x = z • x +iy

o o a

E-E +i?/2
o

To calculate tVie integral in (42) Turing £l5^ considered the
contouj; integral (see Fig. 3)

z
I H_ e _ _ ]
C z"zo , 2 -

2h2

ir/
fJ ..

»+iF/h
z ^J. ..
o »+i7T/h

2
Z

z-z . 2?riz/h
o 1-e

"Z

f dz ^ o . i.;. ,, z-z , 2riz/h
"-iir/h o 1-e

r o > f > 1 ' 'W^
where P - i 1/2 ̂  for y { ' J */h .

i , J ° ; < i i

For yo < 0 the path of integration for the first integral in
the last line can be shifted to the real axis.' Furthermore, an
upper limit can be established for the absolute square of the last
two integrals (cf. ['*]). The result is
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E e — /

-(E-Eo+ir/2)2/i2

where iZ - h»- , E^ - E+n?E, (46)

j l / 2 1 for ~ \ -) ~ if , (47)
I 1 J " i < J

F ' j=
The factor exp*-(~i/^E)2] is extrenely s=all for :E < I. Ve-

glecting F, Bhat and Lee-Whiting obtained accuracies ef 10~7 or
better for •; and •/ with *E/1 = 0.7. Eq. (45) shows then that
Turing's approximation is essentially a sirr.ple su~ approximation
to the integral (SUIT, terr.) plus a correction terz. which appears
only if the pole is narrow compared to the grid of, the sue tern
(P > 0 only if 172 < -i^lit). The grid in turn is to be taker, as
somewhat smaller than the Doppler width. Moreover, even i<r rela-
tively narrow poles the pole tern; car. be neglected if the pole is
not close to E because of its proportionality to exp^-CE-Ej,)^ .
For essentially the same reason one needs only sur. terr.s with
-5 * n £ 5. Many group constant and resonance analysis codes cal-
culate the Voigt profiles with this fast technique.

If one applies Turing's method to each terr. in the Kapur-
Peierls cross section expressions (25), (26) one get* again a sue
approximation to the integral plus correction terms for narrow,
nearby poles, e.g.

.-<***>

where C^ is the coefficient of «x+ix> in Eq. 25. Xow the unbroad-
ened cross section cc(En) can be calculated directly with Eqs. 2,
3 and 18 from the unconverted Reich-Moore parameters. Since no
double sums are needed this calculation is about as fast as an
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SLBK calculation. The pole tern, on the other hand, requires the
Kapur-Peierls parameters £j, G^, but because of the factor P^ (cf.
Eq. (47)) only for relatively narrow resonances, and only pear
their peaks. In these narrow energy ranges one can neglect the
energy dependence of C\, G\ and £>. It is therefore sufficient to
convert parameters and to calculate the coefficients C\ at only
very few energies, namely at the formal resonance energies of the
narrow resonances, Ej - Re £? (Eq. (29)). The tine for calculation
of the »utn terms and pole terms is essentially the same as in SLBV
calculations. The only additional time required is that for con-
version to Kapur-Peierls parameters at few energies. For large
numbers of levels this is only a small fraction of the total time.
The Doppler width appearing as the natural mesh size in Turing's
method makes it very convenient for resonance shape fitting.

The same technique can be used for MLBW cross sections. In
this case the Kapur-Peierl» parameters are simply t\ » Z\*t\-iTyJ2,
g>c » v-.c, and no conversion is needed at all. Thus the calcula-
tion is practically as fast as an SLBW calculation, the time re-
quired increasing linearly with the number of levels, whereas the
time required for a ccc' calculation with the Voigt profiles in-
creases quadratically with the number of levels because of the
double SUE;in Eq. (26).

The Gaussian broadening in Eqs. (30) and (31) is not quite
exact. For _the free-gas model the exact kernel was given by
Solbrig JlT. Formally it is identical _to the Watt spectrum used
to describe fission neutron spectra 3"̂ -» *•*• t 0 * Galileo-
transformed Miixwellian spectrum. In terms of speeds one can write

V

-2 ;dv'e-(vl+v>/vTv-2:;cc,(V)] (50)
o

2 2
where E • nv /2, kT • MvT/2 (m: neutron mass, M: target-nuclear
mass). The second integral is negligible for E * 4kT/A, so that
above a few meV this is again a Gaussian convolution of
£CC'-UCC» 2 for ccc« (and of 1-Rel'cc for ;c) which can be calcu-
lated with Turing's method, the poles being located it n "
±''2C\/m. This approach is implemented in the newly developed
Doppier-broadening code DOBRO. Fig. 4 shows an example where a 3-
channel Reich-Moore calculation, with 35 levels included explicit-
ly, yielded a complete set of cross sections in 3.7 seconds.
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6. LEVEL-STATISTICAL TREATMENT OF DISTANT LEVKLS

Modern evaluated files contain parameters for hundreds of
levels. Such large numbers suggest a level-statistical treatment
of the more distant levels as an additional means to speed up the
calculations. The easiest and nost direct way to do this is to
split the R-matrix into a local and a distant-level terr.

Rcc' * Rcc' * X E.-E-i?C H '? - l > ,y
(51)

and to replace the sums in Rcc1 by integrals,

R° .cc / ~ .L, I E.-E-iT. /2
im—j < « | > Ay

E-I/2

dE' E'-E+irY/2

D (E'-E)2+r2/4
(52)

Here E and I are midpoint and length of the interval con-
taining the " local levels, Dc is the average level spacing and
T- the average radiation widtfu Since (E'-E)2 » r?/4 for the
distant levels we can neglect "2/4 in the last expression. More-
over we can neglect the off-diagonal elements of C<cvc') because
of the random signs of the 7 C. Finally we can introduce the usual
definitions of the pole strength sc and the distant-level function
R",

s (E')
£ (53) (54)

where f denotes Cauchy's principal value. With all this we obtain
the final expression

2«c artanh
r/A-tE-E)'

(55)

In many cttei R̂ . and sc vary little l^etween E-I/2 and E> 1/2
to that one can treat them as adjustable constant* which can be
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determined simultaneously with the E". and Y I C in a shape fit to
resonance dnta in this interval. On the other hand they can be ob-
tained fror; an optical-model calculation. Thus resonance fits can
provide a check ^n differing eptical-rcodel calculations. For a
large number of structural-material isotopes effective radii, R^ =
(]-R£)ac, were obtained fron fits to transmission data. Fig. 5
shows one of the fits. The effective radii thus obtained are con-
sistent with a coupled-channel calculation but not with a spheri-
cal optical model as shown in Fi^. 6.

Johnson and Winters _18 went even further. They actually
determined optical-model potentials for s- and p-wave neutrons
interacting with 32g frcr detailed shape analysis of transmission
data. Subtracting the local resonance terms fror. Rcc they obtained
the distant-level R-functions shown in Fig. 7. The artanh behavior
Ccf. Eq. (55)) is clearly seen.

This level-statistical description of the distant-level part
of the R-aatrix is more convenient than the use of dunrcy levels
outside the range E-I/2 ... F.+I/2 or of expansions of the type
R° = A(E-F.) + B(E-E)2 + ... It utilizes only two parameters with a
clear meaning, R£ and sc, both of which can be obtained fron*. an
optical model and then refined in a shape fit. r'urthermore, the
potential-scattering parameters R£ and sc are quite insensitive to
extensions of the range of parametrization (inclusion of nore res-
onances), in contrast to durrcrcy levels. Nevertheless, since the
purely statistical treatment of distant levels may be inadequate
if untypically weak_or strong levels are located just outside the
interval E-l/2 ... E-s-I/2, it is good practice to include such
"nearby" levels explicitly in the sum. in Eq. (55) whenever
possible.

7. DISCRETE BOUND LEVELS

An example of the nearby levels just mentioned are levels
just below the elastic threshold (F.;. < 0 ) . In nost cases one bound
level per spin state is enough for a good description of low-
energy, e.g. thermal, cross sections, provided the level-statisti-
cal terra of Eq. (55) 's employed for all more distant bound (and
distant unbound) levels. At sufficiently low energies cross sec-
tions with i. > ] are negligible. For J. » 0 one has

... 1+ik a R2lk P« Tzrr
c c cc

with Rcc given by Eq. (55), if only elastic scattering and radia-
tive capture are energetically possible. Assuming that one bound
level suffices onr can solve Eq. (56) for the corresponding sum
term in Rcr. With kcacv?c * ^?n^»

 ac Rc * a""c an<* 2kcacsc «
so»'E/leV one gets for " discrete ur.heutid levels and \ hound level
with parameters ¥,,'.', l\

- 389 -



C57>

Assuming all Ex, T\n, f ^ as well as R£, So and rY to be
known and calculating Ucc from the cross sections oc and ~Cc "
oc-acy at some low energy E (e.g. 0.0253 eV), via

o
«8)

(59)

(cf. Eqs. (1) and (2)) one can evaluate the right-hand side of Eq.
(57). Equating the result, Ace say< to the left-hand side and sep-
arating real and imaginary parts one finds eventually

ini A r

"Eo " "E + RTA^ f • < 6 0 )

cc

With only two equations for the three unknowns Eo, rn, TY we
can choose one of then arbitrarily and then calculate the others.
The approximate constancy of the radiation widths froo_level to
level suggests to take FY as the mean radiation width FY obtained
from the A discrete unbound levels. The sign ambiguity in Eq. (59)
is due to the fact that the cross sections depend on Re C c c and
!ucc|

2. Usually the positive sign can be discarded inewdiately be-
cause it yields E o > 0 contrery to the assumption of a bound level.
Mote that in Eqs. (57) and (61) ail neutron widths are t- be cal-
culated at the energy E by
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(including that for the bound level, X - 0).
Eqa. (60) and (61) arc a good approximation also for ther-

mally fissile nuclei for which one finds an additional approximate
equation for the fission width of the bound level,

•2 „
Cf Y

Re fi 2
cc

(63)

with 2 _
"cf

"

V1
:-E\2

g
CBC

, (64)

and ccf being the fission cross section for entrance channel c at
energy E.

If, for target nuclei with nonzero spin, the level spins are
unknown, and only grR is known for unbound levels instead of ft and
rn separately, one obtains the prescription

In A
nn

8*%

(65)

(66)

(67)

with

nn
nn

W +1
nn /2

- ik(a-R')

artanh * s
o I lev

unf
r V1

E-E 2 *

175

(69)

and

.) (70)
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The directly observable total and fission cross sections at
energy E are weighted sums over the two s-wave spins, •; « Ic*c~<:«
5j • Icgc°cf* The total widths are t' be approximated by 7: =
>̂.f * "> * 2gjF>n. The sane effective radii R' and strength func-
tions So were a'ssumed for both spin states, as in Ei). (57), arid
the channel subscript c was dropped for >c and kc. Furthermore «"e
used the relationship between the cohertoit scattering length 3c,h
and the elastic cross sections for each spin state, aco-u *
Zc> gc-7cc/4". Specialization to one spinstate (I - o ex fr, = ;-,c •
or to nonfissile nuclei (~f « 0, I"jf * '. f •* 0) leads to the pre-
scriptions given abeve.

It is found that the bound-level parameters found witt: this
prescription are usually quite adequate to reproduce all raeasured
partial cross sections not only at the chosen (e.g. thercal)
energy but over the whole low-energy range. The lower lirit of the
range of explicitly given resonances can be taken e.g. as tvo rear!
level spacings below the lowest unbound level, E-I/2 « E)-2D, cr
one level spacing below the neutron threshold, E-I/2 « -D. Sone-
times it is necessary to shift it towards lower energies to get
consistent results (t-I/2 < E o < 0) but in general the calculated
cross sections ate not sensitive to the exact choice. Figs. 8 and
9 show low-energy cross sections obtained with this method for
241 An with one bound leve_l. The fit to the measured data is quite
comparable to that in J8_ where no less than 5 bound levels were
used.

8. MODERN PROCEDURES IX RESCSAN'CE ANALYSIS

This last section is devoted to the rr.ore general probles vi
non-linear parameter estimation as encountered in resonance analy-
sis of neutron data. As more and better shape analysis codes be-
come operational (see [l_ and _2j) area analysis nethods are
phased out. It is not true that shape analysis fails and nust be
replaced by area analysis if instrumental resolution is bad, as is
often stated. Actually shape analysis is always more convenient
because it can deal with man- resonances simultaneously, and with
a reasonable description of the resolution function its results
are not inferior but most of tKo time superior to area analysis
results. It is just the case ot only partially resolved itultiplets
where shape analysis, treating all components simultaneously,
gives better results more rapidly than area analysis, where diffi-
cult wing corrections must be applied to each component and often
several iterations are required to get the final results for the
whole multiplet.

So far shape analysis codes employed what may be called
primitive least-squares techniques: (I) correlations among data
points, due e.g. to common background subtraction or normrliza-
tion, are neglected, (2) prior knowledge about the cross section
parameters is used at best in a very limited way, namely to fix
first guesses for the iteration procedure which in general is re-
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quired because of -tie nonlinear!ty of the mathematical model (R-
matrix theory). Parameter estimation was thus based essentially
on the data in hand and the resulting parameters had to be cor—
bined with the prior knowledge after the fit by some kind of
weighted averaging.

A more rigorous and convenient approach consists in (I) using
the full uncertainty information including correlated errors and
(2) in combining prior information with the new information con-
tained in the data to be fitted by neans of Bayes1 theorem and
and t'jen to search for the most probable parameters. Consider

- observables y^, i * I, 2, ... I (e.g. transmissions)
- parameters xy, v • 1, 2, ...M (cross section parameters)
- a model y « y(x) (R-satrix theory)

where y = (y(, >"2, — yi), x * (xj, x?, ... x\j) are vectors in
the data and parameter spaces, respectively, and 1 > M. Suppose

(a) that even before the data yj became available one had some
prior knowledge about the parameters Xy, nar:ely estimates :".
and correlated errors M̂ .̂  (or at least variances Mut ), so that
the probability for x to be tlie true value, juven £, can be
taken as

p(x's) « exp> ̂ (x-;)V(x-')2 (71)

where denotes the transpose;

(b) that a new measureirent yielded values VJJ and correlated errors
Vik for the observables y^, so that the likelihood to obtain
these values provided the true parameter vector is x, be
taken as

p(r'y) = exp> •|ln-y(x))+V~1(T:-y(x))2 . (72)

The assumption of multi-variate Caussians in (71) and (72) is
an approximation which may fail for large distances Jx-r,| and J~-y(x)>
but for small distances it is expected to be reasonable and in any
case sufficient for parameter estimation purposes.

One can now combine the prior probability (71) and the live-
lihood (72) by means of Bayes1 theorem to net the probability den-
sity function for x, given the data n and the prior estimates ",,

exP[- i(x-f) V (x-O- -}(-ry(x))V'(^-y(x))~. (73)
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The most probable vector x is the one that minimises the ex-
ponent,

(x-e)V1(x-€)+(i-y(x))V1(n-y(x)) £ x2 - «sin . (74)

We shall consider this particular parameter vector as the
improved estimate and call it V. Note that without prior know-
ledge M"1.and thus the first term,vanishes. Neglecting then also
the off-diagonal elements of V 1 one gets the starting condition
for primitive least-squares fitting as used in conventional shape
analysis of nuclear resonance data.

The condition (76) is equivalent to

M"1(x-O-y(x)V1(-ry(s:» - 0 (75)

where y is the rectangular matrix of sensitivity coefficients,

. 3yi

Eq. (75) is easily solved for x if y is a linear function of
x. In nuclear resonance work, however, y(x) is nonlinear and one
must iterate, for instance with the Kewton-Raphson method (in M
dimensions). Starting with the prior most probable values, x0 - £•
one finds after n steps

Vl

and finally the new estimate

V - 5+£H"l+y(xjVJy(x

(77)

The new correlated errora are obtained as follows. We con-
sider a small dotttin around x • Xm m C where y(x) can be consid-
ered to be linear. Then the right-hand side of (73) reduces to a
product of two aultiveriate Caussians which is equivalent to an-
other multivariate Gaussian with the most probable value x • K'
and correlated errors given by

M'"' - M"I+y(x-)V
ly(x-) . (78)

In practice, of course, one does not need infinitely swny
iterative steps as the notation x* implies. Usually half a dosen
steps or less|are quite enough.
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Sometimes it is better to write everything in terns of the
covariance matrices M and V instead of their inverses. For in-
stance, a common (systematic) background uncertainty in the data,
{Hi - b, leads to Vj^ - Sni^nk » b2. The matrix V is then sin-
gular and V~' is undefined. It can be shown that Eqs. (77) and
(78) are equivalent to

J Jw)
+Jl[n-y(xJ-y(x<>>)a-xj] , (79)

M' = M-My(xoo)
+[v+y(xoi)My(x<Mi)

+j~1y(xai)M , (80)

The pairs of equations (77), (78) and (79), (80) show explic-
itly how the prior estimates and uncertainties ?, M are updated
by new data n,V so that the new (posterior) estimates and uncer-
tainties are 5',M'. The minus sign in Eq. (80) corresponds to the
reduction of the uncertainties iiy the new data. The change of the
estimates and the reduction of the uncertainties is seen to be
small if the sensitivity coefficients yip are small and vice
versa.

This iterative least-squares approach with full account of
parameter and data correlations and of prior information is im-
plemented in the shape analysis code SAMMY that is being developed
at ORNL by F. Perey and Nancy Larson. So far the code, which
uses the Reich-Moore formalism, works for transmission data. An
extension to capture data is under development. Even in its pres-
ent state the code has clearly shown the advantage of including
the prior probability (71). This allows mathematically straight-
forward incorporation of prior knowledge in the fit procedure and
at the sane time constrains the parameter search to a reasonable
domain in a smooth way, avoiding the problems of sharp limits
typical for linear programming. Moreover, uncorrelated portions
of the data can be analyzed successively in separate runs, proper
transfer of the accumulated information from one run to the next
being ensured.

9. CONCLUSIONS

A short characterization of the practically available multi-
level formalisms was given. The fact that the Reich-Moore forma-
lism can be considered as automatically ensuring unitarity of the
collision matrix makes it universally applicable to light and
heavy nuclei, with weakly or strongly overlapping levels, near
thresholds, transmission windows and resonance peaks. Actually
most modern shape fitting codes use variants of the Reich-Moore
formalism. The Adler-Adler representation does not automatically
guarantee unitarity unless obtained by conversion from Reich-Moore
parameters. As it neglects the energy dependence of total widths
it leads to errors for light and medium-weight nuclei, especially
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near thresholds. The MLBW approximation is definitely non-unitary
and in case of strong level overlap, near cross section peaks and
minima cften necessitates large corrections. In the ESDF file
these are given as a "smooth" cross section component which, how-
ever, is often not smooth at all.

I)oppler broadening can be calculated by means of the Voigt
profiles. This is very fast with Adler-Adler parameters (titae pro-
portional to number of resonances), slow with MLBW and Reich-Moore
parameters (time proportional to squared number of resonances,
with additional time needed for conversion to Kapur-Peierls fore
at each energy in case of Reich-Moore parameters). A new prescrip-
tion, however, yields Doppler-broadened Reich-Moore and MLBW cross
sections about equally fast as Adler-Adler cross sections. The
trick is to apply Turing's method for Gaussian broadening to the
multi-level cross section expressions directly rather than to the
zero-temperature Voigt profiles. The necessity to convert Reich-
Moore parameters to Kapur-Peierls parameters is then reduced to
the resonance energies of narrow levels instead of all energies.
In view of these developments it appears appropriate to reconsider
the question whether Reich-Moore parameters should not be read-
mitted to the ENDF/B file.

Further recent developments in resonance cross section work
concern the representation of distant levels. It is found that a
level-statistical treatment of the distant-level part of the R-
matrix, involving strength functions and effective radii either as
fit parameters or as quantities obtained from optical-model calcu-
lations, is the most rigorous and convenient way to deal with edge
effects in resonance fits. This approach can also be used to de-
termine the parameters of representative bound levels from those
of discrete unbound and distant bound and unbound levels and from
the thermal cross sections.

Finally attention was drawn to the possibility to improve
existing shape analysis codes by allowing for correlated data
errors and by formalized inclusion of prior information by means
of Bayes' theorem.
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Tin.. I d Exaaplc for failure of MLBW approximation to reproduce strongly interfering doublets in
the total cross section of a heavy nuclide. Reich-Moore values are exact, calculated
with two open fission channels.
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Fig. 2 Verification of Reich-Moore/Kapur-Peierls conversion
prescription, Eqs. Al and 37, for a light and a heavy,
fissile nuclide. Reich-Moore values were calculated
directly from unconverted, Kapur-Peierls curves from
converted resonance parameters [ 12 ] .
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isotopes by shape fits to transmission data below
300 keV with the level-statistical treatment of
distant levels, Eq. 55. The broken curve was cal-
culated with a spherical, the solid line vitli a
deformed optical potential (see _ I _ for further
references).
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Distant-level R-functions obtained by Johnson and
Winters from transmission shape fits ^ 19 ]- Solid
circles: total R-function minus local-level sum,
curve: optical-model calculation. The ar^tanh
behavior (cf. Eq. 55) is clearly seen. R is taken
not as a constant as in Eq. 55 but as a linear
function of energy.
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bound level adjusted so as to reproduce the 2200 ro/s cross sections.
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Discussion

Mughabghab

I would like to make the following general comment. If additional
information, such as the spin dependent scattering lengths, is
available, one can get a better handle on fitting the thermal
region. In some cases additional fitting constraints, such as the
minimum in the total cross section of Sc at 2 keV, are imposed.
In general, two bound levels are required to achieve a good fit to
the shape of the cross section in the thermal region.

Schmidt

In principle, the thermal cross sections must be calculated from
all positive and all negative resonances. How can you get such a
good description of thermal energy dependent cross sections as you
demonstrated for several actinides by taking only one bound level
per spin state into account.

Froehner

Because all the otb°r 1evels are taken into account by the distant
level terms involv. 13 (.he parameters R ,S, and F .

Patrick

When assigning parameters to bound levels, it sometimes turns out
that if one level is included, the required parameters are non-
physical (e.g. the reduced neutron width may be 10 times the
average of the resolve resonances). Are there any circumstances
in which this matters? It was to maintain physically acceptable
values that we included five bound levels in our An evaluation
rather than just one.

Froehner

Very large widths can occur if the bound level has to yield the
distant level contribution for a very large energy interval below
the neutron threshold. If this interval is chosen of the order of
1 average spacing the widths of the bound level are usually quite
reasonable, but even very large widths would not bother me as long
as the thermal region is described correctly.

Mughabghab

Except for light nuclides where one can obtain guidance from the
(d,p) data, the parameters of bound levels are not unique. They
are to be considered as a tool of describinr the behavior of the
cross section in the thermal region.
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Block

We observed for -̂"*U that we could not calculate the capture cross
section between the low energy resonances to better than ~20Z
because we do not know the signs of the partial radiation
widths. Is this also a problem for the structural Materials?

Froehner

The signs of the partial radiation width amplitudes are not needed
In the Reich-Moore approximations. We had no problem with the
capture cross sections between resonances, neither for heavy
elements nor for structural materials, mainly because the
statistical errors of the data between resonances are larger than
the capture cross sections expected with or without channel
capture.
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ABSTRACT

The evaluation of transmission data requires a
working knowledge of both the corrections applied to
the experimental data and the detailed analyses
employed to deduce the neutron total cross section
or the resonance parameters from the transmission
data. Corrections typically applied to transmission
data are reviewed, and several examples of data ob-
tained from transmission measurements are presented
to illustrate common problems that must be taken into
account during evaluation.

INTRODUCTION

A neutron transmission measurement is performed either to ob-
tain directly the neutron total cross section or to obtain para-
meters, such as resonance parameters, from which the total cross
section can be deduced. The problem facing the evaluator is to
choose wisely amongst the data from several transmission measure-
ments and arrive at the 'best overall' total cross section or
parameters such that violence is done neither to the experimental
data nor to the application for which the evaluated data are re-
quired. Unfortunately, the evaluator is frequently faced with
several mutually conflicting sets of experimental data, each with
an imprimator of stated accuracy and each the result of many de-
tailed and complex corrections with which usually only the measur-
er is intimately knowledgeable. To complicate further the evalua-
tor's task, experimental data typically span many years and analy-
ses and corrections applied to more recent measurements have not
been applied uniformly to all the data. It is thus crucial that
the evaluator be knowledgeable about the nuances of experimental
transmissions measurements, the effects of background, resolution,
systematics, etc. in order that he carry out his job properly.



This paper attempts to describe from an experimentalist's
point of view some of the problems typically encountered in neutron
time-of-flight (TOF) transmission measurements. TOF measurements
have been selected, both from the personal experience and bias of
the author and from the fact that most neutron transmission meas-
urements today use the TOF technique. TOF transmission measure-
ments span the energy range from less than ten millielectron volts
to tens of MeV, a range over which the total cross section varies
greatly both in magnitude and in complexity and for which the tran-
smission measurement technique and the sample thicknesses must be
matched to the cross section dependence. Several examples of tran-
smission measurements in different energy regions will be present-
ed to illustrate both common and energy-region-dependent problems.

NEUTRON TRANSMISSION MEASUREMENT:
"ONE OF THE EASIEST MEASUREMENTS TO MAKEV

Many years ago this author looked upon transmission measure-
ments as one of the easiest measurements to perform. After all,
all one has to do is cycle a sample in and out of a collimated
neutron beam and take the ratio of the sample in and sample out
counting rate recorded by a detector at the end of the flight path.
The neutron total cross section is then determined from the famil-
iar expression

o t = - :/N In T

where N is the sample thickness (in b" ) and T s the measured
transmission corrected for deadtime losses " , background. Unfortun-
ately, however, the interpretation of tr- <ssion data is far
more complex, and it is important to r*. A ourselves just what is
actually measured in a transmission experiment.

The transmission experiment basically consists of cycling a
sample in and out of the neutron beam, so it is useful to look at
the detected counting rate for each sample position. The sample
'out' position detector counting rate 0(E) is given approximately
by

0{E) J n(E.E') en(E') dE
1 + J j n(E,E" - E'")en{E"

l)dE"
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g(E,E""+Eg)]eg(Eg)dEg

SBb + SBa

/n(E, E1) en(E") dE
1 + OB(E)

(1)

where higher order background terms have been neglected. The nom-
inal neutron energy E is typically taken at the peak of the neut-
ron distribution arriving at the detector, n(E,E') is the inten-
sity of neutrons (in neutrons per second) per unit energy which
are distributed in energy E1 and which arrive at the detector with
no collision after passing through the sample position, e (E1) is
the neutron detector efficiency, n(E,E"-*E"') is the intensity of
neutrons per unit energy which pass through the sample position
with energy E " but are scattered into the detector with energy
E 1 " , g(E,E ) is the intensity of gamma rays per unit gamma ray
energy whicn pass through the sample positions and arrive with no
collision at the detector with energy E , g(E,E'"'-»- E ) is the
intensity of gamma rays per unit energy arriving at the detector
with energy E which were the result of a neutron of energy E 1 " '
passing through the sample position and subsequently producing the
gamma ray, SB. is a beam-dependent steady-state background in the
detector, and SB, is the ambient steady-state background, which is

a

independent of the sample position. The first term on the right
of Eq. (1) is the counting rate from the primary collimated beam
of neutrons which pass through the sample position and arrive at
the detector w*th no collision. The other terms represent back-
ground counting rates; these terms are represented in Eq. (1) by
OB(E), the 'out' background. As can be seen, the background is
quite complex, being composed of both neutron and gamma ray com-
ponents. Even the steady-state beam-dependent background SBb is
complex; an example is the iodine neutron activation that occurs
in Nal crystals and which has a troublesome 25-minute halflife.

The corresponding sample 'in' counting rate is given by

f" -Nat(E') j f
I(E)= J e n (E.E1) e;(E') dE' + J e

0 ,:' 0
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. n (E,E"+ E 1 " ) e ; ( E ' " ) dE"

00

7f
4a-(E ) -tiaAE" ")

e 9 9 g ( E , E g ) + e t g t E . E " 1 ' -

0
• e ( E J dEn + SB '

/
0

-No + (E ' )
n(E.E') e ; (E ' ) dE1 + 1B(E) . {I)

The f i r s t two terms on the r ight of Eq. (2) account for the trans-
mission of neutrons passing through the sample of thickness N
(in units of b~l) with neutron total cross section o^. The neu-
tron detector efficiency has changed to en ' to account for possi-
ble sample-dependent effects in the detector; e .g . , deadtime loss-
es or gamma-flash-induced shif ts in detector efficiency that are
affected when the transmission sample par t ia l ly shields the de-
tector from the target. The third term accounts for the transmis-
sion of gammas and neutrons through the sample which ultimately
arrive at the detector with gamma ray energy Eg; Cg represents the
total gamma cross section. The beam-dependent steady state back-
ground, SBD', is now changed by the presence of the sample in the
beam. The four background terms are grouped together and repre-
sented by IB(E) in Eq. (1).

As just described, the background terms in Eq. (1) and Eq.(2)
are very complicated functions of both gamma rays and neutrons,
and determination of these background terms is one of the most
d i f f i cu l t tasks of a transmission measurement. Various experimen-
tal techniques are used, such as the insertion of black resonance
absorbers or scatterers into the beam and observing the background,
but unfortunately almost a l l transmission experiments rely upon
the extrapolation of a background measured either at a different
energy or with a different sample in the beam to the background
that exists in the energy region or sample position of interest.
Undetermined systematic effects are usually present in the estima-
tion of these backgrounds, and the evaluation of transmission data
must estimate how well the background corrections have been under-
stood and applied.

To determine the neutron transmission from the measured de-
tector counting rates, deadtime and efficiency change corrections
are applied to the data such that I (E), IB(E), 0(E) and OB(E) are
replaced by I ' (E), IB'(E), O'(E) and OB'(E) and eR and en ' are



replaced by the corrected efficiency e^ . The experimental trans-
mission T (E) is then

0'(E)-0B'(E)

The neutron total cross section or the resonance parameters
are determined from Eq. (3). If the experimental resolution is
either very good or the cross section varies very slowly with en-
ergy, o+(E') can be replaced by cu-(E) and Eq. (3) reduces to the

-Nat(Ej
familiar relation T (E) = e , from which is obtained at(E) =

-1/N In T (E). In many measurements, especially in the resonance
region, trie resolution is not good enough to assume a constant to-
tal cross section over the range of energies for which n(E,E')
is significant and the data must be analyzed further. In the re-
solved resonance region both area and shape analyses are applied
to Tm(E) to determine the resonance parameters. However, older
measurements typically used a single-level formalism, while sever-
al more recent measurements have used a multi-level formalism.
Care must then be exercised by the evaluator in comparing single-
level and multi-level resonance parameters, especially the effects
of resolution and how distant levels have been treated in the mul-
ti-level analysis.

In the unresolved resonance region Eq. (3) typically repre-
sents a local average over the transmission through the sample.
Some measurements report an effective average total cross section:
~~eff"
o+ (E) =-l/N In Tm(E). However, this effective average cross
section is smaller than the average total cross section because of
self-shielding effects, and thus the effective average cross sec-
tion is both sample thickness and temperature dependent. The data
are usually analyzed in terms of either ladders of pseudo reso-
nances or probability tables.

In the very low energy region Bragg Scattering can introduce
significant structure into the transmission. Here the data must be
analyzed in terms of both the chemical and physical structure of
the sample, properties which are frequently poorly known.

Thus, considering all of the background, resolution, sample,
electronic, etc. corrections that must be applied to interpret
transmission measurements, even if a transmission measurement is
one of the easiest to make, it is still not an easy measurement.
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SELECTED EXAMPLES OF TRANSMISSION .••iL'S'JF.iMENTS

The author apologizes for the biased selection of transmis-
sion measurements that will now be discussed. It is convenient
to discuss work one is most familiar with, and unfortunately this
leads to a larger emphasis of experiments that the author has been
involved with. However, as many problems are common to the inter-
pretation and evaluation of transmission data, this biased selec-
tion should still serve to illustrate these features.

232
Th Transmission Measurement at Low Energies

232
Three recent transmission measurements of Th have been re-

ported in the energy range from 0.006 meV to >20 eV [1,2,3]. The
measurements by Little et al. [1] were carried" out by TOF at the
RPI Gaerttner Linac Laboratory using metallic thorium samples
which were between 0.5 and 3 mean free paths thick. The counting
data were obtained with a °Li-glass neutron detector. Sample
thickness uncertainties were M).3£. The major experimental cor-
rection to the data was the determination of background, and black
filters of Co, W, Au, In and Cd were used to evaluate the back-
ground at 132, 18.8, 4.9, 1.44 and below 0.3 eV, respectively; the
thorium transmission samples determined the background at the
21.8- and 23.5-eV resonances for the sample in data. The major
uncertainty in the background correction was the determination of
the time-dependent background component. This was deduced from
the black filter measurement with and without the thorium sample
in the beam, and the deduced shape was assumed to vary smoothly
between the blacked-out energies. It was also assumed that this
shape was the same for both the sample in and out conditions. The
support for these assumptions was the experience that this type of
background dependence was common for many of the TOF measurements
at RPI and elsewhere.

The total cross section, determined from -1/N In Tm(E), is
shown in Fig. 1 along with the evaluated data ENDF/B-IV [4] and
ENDF/B-V [5], and also in Fig. 2 with a multilevel fit to the data
above 0.1 eV. The measured total cross section is in agreement
with the fast-chopper measurement of Chrien et al. [2] to within a
few percent and with the recent linac measurements of 01 sen et al.
[3] to within 0.5 percent. Above 0.1 eV, the transmission data
serve to raise the thorium total cross section from the low value
in ENDF/B-IV, although the ENDF/B-V data cverpredicts this measured
cross section by several percent. In Fig. ?, the data were fitted
with a multilevel formalism with the program MLEVL [6], and here it
was noted that the addition of a picket fence of negative-energy
levels plus a strong level just below the binding energy were
needed to balance out the effect of the positive-energy levels and
to fit the thermal capture cross section.
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Below 0.1 eV, the situation is very interesting. The effect
of Bragg Scattering in the transmission samples is very evident,
and this effect is not included in the evaluated data sets. The
multilevel fit in Fig. 2 also did not account for Bragg Scattering.
The net effect of the Bragg Scattering is to introduce significant
structure into the total cross section, and the measured cross
section falls considerably below the evaluated data.in this energy
range. The experimental scattering cross section, formed by sub-
tracting the capture from the total cross section, is compared in
Fig. 3 with the calculated scattering cross section. The calcula-
tion determined the effect of Bragg Scattering from the known lat-
tice structure in metallic thorium. It can be seen in Fig. 3 that
the experimental data show the same Bragg peaks as the calculated
cross section, although the experimental resolution did broaden
the observed structure. In Fig. 3(a), a 1/v-dependent capture
cross section was subtracted from the measured total cross section,
while in Fig. 3(b), the measured capture cross section was sub-
tracted. However, since capture cross section is a topic separate
from the thrust of this talk, the reader is referred to reference
[1] for a discussion of the capture cross section.
238

U Transmission Measurements in ths Resonance Region
A recent example of an extensive set of transmission measure-

ments in the resolved resonance region is the ORNL transmission
measurements of 23°U from 0.52 to 4000 eV [7], and from 0.88 to
100 keV [8]. A total of seven sample thicknesses were used in
these measurements, and measurements were carried out with a 42-m
and a 150-m flight path. Black resonance filters of Co, Al, Mn
and In were used in the lower energy measurements to determine the
shape and magnitude of the background; while Na, Al and Mn were
used in the higher energy measurements. The shape of the time-
dependent background was assumed to be the same for all sample
thicknesses, and this assumption was supported by the general con-
sistency of the results. The authors took into account the gamma-
ray component in their high-energy background caused by hydrogen
capture in the moderator, and they also estimated the uncertainty
in their time-dependent background shape caused by the well-known
effect that the background measured by a black filter depends upon
the width of the blacked-out region.

A least-squares multilevel shape-analysis program SIOB [9]
was used to fit several sets of transmission data simultaneously
with the multilevel Breit Wigner formula. In order that there not
be an imbalance in the number of levels taken into account, Olsen
et al. included all levels within an equal energy span above and
below the region being analyzed plus a picket fence of levels ex-
tending to infinity above and below the energy span selected. For
the low-energy data, a gaussian resolution function was used, but
an asymmetric resolution function was required at higher energies.
The excellent fits which were obtained are illustrated *.i Fig. 4
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surerients w i l ] lead to revisec resjrarce :.sr-3' e te r " or ; f ' - ; r e , a- :
to re-evaluate tne re/isec cata.

jnresolved Resonance ^egior:
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are interpreted in terns o* ^vera^e resonance oara'eters arc * ' ] J I -
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^•^"ll and Ta transmission ir, the jfiresolveo rescriarce rej^or ce'ow
109 keV. Metal l ic samples were used wnici we*-- at roo". ter oero-
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dependent backg-cund, and blacfe f i l t e r ^ o f 5, -.a, Yn ar.3 ,o *e re
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and for two each at 77o»; and 37SO»; are siowr v " : - - . 6. ~^e ;ata
have been averages over 10-percent-wide e-.erj/ s i r ; to obtain a
1ocal energy average over a large r.j .he-- of - - ireso«ar-ces.
These data have fceefi analyzed in ter-s o f v e ; - a^i ;>*ave
strength functions, the ef fect ive sca t te r " _. • •a^ j s , tr.e aiieraje
s- and p-wave level scacings, and the ave r i :e s- * • • ; :>*^»e r a i i a -
t ion widths. Botfi analyt ical ara stocirast1;•; anjj.%es *"dve oee'i
used.
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Tne results provide a correlated set of average parameters
wfcicr. can be conpared to the resolved resonance parameters extra-
polated into tnis energy range. Thus this type of measurement
can serve as a seni-integral test of the extrapolated microscopic
data and can be used by the pvaluator in trying to resolve con-
f l i c t i ng resj l ts fror. resolved resonance region neasurements.

Al tered 3ean Transnission Measurements

Recently tne use c* thick resonance-potential-interference
f i l t e r s have been jsea with pulsed neutron sources to obtain bands
of neutrons wnich are wen separated fron each other in TOF»
Tnese f i l te red neutrons have a very low background of garana rays
ar.d off-energy neutrons, and tne background is accurately deter-
• ined d-tr-ing the rieasiirenents fay observing the counting rate in
the blacked-out regions or. either side of the f i l te red band. This
technique r.as proved extremely useful in determining deep minima
T- tne total cross section by using the same material in the f i l t e r
ar,d tne transmission sar-.ple. Cross section minima in Fe [11,12,
1 i»'4~, '.a 115], S O 6 ] , S i ' l j j , and 56fe[17] have been measured
oj tnis rethod. Ar e/a-.ple of this type of measurement is shown
i r Tig. 7 for tne 24.37-keV rrir.inur: in 5<>Fe, where the =10 mb
t'-tai cress section " i n i - jT can readily be accounted for by the
56:e resonance parameters ana a £.67-fr; effective scattering r&-

J1^ addition tc prcvidir.g a direct measurenent of the total
cross section in deep -rir.ira, the filtered-bean method can also
sravide an accurate "leasure^Tent of the total (or part ial) cross
section at one or r.ore bands of energy that correspond to one or
rare ".ini-^a in the f i l t e r . Transmission measurements *iave been
r,ade at the 24.3-keV Fe-fi ltered band for Be, 0 and C [19] and H
[2Tj rfith a 31-c--thick Fe f i l t e r and with an accuracy of a few
tenths of a percent. This type of 'single energy1 measurement can
provide an accurate total cross section measurement and can also
serve as d benchr-iao. to which high-resolution TOT measurements can
be conpared. Since the f i l tered bean transnission measurement is
not clagjed witn tne large tine-dependent background typical ly ob-
served in jn f i l tered TQF measurements, the combination of the un-
f i l te red and f i l tered bean neasurements can serve to normalize the
uufiltered bear results at these discrete f i l t e r energies.

SUMMARY

Tne t<-ans-issiorj neasurement i s simple i n p r i n c i p l e but can
te qu i te conplex in actual p r a c t i c e . The problems of background
d e t e r - i ^ a t ^ o n , r eso lu t i on broadening and a n a l y t i c a l formalism can
a l l introduce systenatic biases in the interpretation of the re-
sul ts. Tne evaluator is thus forced to understand and to esti-iate
the -.agnitude of these effects in determining an evaluated cross
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section which combines all experimental results on an equal basis.
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Discussion

Mughabghab

I would like to point out that Bhat and Chrien (Phys. Rev. 155,
362, 1967) were aware of the problem of the tail of the resolution
functions which was explicitly considered in the analysis of the
resonance parameters of Th.

Moore

You mentioned the importance of correlations of the neutron and
radiation widths. This is a well known phenomenon; for example,
in the ENDF/B-V resonance parameters of ™ U . Do you feel that
this correlation is due to problems in the measurements or
analysis, or is it in the physics?

Block

I was quoting the work of Olsen et al. (Nucl. Sci. and Eng. 62,
479, 1977) where they observe correlations in their fit to the
potential scattering radius, a, and the r and r of the first
three s-wave levels of "°U. This comes from their correlation
matrix so 1 would say that this is the result of the analysis.

Lone

The structure observed in the subtherraal region (which is due to
Bragg scattering) depends crucially on the sample configuration
and temperature. Also this structure is pronounced in
measurements with well collimated directional neutron beans. In an
isotropic or wide angle geometries the structure will not be the
same. Under these circumstances, the observed cross section
(transmission) will not be a representative of element cross
section but rather relevant to that particular sample and
environmental conditions. How can one take this into account in
evaluations?

Block

I agree with what you say. In low energy transmission
measurements there is an uncertainty which is due to a lack of
knowledge of the structure of your sample.
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NEUTRON STRENGTH FUNCTIONS: THE LINK

BETWEEN RESOLVED RESONANCES AND THE OPTICAL MODEL*

P. A. Moldauer

Applied Physics Division
Argonne National Laboratory

Argonne, Illinois 60439, U.S.A.

ABSTRACT

Neutron strength functions and scattering radii
are useful as energy and channel radius independent
parameters that characterize neutron scattering
resonances and provide a connection between R-matrix
resonance analysis and the optical model. The choice
of R-matrix channel radii is discussed, as are limita-
tions on the accuracies of strength functions. New
definitions of the p-wave strength function and scat-
tering radius are proposed. For light nuclei, where
strength functions display optical model energy varia-
tions over the resolved resonances, a doubly reduced
partial neutron width is introduced for more meaning-
ful statistical analyses of widths. The systematic
behavior of strength functions and scattering radii
is discussed.

*This work performed under the auspices of the U.S. Department
of Energy.

- 433 -



nance scat ter I":.-, da

t h e ' ^ " t i ' • ; . • • - i ' : • - • ; - i - . ; • ', . - . J ^ V - . S • ,• • •,-•. • - . - - > - . . - • • , • : • • - • ? : " ,

r e s o n a * : ' ••• ; •••.!" : . r / v i d < - , > • ; : . i r a t r ; I - ' I T C : V ' ' : : > , : '•• . • < • - . . " •-- :

i n a K i i i a r y T t a r t s ..-; l i ; e • , - . : t . i i a l -•-.,•: •-.--... • -. •.::, r ' . : • = - ; - . . - . . : •

• o a m . f : e : : , i . : i : : i r y : w r i s . ; : * \ e ; : - . . . , • , » - , ; . - . . . • ; • . . - . _ . -,

, : f , / , . . ^ s - a n . , u r , . . , t r . . M . . . , , , , . . . . . , . , . , . . . . . . .

t ; i c - s i : i " i e ; M r . i r . ! j £ i ' r , . ' i " - > ' » • : > • ' . ' . > . • ! : s i : : . ' . L >J r - . ' :. ' i f f . . - ,

w . M f r j < i r ; c i V t ' r . i ^ ' t : ' . ' ^ . s l . r . . s - i •-*-.•* ^ '• " • - . = j r > - .- ' ." . . v - r i . ; r .

e : u T ^ v i n t t . - r v . i l t i c t i - r : 1 . ••,. '•...': : : , i: -. -• . . . • . r :•.•-.:•'.• • •,

d - V v V i V t - r c s : ) : : . i : ! . i - s , - > r i r w i v . h i - , - . • . ' • -: i::-. :•• . r * . < r . - . - . •; , - , : :

a i . s o * i i ' " , e a s ! : r < ' , i , * i . v • ; . : : . ' ; t . - r , t : ; " i ) s : : r - : • , r . ; • • " . » • : • . * : > • • .• •• » - • ' " .

g r e a t e r . F ' ^ r t ' ^ i . - ? • • . • . • > • / : . , <-.* r t : : . : t - : • : • : . " . • •. •..:•- : ".-s •• : ...-. . - ; -

p o r t . ' i n t r o l e ; : s 1 « - t ( . - m ; T ; 2 - u ; i r ' - ' i f / u : . , ' ( - • t : ^ ••.. : r o ~ t F < . ' i " " : • : : -

t i o ; : ( j f t h e n o d e I t o t : ; c ; ) r c - s t - : : t j l - S , - - > • • - - ; - . ; f . ; , • . : .<_-- . < - •

b e e n a p j > l i e d t o : : n r o u e t ' i i l e d d i s c - : ; »•-. J T ; , •:* ::n- . ' i r : : . \ M . . ! ,

s u i ' h , i s i n t e r m e d i a t e s t r u e t u r * . 1 , [ : ' ~ i j • ' ) " : . . ; r > ' : M - : . ^ : ^ r " . ' ; r

c o n s t r u c t i o n o : s r . i t i s t i ; < : ] r c s ' ; : : . . : ; f c r >• i ' . i . : . • " : < - : • • . T. : r

t h e o p t i ' i l p u t e - ' i a l •

T h e r e a r > - n ] S < J s o . n e i i s : H v , i " t . • . . ' • . " • > '-.'•• ', ' . » • j .•- '.•' r t - - , . : M : : . -

p a r a r . e t o r s f ' c" I k e i i e t « T r . i : ) . i " . i ' > : : i , : , t i ; - r . ;. < ! » - • • s a l y-ir'.i -.•.•• t - r -••

' « ' : : i l t ' . i v c r a ^ e t o t a l c r o s s s « .-.-t i r . - ; s > . i ' ; ' > • • • i - : : r > . i : . v r ; . r . i . ~

t i r a l l y u n l i n i t t ' d o n e r ; ; ; . ' r a : i : : e - > w l f : « v r ; . - • / . . n ;' ; r <• :•_-.->, r » : -

i w n r i ' p a r a n e t e r " . ; • - ) • ! • » ^ e t v r ^ i r . c : - j : . l y - . ; * • . ; - i ! ! : ~ i t - - 2 - . - •:.

t r o p . e n < r j ; y i n t e r v a l t h a t c « : : U i r , s .- l i - i i t - ' - : : ; v / > ' r , • r < - s - < - ; . j • ••

S i n c e . s k r t i n ; t : » l u n i ' i t ' n v . i r < . " a ' . v r . i . v s . " - • . • r r > s ; : : i " . . , i r l - . i

w i d t h s . ' n d s i n c e p a r t i a l w i ' J t ! : r i : l ' ; c t » . 1 : t . - . i ; - i . . > r : i •:.; t • ; .-.• r | , r t ' ,

T h n n a s d i s t r i h t i t i ' . : . ['.'.'] « : : i - - ' . " i - ' i - - i • ; . > : , ! i - : ; i r j i - - v I . ; ! . . •>•::

V T r e l a t i v e t o i t ' , . i w r - a t , t ; : i - s t , i : : - i a r - j : • - . • : ^ : • " • . : t - . f i v e r :.-

o f a s a n p l e ' ) I •> p - i r i i ^ i i • i ; i t : : s i •, > J / ' " . - ^ : • i t - > v j l - : . - . 7 " » . r « r

f o r e , a s t r c : i > ; t : : t u i u t ; - / ; : d e r i v e . . : • r , r ".:•;•.. . r - - > , - ; : r : . t-% : . - 5 ' t

4 5 . ' > p r o b a b l e e r r o r , i ; > a d d i t i - ; : ; * • , e x : .*. r i - • - : t i". ::: r r l a l - : t : ; « . . s ,

a n d e v e n 3 ; . - r e s o n a r K e s r a n d u t e n i - u 1 a - • . : • • • . • : • : '••.•:--'i-.--. :

w i t h i n n o b o l t e r t h a n 2 ••• . I : - , a d d i l l .-: t . : : '•> ^ . i s : - - • ^ • . . • t : , * . ; ' <

e r r o r i n s t r e : u ; t h f u n c t i ' - ) d « - T e r n i r s . i t i ; , • ; , t :• r . > a r v . » ' . ' - . - r , • > ! » . - : ;

a s s o c i a t e d w i t h e i u T i - v , ' n d c ! : . » : i R e I r a d i u s : - : . : ; ! f : ; i ' s >'. l\>,-•>•-

p a r a n e t e r s , u l t i r h v « s h a l l d i s c u s ; p r > " . ; ' . . - " : * ; • ; , -.r- : t. : : > - r . ' . ' v , * r ^ >

t i o n s n a y b e l a r , ; e w i t ' i i a i t h e e : ; e r •>• r . i r r . ; . - • . j - n l v / . j 1 . ; " r - j s 1 ; -

n a n c e s , p a r t i c i s l r j r l y i n t ' i e c a s e o ! " l i , - : * t ' T - ' i i ! • • : . r . : : » . - r ^ . '

d e p e n d e n t s t r e r . / . t h l u r : c t " ' » " s " a y b e n : s > ' : i". • ' •. r - J 1 : . : ^ : . : r v s . -

n a n c e w i d t h s : ' i , r : T ; r e r e l i a b l e s t . i t i s t ; i j I ' ^ L ^ c s a : : . • • • . r -

n e d i a t e s t r u c t u r e d e t e r - , i r j a t i o n s . I s - . - i l l r - : - ; r n t ; t ; : s ;• i . : i

later also.

D i e o n l y p r a c t i c a l a r . d i ^ e r . e r a l i y a ; • ; > ! : ' - i b l e " o t . : , J t , r . * : : . ! -

l y z i n g r e s o n a n c e d a t a i s t h e K - . . a t r i x : . e t ; : : , , i i , i J , ! . i . ; . " . ,v:

a n a l y s i s y i e l d s ' o r o a o i i p a r t i a l w a v - < . ; , j , i . t . : r< ̂  ; r a : : . < . • . » r ; « > r -

g i e s K r J ' ^ J ' a n d a r ^ r r e s p o i r f i : i > ; s » - t •.•: - e » - -: i • : . ..• a r . p l i t •;,!•• -

Y J J . T l i i ' s i > K - - j . « t r j x r t ' s < > s i . r ; i e j a r . i : v ; • • r - ^ i i > ' t :<- . r e t i k - . i l .. : i . -

s t r u c t s w h i c l i i i . m ; : i u d i r e C ' l v : v i s ; i r . i " : . - ; , - , . , d > , : , : : : ; , . ( • : , • •

a n d t h e i r v a l i s e s , i 3 o : i e i v ! o ; ; t ' : i > : - i r < ' r ! !•• , n r ' ^ i t r a r . 1 :. . * s •;

- 4 34 -



. r . i innel r a d i i a t . an.i r; / i : : . i i r / ' :< : :d i t i r j : ; s i i t -• F o r r i ' S ' ; r . a " . ; i '

, i : : , i ! y s i ^ p t : r p J.SCS t h e r u s t c o n v e n i e n t c;iifi,_e' wl H-K •. a r e t ' v s e

v a l i s e s - 1 : ; . 1 : w i l l . r a i - : t'-.v r i i r . n e l s r s i i t f u n c t i o n s ,:it z e r ,

-u - : . i r ' , : : fP.cr. ' .v ar.-i I w i l l : ; s e t \ a t c h o i c e t r a r v j ^ o u t .

« i : i " ! t in - ' .—rratr ix i s «.•,•»! i •; l i l t e d s v s u l v i r . , ; t r i e ;S;.-r .rvd.~. ' i j

i":-j,it r i ^ w i i - i a ::::( l o i r ; n ' . o r j t ' t i : ) a H a r . i l t u r c i a n a s w a s i ' j r .e fw

e x . i - p l t ' bv T.-irU'^i-^i a n d ' ' u l Ja i i i - r [ I 3 j , i t : i s e s s c r . t i . i l t h a t a l

;: har.nel r a d i i Lc ' '.use::, s-.v as tu bt- greater than the ran^c a:
t::v ;:-.:cloar ir.ter•!»• t I T : l;i-uvi-r: t:;e m-utror, and t?x- target ";;cl
- , :s . •I'jws.'Vcr - v a r t ' J » a l i : : : - ; . c r t - « i t i : an < • — p i r i c a i R - n j t r i : t u:,r

•,•:!>• " i:r.c t i<::; i s t u j ' a r a r - i - t e r i z c - t ; s e r e s ' ;ma : i ces> . T r s e r e f o r e «v

::i"t.':? r:Ml riu .:: ,:: :t_r-:c:i -i'ir i:: s ;, ; : a r c s t r i ; 1 ! i o : j on c h a n n e l r a d i i

a-:.i -:)••• > : ; ' r ; s - :•; . ;iK . t - -:« : : t -ar t ' : e ::,'! 1 f f . i l l o f * r a d i u s j t t h

.;-=-:: -»1 ••«:»••::. i i l . T*:.it :<::•> ; *• s , i t i s f . i r : - ; r y i s d e - o n s t r a t e d :

r i . ' .» 1 •••.tir-_- i t . s s::i.wr. ; c : , i t t ' : u s a n d ;; w a v e s t r e n ^ t : : fur:.—

!„•*::•• i.:.: \..v <* :.\ar*ir:et t-r L I* , i l . i t e ^ : u r " J ! » i : r o n a:: i ^ p t i c . i l

•: . T t - r ' t i a l w:: ' : : ' . a l f i a l l ii a t ->.."-. : : : a r t - a l l i r . de jwrsde r . t rjf

: " . • " - ! ' . r . i . i i T T a , ; rM't »»'<•" - •!";] ". : r.. T h e o r e t i c a l l y t r . e

•,-:. ••.•: s-.,i,I ; ; J V . i s j ' i s t : : i c - ' r v l r . a , ; i : : ; : : , ; Th<it t h e r e e x i s t s

v ::'- via:": I l t u v . i i ? . -••:v.se i n t e r a c t i o n i s c - i i i i n e d w i t h i n t h e a^ .

,i: : •-.-'•;:;-!; y i e l d s e x a c t I v t L : e •.- a n d r * J w h i c h l i e w i t h i n t : : t '" '

, . : : - i lv; ' . td < ru. 'r. 'v • r . t e r ' . ' a l . S i n c e t h i s i s ;j r i r i i t e nunb«*r <)i pa~

r - r . e t ' . T s - i - s":;«jii2i2 be .iH'.c * ' , ; i r . s t r u r t t h e r e q u i r e d e q u i v a l e n t
::a- .i 1 t - i : : i - tn . The a d v a i i t a ^ e ! J : " j s i n j ; c t i . - n n e l r a d i i o f o p t i c a l

; , u . - r . t i a l r a r r ^ e i s f . a t t : : : s r e d u c e s t h e e n e r g y d t j u ' n d c n c e s of

: >- :;t r en - . ' f : f u n c t i o n s a n d a v o i d s t h e i n t r o d u c t i o n o f s p u r i o u s

'..•;>t I.•-!'. r-odlel p e a r . s , <JS d e ~ c - s t r a t e d in ¥i£. J . I t w o u l d

; i r : j ; » ' <..• u s e t t i l **J e s t a b l i s i j .i s t a n d a r d c h a n n e l r a d i u s f u r

k—:T. r i x T i t t i r : . - >• r e s ^ n a n t e d ' t a . The s t a n d a r d a d o p t e d :r:

t h e ; v i l m 3 a t i-«r.s r e p o r t e d ; i t - re i s a * l . C S A " ' 5 + . 3 in f ' j r

a l l v":,i""X'I s .

A >ir.;:l..- , : : a : : : u - l R - f .;:;>• 11 '-•:! r e s ?r.a::ce a n . i l y s i s uf a t , ; t a l

o r I ' l a s t i i . --.fit r-.r. r .<ss s e r t i v r i i s o b t a i n e d by f i t t i n , : t r i e

•""••"i'.i:re;i c r j s s s t ' c t i ' : : : f.- t?:»j • • i ; i r r " . p r i a t e : 'JI lowir . ; - : . t rr- .ul i

= - - r; - He

e l a s t i c



r

where
1 - L

2 1 i
1 - L R» » i I

u

and for s and p waves and for our choice of boundary conditions

A - 9 L - ip
o o o o

(6)

X .-„ -tan-'p L ""' (1 , u .,

where p^j * ka£j and k is the channel wave number and ajj is the
arbitrarily chosen channel radius. The object of such a fit is
to obtain the background R-functions R"", the R-aatrix poles E^
and the pole channel amplitudes Yy Where appropriate these
fornulas must be generalized to oultichannel R-aatrix formulas,
but the final set of resonance parameters is of the same type.

At low enough energies RijxReLjj is snail enough compared
to unity so that ReLj; can be ignored. However, this is not
always true for the whole range of analyzable resonances in
lighter nuclei as is demonstrated in Fig. 3.

The connection between the R-natrix resonance parameters and
the optical model amplitudes nes is given by

*J

where

D
Jf*.(*» j)

where <( y indicates an average over resonance u and Dj is Che
mean spacing of R-function poles Eg of appropriate total angular
nonentun and parity. The coefficient and sun In Eq. (9) Is
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required when the optical model Is independent of target spin I
and total angular nonentun J, as is assuned here. The sane sun
and coefficient defines R"; in terns of the RJJ7J * , j ' T"e

optical nodel n's are obtained fron an integration of the
Schrodinger equation with the optical potential interaction as
is performed in all optical nodel computer prograns.

Equations (7)-(9) define the background R-functions R°° and
the R-strength functions s in terns of the complex optical nodel
scattering amplitudes rj and the channel paraneters x. and L. R."
and s vary slowly with energy as a result of the optical nodel
giant resonance energy variation. But these paraneters depend
strongly upon the choice of channel radius by virtue of the chan-
nel radius dependences of A and L. To obtain a useful paraaeter
independent of arbitrary radii, it is necessary to remove this
channel radius dependence, without at the sane tine introducing
the strong kinenatical energy dependences of partial neutron
widths. This is the purpose of the strength function definitions
which are given below.

Solving Eq. (7) for s$_\ we get for low neutron energies

An P ^ SJij = T z j , (10)

where P^j = In L^j and the transmission coefficient

At these low neutron energies the transmission coefficients can
be related to the characteristics of cross section resonances by

T£j 2it T^j/D , (12)

where FJJJ is the average partial neutron resonance width and D
the resonance spacing. In contrast to the R-function paraneters,
these are real physical quantities that can be measured and that
are independent of any channel radius. Moreover, their kinenat-
ical energy dependencies at low neutron energy are known. In

particular T^j/U behaves there as E ^ + 1/2). Therefore the

desired channel radius and energy independent definition of the
strength function is obtained by dividing the left hand side of
Eq. (10) by E<* + lM.

e s 2 *J „
b s
b4j 24 + 1 El + 1/2

 s*j '

which includes a traditional factor of (2£ + I)" 1, and where,
again by tradition, E is measured In electron volts. Equa-
tions (10), (12), (13) yield the traditional definition of the
S-wave neutron strength function
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For p-waves, we obtain by the sane method

In contrast, the traditional formulation of the p-wave strength
function

•

traditional 2j- + 1 1 + (ka)2 lj ^ Jca - ,.

lj " 3VE (ka)2 0 ' 3VE" S1J l '

does have the desired energy independence at low energies, but
it also has a very strong and undesirable channel radius depen-
dence which is demonstrated in Fig. 1. Therefore, to be inter-

pretable, any value of Sj must be supplemented by a
channel radius value. In contrast the definition (15) of Sj is
radius and energy independent op to energies where the value of
(ak) 2 becomes appreciable compared to unity, that is, typically
up to some tens of kilovolts. Above such energies other kinenat-
ical as well as dynamical effects such as optical model variabilit)
start coming into play, in any case. "I would therefore recommend
that Eq. (15) be adopted as the definition of the p-wave strength
function."

If E is measured in electron volts, then S o is of order 10"1*
and Sij of Eq. (15) is of order 102.

In addition to the strength function, the background
R-function R™ provides another channel parameter that can be con-
nected with the optical model. Solving Eq. (7) for the s-wave RJJ,
we obtain in the low energy limit the following connection with
no, via the background scattering radius R*.

~= R'

where the defining relationship is on the left and the connection
with resonance analysis is on the right. R' is again an energy
and radius independent parameter at low energies.

If we do the same for p-waves, we obtain the relation
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for the p-wave background scattering radii. These quantities are
again independent of the channel radii a,j, but they are obviously

proportional to the neutron energy E at low energies. In order
to obtain energy and radius independent p-wave potential scatter-
ing radii we must define the reduced p-wave scattering radii

R^-R'jj/E , (19)

which yield nunbers in the vicinity of unity when E is measured in
MeV. It should be noted that RfJ may assume negative values in
the vicinity of a p-wave strength function peak, as seen in Fig. 4.
P-wave potential scattering radii have recently been measured [14].

In the lighter nuclei, A < 50, resonance cross sections can
often be measured and analyzed by R-matrix parameters within energy
regions where any or all of the corresponding strength functions
S^j or Rjjj display appreciable energy or radius dependences that
cannot be removed. They are caused in part by the breakdown of
low energy approximations and in part by optical model giant
resonance effects. Moreover, the resonance spacings may be so
large that no useful averages can be obtained within subintervals
of small energy variability. In such circumstances it is useful
to recognize these energy variabilities and build them explicitly
into the definitions. For this purpose it is useful to consider
a doubly reduced partial width parameter T^j from which both the

kinematic channel energy dependence and the dynamical optical
model energy dependence has been factored out:

Alternately one could use reduced R-matrix amplitudes

J(1 eV)/s£j(EM). Here S£j(EM) or s&j(Eu) is determined

by the optical potential and the latter can be adjusted in order

to satisfy

24

This provides a systematic method of optical model fitting of
resonance data in lighter nuclei.

In addition, the doubly reduced widths are convenient

for statistical analyses in lighter nuclei. The r^j should

be distributed according to the Porter-Thomas distribution, while

the distributions of singly reduced widths T^jj - ru^j/Ej
+1/2 may

be distorted by optical model effects. Also the cuaulatlve values
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of doubly reduced widths Eg <£ ?iiZ\ give a more reliable indica-
tion of intermediate structure than do the customary stairway
plots of unreduced or singly reduced widths. A case in point is
the recent analysis of Yy for s and p—wave neutron resonances
in 2^Si by Newson et al. 16], over a neutron energy range of up
to 4.5 MeV. As indicated in Fig. 2, there is much optical model
variation in the R-strength functions over this energy range.
Moreover, this variation depends strongly upon the choice of
channel radii. Thus the rapid rise in the s-wave strength above
3 MeV in Ref. (6) could possibly arise from the rapid rise of
the s-wave R-strength function in the same region as shown in
Fig. 2B. Similarly the apparent peak in the p-wave strength in
Ref. [6] seems to be correlated with the optical model peak in
the pl/2 strength in Fig. 2B. The appearance of spurious chan-
nel radius dependent peaks can be avoided by first obtaining an
optical model fit to the resonance and other data as indicated
in Eq. (21), and then constructing stairway plots with the doubly
reduced widths of Eq. (20). Energy variations in the latter can
then be interpreted as true intermediate resonances.

Finally, Fig. 4 displays the mass number dependence of the
s and p-wave strength functions and (reduced) background scat-
tering radii, as defined here, and as calculated from the
overall optical potential of Ref. [2] with a fixed spin orbit
potential of 7 MeV.

AFTERTHOUGHT: An alternative to the definition (13) night be
the following

c _ 2 (ka)
2)1+1

This removes some of the kineoatical energy dependence from the
strength function at the expense of introducing an explicit
channel radius dependence. The result of the definition (13*)
would be to introduce an additional factor of l+(ka)2 into the
definition(15) of the p-wave strength function. For the case
of 2 8Si, sJ,i/2 and sJ,3/2 are shown dotted in Fig. 2a.
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Fig. 1. Channel radius dependences of s and p-wave strength
functions and (reduced) channel radii, Eqs. (14), (15), (17),
(19), as well as traditional p-w; ve strength functions, Eq. (16),
dashed lines, for an optical potential (60Ni) with half falloff
radius of 4.74 fn. (V - 53.1-O.3E, W - 7.9 + O.25E,
VSO - 8.0 rieV; R - 1.2A1/3, A - 0.6 fn).
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.ig. 2A. Energy dependences of s and p-wave R-strength func-
tions Eq. (9), dashed lines, strength functions Eq. (13), full
lines, and s\, dotted lines,for a 28gi optical model (V » 53.8,
W - 3.0, VSO - 7.0 MeV; R - 1.21A1'3, Av - 0.66, \, - 0.48 fn)
Channel radii a = 4.3 fm.
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Fig. 2B. Sarae as 2A with a - 6.4 fn.
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\.o

Fig. 2C< Same as 2A, but ignoring p-wave level shift factor
in Eq. (7).
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Fig. 3. Energy dependence of p-wave level shift factor j
for light nuclei compared to the limits of analyzable resolved
p-wave resonances in 3 2S, lt0Ca, and 28Si.
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Fig. 4. Systematic mass number dependences of s and p-wave
strength functions and (reduced) channel radii for an optical
model with V - 46.0, W - 14.0, VSO - 7.0 MeV; Rv « 1.37A

1'3,
R^ - 1.447A1/3, Av - 0.62, A*, - 0.25 fm.
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Discussion

Froehner

I can see that talcing the R-aatrlx channel radius Inside the range
of the nuclear Interaction you can still establish a systea of
Internal elgenfunctions and eigenvalues. Rut then the external
wave functions are distorted near the channel radius. In the case
of neutral incident particles, they are no longer Ha nice I functions
from which we calculate our faalllar hard sphere phase shifts and
penetration factos. What are these latter now?

Molda'jer

They are still Hankel functions because the equivalent Haailtonian
has no nuclear interaction of range greater than the chosen
channel radius. This equivalent Hsalltonlan is not required to
describe or perscrlbe the optical potential.

Lagrange

Have you made calculations of the energy dependence of the
strength functions for nuclei like nloblua? Fron ay optical model
calculations of .Sb, 1 have observed a strong energy dependence
of the p-wave strength functions.

Moldauer

Yes, I have made calculations near V9 r; and found no energy
variation of the strength functions over the range of resolved
resonances.

Lagrange

; What do you think of the strength functions deduced froa an
analysis of the aveiage total cross sections. Ue refer to the
work carried out in the past by Dr. Ittley and co-workers.

Moldauer

The strength function is directly determined by the optical
aodel. If the average total Ct-oss section specifies the optical
•odel well, then It also specifies the strength functions.
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SYSTEMATICS OF S-AKD P-WAVE RADIATION WIDTHS*

.V. S. Moore

University of Cal i fornia
Los Alamos S c i t n t i f i c Laboratory

ABSTRACT

The question of calculating differences in s-anc
p—wave radiation widths as a valid evaluation tool is
explored. A purely statistical approach such as that
provided by the Brink-Axel formula depends upon two
factors: 1) an adequate description of the giant
dipole resonance shape at energies well below the
resonance, and 2) an adequate description of the
leve.1 densities between the ground state and the
excitation of the compound nucleus near the neutron
separation energy. Some success has been obtained in
certain regions of the periodic table with this
simple approach, e.g., in the actinides where all
nuclei exhibit similar rigid permanent deformations.
However, if the method is to he used as a genera]
evaluation procedure throughout the periodic table
and particularly in regions where the radiative
transition probabilities are enhanced by direct
processes, it appears th - much more nuclear
structure information i.-eds to be incorporated into
the calculations.

I. INTRODUCTION

The bulk of the information on s-ar.d p-wave neutror; re-
action rates con*es froei the detailed study of neutron reson-
ances. The average cross sections for co-ipound nucleus fos—
nation can be described in terns of neutron transmission co-
efficients or strength functions (width-to-spacing ratios),
which are essentially independent of the variation of the level
density from nucleus to nucleus. Reduced neutron widths, then,
are proportional to the spacings ot the levels, or inversely
proportional to the level density-

*Work supported by the V. S. Department of Energy Radiative
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Radiative capture, on the other hand, involves a ratio of level
densities, such that the radiative width varies only weatcly
with the level density- The level density enters in first
order in the relative reaction rates, leading to pronounced
differences, for example, in average radiative capture cross
sections of even-even and even-odd targets. The sane effect is
found in low energy neutron resonance analysis. If the
radiative width is small compared to the neutron width, ore can
in principle determine the radiative capture width to high
accuracy from an analysis of the total and radiative capture
cross sections. If the radiative width is doninant (as in the
case of low-energy p-wave neutron capture), neither the total
nor the capture cross sections are very dependent on the
radiative capture width, and the accuracy with which it can b«?
determined from low-energy neutron resonance analysis is not
high. In this connection, it appears that a ^axiram 3iVe!ihcod
technique for determining radiative widths from resonance areas
developed by Caner fl] should be recommended.

At low energies, the accuracy of the p-wave radiation
width may not be very important, in that the cross-section
sensitivity is low. As the energy increases and the resonances
br-come less well resolved, the p-wave and higher-partia3-wave
neutron widths increase strongly, and the radiative capture
cross section becomes more sensitive to the radiative widths
for these higher partial waves. For infinitely dilute
concentrations, possible differences in s— and p-wave radiation
widths are probably unimportant, but for strongly self—s
configurations, the calculated reaction rates reflect
differences.

The experimental evidence for differences in s- and p-wave
radiation widths was carefully considered in the excellent
review article by Allen and Musgrove f2] who find significant
differences primarily in the vicinity of the neutron size
resonances near closed shells. Allen and Musgrove assumed that
in the vicinity of the 3p size resonance, the total p—wave
radiative width could he expressed as a sun of a statistical
width plus a residual width that they attribute to
non-statistical single-particle and collective effects. They
then estimate that the statistical width is the same size as
the s-wave width, where no non-statistical effects are
expected. (In the vicinity of the 3s resonance, it is th*»
s-wave radiation width that is systenaticaily enhanced, and
they evaluate the residual non-statistical width by usirjg the
p-wave width as the statistical reference value.) They next
calculate the valence neutron contribution, finding that it: th*
3s and 3p size resonances, valence transitions account for a
sizeable fraction of the total width. For certain nuclei,
e.g., **F<? and **Sr, they find th.it virtually all tiw
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residual radiative strength can be accounted for by valence
transitions. However, for most 4s nuclei, they calculate that
the valence process can play only a minor role in the capture
mechanism.

Allen and Musgrove also consider correlations: in the
initial state (I",,:!^), among the final states (.Ty Sy^)
and with the (d,p) spectroscopic factors. They conclude that
the evidence for correlations is significant, and that in the
4s and Up region, where valence effects are small, these
correlations suggest an additional non-statistical capture
process. They attribute these to doorway states. Destruction
of two-quasiparticle doorways leads to final state
correlations, and if only one of these is important, initial
state correlations are expected. Where the nuclei are strongly
deformed, they suggest that particle-vibrator doorways (a
single particle coupled to a quadrupole, or, for p-wave
capture, to an octupole-excitec core) may be important. In any
case, the channels may be observable through intermediate
structure.

II. ASSUMPTIONS IN THE CALCULATION OF SPElTxAL
SHAPES AND LEVEL DENSITIES

The statistical theory of nuclear reactions is based on
the assumption of reciprocity, i.e., • *ie equal probability of
compound nucleus formation and decay at equal transition
energies in a given channel. For neutron inelastic scat-
tering, this leads to the familiar Hauser-Feslibach formula; for
radiative capture, it leads to the Brink hypothesis '!>]. f}:e
Brink-Axel formula {4,5] contains the additional assui-.ption
that the energy dependence of tne spectral shape for E1

transitions can be accurately described by the tail of the
Lorentzian fit to the giant dipole resonance. For nuclei uith
permanent quadrupole deformations, one expects the spectral
shape to he the superposition of two Lorentzians with different
vibrational frequencies [6]. For spherical vibrational nuclei
(whose ground-state equilibrium deformation is zero but whose
root-mean-square deformation is non-zero) one expects a
superposition of Lorentzians nodulated by a Gaussian
probability distribution: the Kerman-Quang approach !7]. For
transitional nuclei where nuclear-shape coexistence is found to
occur [8], one expects the spectral shape to depend on the
nuclear structure of the final state. Detailed nuclear
structure information is also required to evaluate the
probability that there is significant clustering of residual El
strength around the unperturbed particle-hole energies. It is
not clear whether one ought to use a single particle
(energy-independent) representation for Ml strengths* or
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whether there is a giant Ml resonance underlying the El, the
ratio of strengths being 7 ±. 1 19]. The contribution o£ other
mtiltipole resonances is generally neglected. The description
of the giant resonance as a Lorentrian is open to question, as
is the validity of the Brink hypothesis where direct processes
are known to be important. The current state of the art is
summarized in a study recently carried out by Gardner et al.,
[10] who prefer an energy-dependent Breit-Wigner representation
of the giant dipole resonance, showing that this new
parameterization yields satisfactory results.

The other factor, of equal importance in the calculation
of radiative capture, is the energy and spin dependence of the
level density. Level densities are well determined
experimentally at only two points: near the ground state, and
near the neutron separation energy where one counts resolved
resonances. Interpolation and extrapolation from the neutron
separation energy are often done by thermodynamic methods that
give simple analytic representations of the level density.
Calculation of the spectrum of levels in a 3-dimensional box
leads to the Fermi-gas model; correction for pairing and
fitting to observed densities at the two energy points leads to
the back-shifted Fermi gas description. The
constant-temperature model affords a particularly simple
expression. For simplicity, many of the level density ex-
pressions contain a constant spin cut-off parameter, and odd-
nnd even-parity levels are assumed to be equally probable* It
is perhaps surprising that the calculation of radiative capture
widths can be done reasonably well with these simple
prescriptions. Lynn, [It] for example, estimated that capture
calculations can be made to about 252 accuracy for actinide
nuclides. The next step requires the use of combinatorial or
microscopic descriptions based on a realistic nuclear
potential. The review of Huizenpa and Morettc 112] is a
definitive summary of current techniques. In particular, they
give an excellent description of the grand partition function
of statistical mechanics, and show how the use of this powerful
method leads to the microscopic level-density calculations that
are only beginning to be used in evaluations.

III. STATISTICAL CALCULATIONS

('. H. Johnson [13] carried out statistical model calcu-
lations of radiation widths for 75 < A < 130, using the
Brink-Axel hypothesis with two free parameters for the nor-
malization and A-dependence of the giant resonance tail,
fitting known s-wave levels with a standard deviation of ~
t 25%. Johnson noted that in the region of A - 90 (in the
region of the 50-neutron shell) the statistical model
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calculations give excess p-wave radiation widths because the
low lying stales are mostly even parity. The excess is
particularly large near A - 90 because Che level densities at
the neutron binding energy are small, and the partial widths
for transitions to these low-lying final states are distributed
among fewer resonances. To describe the shape of the El and Ml
strength Johnson used the Lorenzian expression

;

y

with Eg = 76/A1'3 MeV, and Fgag = (4Cme
2h/Mc)(NZ/A).

For Tg, he used 88A/NZ MeV, consistent with the level
density description he chose, the backshifted Fermi gas node!

P(U) = exp (2/AU) / 12/? a1/4 l?5/4 o ,

with the spin dependence given by

Pj('J) = p(U)(j + l/2)(2o2)-l
x exp [-(J + l/2)2/2a2l ,

where 0 = E - A and <j2 = 0.0888(aU) 1/2 A2/3.

The radiation width was calculated as a sum over discrete
and continuum final states,

/'

Y-F.C

1 S(E )E^ 2-» P T ( E X " Ev} d Ev
1 ' I«J-1 ' T

where S(Ey) in the second term is given by y
+ S H I ( E Y ) . The second term is parity independent be-
cause t'*e final states include equally both parities.

' hnson concluded that the statistical enhancement of
p-wave widths for A = 90 was roughly equal to the enhance-
ment by valence capture calculated from observed reduced
neutron widths and (d,p) spectroscopic factors, noting that
below A « 88, there are predicted enhancements for s-wave
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resonances rather than p-waves.

A similar study for the actinide region was reported by
Moore at the Harwell conference [14], the major difference
being that a combinatorial level density calculation was used
instead of the Fermi-gas description. The situation in the
actinides is very similar to that for A - 90: the p-wave
neutron widths are enhanced by the presence of the 4p
resonance, and most of the low lying levels again have posi-
tive parity, so that the highest energy transitions are pre-
ferentially observed in p-wave resonances. This property was
recognized by Corvi et al. and used successfully in assigning
p-wave levels in 232Th and 23*U [15,16]. The level density
in the actinides is very much higher than for A - 90, and a
calculation using the Fermi-gas level-density description in
the continuum would have shown that s- and p-wave radiation
widths are negligibly different. However, the combinatorial
level-density calculation suggested that the enhanced density
of positive-parity states persists far enough into the
continuum to give a significant difference in s- and p-wave
radiation widths for even-even targets, where the level density
at the neutron binding energy is least.

Johnson and Moore found that the Lorentzian parameters
obtained by fitting the giant resonance overpredicted the
neutron capture widths. In their review, Bartholemew et al •
[17] noted that this result is a fairly general one: the
Lorentzian shape generally overpredicts the radiative widths
and gives a too soft capture spectrum. These difficulties led
Gardner et al. [10] to adopt their energy dependent
Breit-Wigner shape. Joly et al. [18] measured gamrna-ray
spectra from radiative capture for neutron energies below 3 MeV
for rhodium, thulium, and gold. They compared their results
with extrapolations of giant-dipole-resonance data and total
radiative widths. Their results indicated that better
agreement was obtained by using a depressed giant dipole
resonance shape, a Lorentzian multiplied by a depression factor
given by exp JoK&y - E Q ) ] with parameters a = 0.164
MeV"1 and E o - 12.2 MeV for gold, as suggested by Earleet al.
119], and a = 0.060 MeV"1 and E o = 13.4 MeV for rhodium.
It is perhaps unnecessary to remark that using such a
depression factor for the A - 90 and actinide calculations
would lead to even larger differences in the predicted s- and
p-wave radiation widths.

IV. NON-STATISTICAL EFFECTS

The definitive review of valence and doorway mechanisms in
resonance neutron capture is that of Allen and Musgrove [2].



The valence model describes the change of state of the incident
neutron in the entrance channel by the emission of dipole
radiation in the field of a spectator target. The valence
process is expected to be important when initial states have
large reduced widths and when El transitions can excite final
states with large spectroscopic factors near closed shtlls. In
the valence process, the partial radiative width is
proportional to the reduced neutron widths of both the initial
and final states. Allen and Musgrove made valence model
calculations across the periodic table, comparing these with s-
and p-wave radiative widths. The pattern of width variations
and correlations with mass number led them to the conclusion
that there are other non-statistical processes that occur in
addition to valence transitions. One of these gives neutron
width and total radiation width correlations, and occurs in
regions where valence capture is relatively unimportant.
Another seems to give primarily final-state correlations but is
non-correlated with neutron widths; this second single-particle
mechanism seems to manifest itself in the region of the 3s
shell and to interfere with valence capture. Allen and
Musgrove conclude that the observed effects can be attributed
to doorway states: large and symmetric initial and final state
correlations are expected in the case of a single doorway with
two-quasiparticle character; if there are n doorways, the
initial-state correlations are reduced by a factor 1/n, but the
final-state correlations remain large. Allen and Musgrove also
discuss other doorway configurations, particle-vibrator
doorways, and collective core transitions.

Neutron strength fluctuations, showing strong evidence for
intermediate structure, are well established in the 3p and 4s
size resonances, [20-22), and recently have been suggested by
Perez et al. [23] for the capture cross section of U in
the 4p resonance. While one can speculate that radiative width
enhancements and correlations with neutron widths are a general
phenomenon associated with the neutron size resonances, It
is not clear how one might include such effects in an
evaluation, or in what cases it is essential to do so. Even in
those cases where non-statistical effects appear to be well
established, one should bear in mind that they may be
neutron-energy dependent, in the same way as the intermediate
structure fluctuations.

V. A LEVEL-DENSITY CALCULATION

The use of a thermodynamic level density description such
as the back-shifted Fermi gas is probably the most deficient
approximation made in the evaluation of s- and p-wave radiation
widths in a purely statistical calculation. While a
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combinatorial approach is cumbersome, it appears to otter a.
reasonable way of including certain nuclear structure
information. The following features are to be incorporated in
an independent particle calculation similar to that used in
Ref. 14: 1) Use of a realistic one-body potential (Nilsson
model) that includes the treatment of permanent quadrupole
deformations. 2) Inclusion of the ir.ost important of the
residual interactions, pairing correlations, by solving the BCS
equation, or by the Wahlborn method [24] for those
configurations that are only slightly affected by pairing. 3)
Sequential calculation of densities according to the
doorway-state hierarchy, which in principle permits the
inclusion of valence neutron capture, precompound emission
probabilities, and destruction of appropriate particle-hole
pairs. 4) A realistic joining of discrete and continuum levels
by replacing the lowest calculated levels with & given
(E,J,TT) by those that are known. 5) Calculation of partial
radiative widths under the Brink-Axel hypothesis, modified as
necessary by the depression factor described in Ref. 18 to give
agreement with measured radiative widths. The code was written
at the Central Bureau for Nuclear Measurements in Geel,
Belgium. Preliminary tests have been made, but no production
calculations were done. We hope to have the code operable on
the LASL CDC-7600 in the near future.

VI. CONCLUSIONS AND RECOMMENDATIONS

The calculations of Johnson [13] showed that differences
in s- and p-wave radiation widths are predicted by the
statistical model in the region of A - 90, and the results
obtained by Moore [14] suggested that similar differences may
exist in certain actinide nuclides. The use of the
back-shifted Fermi-gas model to describe continuum level
densities seems to preclude the use of Johnson's simple
approach as a general evaluation tool. Results of a perhaps
more realistic statistical calculation are not yet available.

We feel that the problem warrants further study. Non-
statistical effects should be included in the evaluation of
radiative widths, at least for those nuclides for which they
are known to be important. It is not clear whether these
effects may be rapidly energy dependent, or whether neutron and
radiation-width correlations are of general enough importance
that provision should be made for treating them in
unresolved-resonance data evaluation.
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Discussion

Lone

You warned against the use of a single Lorentzian term for
calculation of the gamma-ray strength function. This certainly is
not the practice. In my review talk at the Third International
Conference on (n,y) Spectroscopy held 1978 at BNL (published by
Plenum Press, page 161), and our earlier review paper in Advances
in Nuclear Phys. Vol. 7 (Editors: Vogt and Barranger), it is
clearly pointed out that one uses the one or two term Lorenztian
expressions which best fits the gamma-ray absorption cross section
data across the giant dipole resonance region in the particular
nucleus. Parameters for such fits are given by Berman and Fultz
in their review paper published in the Review of Modern Physics.
Deviations of the gamma strength function from Lorentzian
extrapolations wer*; also discussed in our review paper. You
mentioned that from nucleus to nucleus the variation in the total
radiative width is much less than the variation in the gamma ray
strength function. Are you considering the same excitation energy
in different nuclei?

Moore

Let me comment on your comment: My intent in mentioning the
single and double Lorentzians was actually to point out the need
for including nuclear structure information in transition nuclei
where shape co-existence is known to exist. This is only
illustrative of problems that arise in the GDR description. The
answer to your question is that I was actually comparing neutron
and radiative strength functions for neighboring nuclei at the
same incident neutron energy, where neutron strengths are rather
similar, but radiative strengths are quite different because of
the difference in excitation energy.

Moldauer

With regard to the problem of level densities and level spacing
distributions, there is a well developed theory based on the shell
model which is due to Prof. Bruce French of the University of
Rochester. Unfortunately, it is not too well documented in the
open literature; it has been discussed for quite a number of years
at various international meetings. This work may be of interest
to evaluators.

Bhat

There was a conference at Iowa State in September 1979 dealing
with the level density calculations of many fermion systems. The
work of S. Grimes (LLL) and others in this connection is
interesting.
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Gruppelaar

Have you any preference for backward or forward - shifted level
density prescription? these are the formulas which are still used
by most of the evaluators at present.

Moore

My feeling is that any of the simple prescriptions currently used
are open to question.

Peelle

Do I correctly infer from the last few talks that the evaluator
can obtain little detailed guidance from resonance analysis for
extension of the total and capture cross sections into the
unresolved resonance region at higher neutron energy? (because of
problems in separation of s-wave and p-wave levels, and the
difficulties of knowing p-wave radiative width, for Instance).

Moore

True. It appears that neutron strength fluctuations or
intermediate structure is quite a general phenomenon, and one must
be careful when extrapolating resolved resonance parameters to the
unresolved region.

Froehner

I would like to respond also to Bob Peelle's question. It is
difficult to extrapolate from the resolved resonance region beyond

or 200 keV, at least for me. I am impressed by the fits to
U capture data presented by Poenitz at the Knoxville

Conference, which are good up to 1 MeV. I myself find
difficulties when I try to estimate energy dependences of
radiation widths or of inelastic scattering, e.g. with the
Gilbert-Cameron formulae, because there is no good prescription
for the E-dependence of the spin cut-off at low energies. It
would be desirable to extract something like an Improved Gilbert-
Cameron formulae from the results of the BCS-type and
combinatorial calculations so that the formulae become more useful
near the ground state and over large energy ranges, of the order
of 10 or 15 MeV.
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Menapace

I agree on the fact that macroscopic formulas of level density
should be improved in order to fit the results of microscopic
models. A work in this direction is in progress at the Bologna
Center, among others; and the first results were published (see
Nuovo Cimento, 50A, 1979 and Sept. 80). A simple model ("black
body" model by Benzi) utilizing the thermodynamic temperature from
the microscopic calculations has been applied successfully to
estimate average radiative widths.

Mughabghab

The work of Benzi and his collaborators appeared in 1978 Harwell
Conference (p. 288) and the proceedings of the Specialists'
Meeting on Neutron Cross Sections of Fission Product Nuclei,
Bologna 1979 (p. 215).
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EVAI.VATIOSS OF AVERAGE LEVEL SFACISCS

H. I. Liou

Brooit';;aven National Laboratory
Upton, Sew York 11973, V.S.A.

ABSTRACT

The average level spacing for highly excited nuclei is a key
parameter in cross section fomulas baaed on statistical nuclear
models, and also plays an Important role In determining many physics
quantities. Various methods to evaluate average level spaclngs are
reviewed. Becaise of the finite experimental resolution, to detect
a complete sequence of levels without nixing other parities is ex-
tresely difficult, if not totally impossible. Most methods derive
the average level rpacings by applying a fit, with different degrees
of generality, to the truncated Porter-Thomas distribution for re-
duced neutron widths. A method which tests both distributions of
level widths and positions is discussed extensively with an example
of 168Er data.

INTRODUCTICS

In the optical model and statistical model calculations for nuclear
cross sections the s-wave average level spacing <D> of neutron resonances
plays an important role along with other average parameters, such as the s-
and p-wave neutron strength functions, and the average radiation widths.
More knowledge about <D> leads to better understanding of the neutron reac-
tion mechanisms. The average capture cross section in the resonance unre-
solved region is proportional to 1/<D>, and the average partial radiative
capture width is proportional to <D> at capture state. The pairing energy,
shell effects, and the level spacing of single particle states at Fermi sur-
face energy can be determined by systematic study of <D> In the resonance
region. Reactor fuel cycle and burn-up calculations also largely depends on
the average level spacings of fission products.

Generally the average level spaclngs are obtained from the analysis of
the resonance parameter rets. If one can measure a complete s-wave popula-
tion of N levels in an energy Interval AE, then <D> - flE/N. The Porter-
Thomas (PT) single-channel distribution law [1],

P(X)dX - (27rX)~1/2Exp(-X/2)dX and X - gr°/<gr°>
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for reduced neutron width, however. is peaked at zero strcr^th, and *-H": oi
the s-vave levels have- X <_ 10"2. -fty. finite resolution and sensitivity cf
neutron experiments thus invariably result in a loss of weak levels. Tins
has no practical consequence on determination of the strengt?; functions, bit
the loss sust be corrected to obtain a good value of the average spacing.
The problem is even acre complicated by the fact that p-wave levels say bv
detected, and usually are not distinguished from weak s-wavt- levels.

Various methods have been adopted to evaluate the average level spacing*;.
Most of then are based on a fit in different degrees of generality to the
upper portion of the PT distribution, which is undisturbed by spuriojs and
aissed s-uave levels. On the contrary the distributions and statistics ccv-
cerning the level positions aie distorted by these facts. An Improvement of
the results can, however, be achieved sometimes by a careful investigation cf
the l»vel energy statistics combined with other considerations in an itera-
tion procedure. We .shall first summarize a few relevant statistical proper-
ties of level energies, then review briefly various methods used to extract
the average level spacing. A discussion about the limitations of the
nethods and other remarks are given in the last section.

STATISTICAL PROPERTIES OF LEVEL ESEROIES

Winner surmised in 1956 \1\ that there should be a repulsion between
levels of a single population, and suggested his far.oi.s spacing law,

P(X)dX - -•* E>-.p(—X2/4)dX and X = D/'D>.

He indicated that the levels for a single population should follow the sai~c
ordering behavior as do the eigenvalues of real square SxN symmetric matrices
wltii random Gaussian-distributed elements (Gaussian Orthogonal Ensemble,
C.O.E.). Later Gaudln [3] obtained a more exact distribution function of
spacings as an Infinite product rapidly converging. As shown in Fig. 1 the
difference between his distribution and Wigner's surmise is less than what
can be distinguished experimentally. The distribution shows that both small
and large spacings (compared to <D>) are equally improbable. When spurious
levels are present, there tend to be too many small spacings. Figure 2 shows
an example where two single populations are randomly nixed with a density
ratio of 1.286. The smooth curve is an analytical prediction from C.O.E.,
and the histograms represent the Monte Carlo simulation. It is clear that
the Ulgner repulsion effect inhibiting small level spacings is largely
removed.

Dyson [4] proposed a new circular orthogonal ensemble (C.O.E.) in which
a compound nucleus system is represented by a NxN unitary matrix S instead
of an hamiltonian H. The energy levels are related to the eigenvalues which
are treated as points on a unit circle with joint probability proportional
to the product of the ctiord length between all possible pairs of levels.
Dyson and Mehta (5] were able to show that a long range correlation for level
spacings is implied. In particular, their A3 statistic, defined as the mean
squire deviation of a best-fit straight line from the cumulative level count
N(E), has the predicted mean and standard deviation (S.D.) for M levels as

- 464 -



K':bS:i and S.'J. = 0.11 .

Monte Carlo calculations of .-.-j [6J]7] baste on C.O.E. shoved that its -ean
and S.D. tor various values of S are nearly the sar.e as the analytical predic-
tions of C.O.E. This indicates that the two nodels are indistinguishable.

It is evident that in the absence of long-range correlations .'.-} should
increase linearly with N instead of inS. Monte Carlo calculations for sets
of uncorrelated Uigner distribution spacings (t*.V.) indeed shoved that

C,3> - N/C55-21O/S).

The mean and S.D. of ±3 values VS S are listed in Table 3 for both O.K. and
L'.V. single populations. It can be ̂ etn that th*- spread cf '-^ values fcr
L'.V. distribution leads to an overlap between the correlated and uncorrelated
cases for S^50.

According to Mehta, the short range order expected iron G.O.K. should
have a correlation coefficient c of the adjacent level spacings equal to
-0.27. Monte Carlo calculations J6J J7] confirmed his result, and shoved that
the S.D. of .*! for a correlated level sequence of n spacings is of 0.92l(n)^t~.
A test for the sun of A3 and r gives a considerably better separation between
the O.E. and V.W. distributions.

Dyson has developed an optinun statistic F [8][9] to diagnose the pre-
sence of spurious or missing levels in an otherwise perfect sequence of levels.
For each level Ei in a series of levels, one calculates

F = ^ f(X \ and y — (V —p ̂ /T

i j?i jx ji j 1

where j runs through all levels between (E.-L) and (E.+l.) excluding K., and

f(X) = 1/2 ln{|

TABLE I

Comparison of £3 values between the correlated (O.E.) and uncorrelated
(U.W.) cases, both following the Wigner distribution.

N A3 (O.E.) h3 (U.W.)
10 0.23 + 0.11 0.29 + 0.12
20 0.30+0.11 0.i5 + 0.23
30 0.34 + 0.11 0.63 + 0.35
50 0.39 + 0.11 0.98 + 0.58
100 0.46+0.11 1.89+1.16
200 0.53 + 0.11 3.71 + 2.32

Here L » M<D>, M being an arbitrarily chosen integer (usually t*10). The
mean and S.D. of F, are
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plots the cumulative number of levels versus er.ery.v, ar.ti lake; t;:.- slo-..- in

its linearly increasing region as !/<•!» (usuallv i:i the lovest energy repjaon).

It is based on the assunption tiiat tl.e experi-r.ent.il sensitivity :n the lowest

energj- region 13 sufficient to detect all s--»-ave levels. The assumption is,

however, generally questionable, since a linear increase of the level nunber

staircase can also result from the conbined effect of aissing s-vave levels

and including spurious levels.

Kethod of Monte Carlo Simulation

241
The method has been applied by Cerrien and I.ucas [11J for An. They

used Monte Carlo technique to generate a set of resonances with estimated

values of <D> and <gr{j> in the energy interval of interest. The level widths

and spacings are chosen randomly from the PT and Wigner distributions. The

Doppler and the experimental resolution effects on the cross sections are

exactly simulated. The generated cross sections are then analyzed in the

same way as for the real cross sections. The percentage of missed levels
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car. be found b> a comparison of the observed number of levels to a priori
t;iven number of levels. The expectation value of the percentage is obtained
bv averaging over several sets of the simulated data, and its fluct-jaticn pro-
vides the information of uncertainty. The method is valid only if its result
is not sensitive to the gues.sed value of <'.r>.

Vet_hod_ of_J.oast Squares Fi_tt_i_n£,

This method, which was initiated at SACI.AY [12], fits the portion of the
inugral distribution of grjj above a threshold to the PT distribution wit:, a
leas: squares procedure. The threshold is chosen in the sense that abo:-e the
limit all s-wave levels are observed with no p-wave contamination. The s-
wave strength function can be taken either as a fixed quantity or a free par-
ameter fitted together with the total number of levels. One can vary t'.tr
threshold to cheer how consistent the results are.

Method of :'?issing Level Kstinator

The method [13] uses somt results of tht- partial integration ^vcr a I'*
distribution P(X). They are

•'(X)dX = (J.617 and n r ;C"IV > 'c'°j~ = 1.2>,

1/4 a " a

wliere a = 'gr^/4, and n is the number of levels with g"n2.'ri"n̂  '•*• '•'••' method
consist, in calculating the quantity nrgr°/(r>g?^}^, starting with the largest
value of g ° and adding one level at a tirv from larger to smaller until this
quantity reaches 1.206. Then the total number of levels in the studied inter-
val is n/0.617. It is quick and does not need any judgement. But its
accuracy depends on the quality of the determination of the larger widths.

>W11 lod of Applying Bayes' Theorem to Set a Threshold

Rohr, Maisano and Shelly [14] have developed a method that applies Saves'
theorem to establish a threshold which virtually separates large s-wave levels
fro:?, p-wave levels and small s-wave levels. It assumes that both £*G and 1
(s and p) populations obey the PT distribution,

where gr° - grn//E(iv), k'n -"" "+n«..>"> y'ka)2/E(eV), and k-.'E. gr,, is the
direct measurable quantity of a ;«>., ?it knowledge of its spin and
£ values. The probability of a resonance with a given gTn to be £-1 can be
expressed by the Bayes1 formula [15],

P(£=l,grn) = P1/(
1I

OPO/
TI

1
+P

1).

where the ratio - /TI equals <D.>/<0>, depending on the spin of the target

nucleus.
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;h i s sipthoc! works, as lon>; a'> f S j ^ j a s i s l a r J ? e enough so that the smali p-
wavt- ;>robaMl i tv above '({•'/ i s warranted. Normally Uiree d i f fe ren t <Si>i3jas

values ( S ] / 3 , S j f and 2Sj) are chosen, and processed separa te ly to check the
<onsistcnev of the r e s u l t s for ' ! » and S o . S] i s taken fro-i an o p t i c * ! aodel
ca lcu la t ion or BNT i2j [17 j . The uncer ta in ty of <ft> i s determined frott a
large nuatjer of Monte C.irJo data s e t s produced in a s t a t i s t i c a l fashion assua-
inj; the P'f and U'igner distr:T^;tion;; for llie vidthis and spacings r e s p e c t i v e l y .

f igure £ shows an example applied t o k ^ ! ' , where the three curves repre -
sent '.(i.) for three given f^l Jbl.i", value";. The r e s u l t s for '£J> and So a re

i - ~ •«•„

the bias. More than 240 nuclei have heeri processed using this method by Rofcr
et al. [14].

ESTIMA Method.

According to references 1181 and [19], an KSTIKA code vas vritten for a
simultaneous determination of <tt> and <gr°l> which naximize.s the 1; illhood
function defined as a product of the frequencies of each oeasurcd gt"j[ value
above a selected energy-independent threshold. It assunes: (1) reduced
neutron widths follow the single-channel !*T distribution, (2) unresolved
doublet are unlikely in the studied energy interval, and (3) levels with gTn

above the threshold are all s-wave resonances.
The threshold is varied. <g^n> arK' st (lne total number of s-wave

levels) are solved for each value of the threshold. Since the contamination
by p-wave levels leads to a rapid variation of the two parameters, the adop-
ted values for <gr°>and Nt are those which remain relatively stable when the
threshold varies. The oscillation of N't in the stable region suggests the
experimental error in <D>, which is quadratically combined with the statisti-
cal uncertainty due to finite sample size. Figure 5, from reference [18]9

shows an application of ESTIMA code to 1 2 7 I . The two output parameters
appear stable for the region where the square roots of the reduced width
threshold are between 0.25 and 0.6 meVl/2.

A cher.k of the results is made by an investigation of the grn distribu-
tion around <gr2>- Let Nj, N2 and N3 represent the numbers of levels having
gr°,/<grn> value between 1 and «, 0.5 and 1, and 0.2 and 0.5 respectively.
Then N^ % 2N2 % 2N3 according to the PT distribution. In case these equal-
ities are not approximately observed, a study is perforned ulth a different
value of ^

Method of Maximum Likelihood with Variable Energy-Dependent Threshold
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I.n.i'.-J and Sttfan.-m [2'-'\ and [21] Lave tU-velopvd n [-.axiram likelihood
rithoi.1 t;> ,::tracl the parasctcrs of <0>, So and Sj with a variaMc energy-
dependent t:.Ms;.old •••1(*'). It is applied to zero-spin target nurlides, assur-
ing (1) both s- and r-wave populations Independently follow tin- 1'T distribu-
tion, (2) P],'? and P3/) sequences of p-wave levels have the sare ncan 'gr^>,
ant! O ) the average level spacing for each sequence is parity-independent,
b-jt proportional to (2.1+1)"'. The shape of •-.(?.) is chosen according to the
experimental conditions, with a parameter -j. to adjust its height. To obtain
^ood results, the requirements are that all -•- and p-wave resonance with
R"n > '3<K) are observed, and that there are no unresolved doublets in Un-
studied energy region.

The likelihood function is written as a product of probability functions
over energy suhintervals. The intervals are large enough to allow a Gaussian
a;->roximation of the distribution function of the number of levels for each
senience, and are also sufficiently narrow so that within each interval the
em rgy variation of Tj(F.) can he neglected. Maximization with respect to the
parameters is obtained by means of a numerical algorithm based on stepwise
variation of the parameters. A code, CAVE, ins written for the fit that can

The method was carefully checked with Monte Carlo calculations. The
results showed that the fractional uncertainty of 'D> is (0.8+n«,-fn̂ ) /soj,s»
where Nobs *

K the number of observed levels above threshold, .and ns and tip
are the expected number of missed s-wave and mixed p-wave resonances respec-
tively. This empirical formula demonstrates that one part of the uncertainty
is due to the fluctuation of ns and n following the Poisson distribution,
and the rest is compatible with the prediction of Dvson-Mehta's linear statis-
tic W (5] . 1 5 6

In Fig. b the authors of reference J20] show a fit to Gd resonances
for different values of the threshold parameter a. The energy range consists
cf five subintervals, each being 400 eV wide and including about eleven s-
wave resonances. The figure exhibits also mean values and S.D. of the simu-
lated Monte Carlo results. While <""„> is stable over the whole range of a,
the estimated <D> and <gfj> show a systematic variation for i<0.025, possibly

meV) is used. Figure 7 shows the expected numbers of NQks, ng and np versus
a from the fit to the experimental data and Monte Carlo simulations.

Delfini and Gruppelaar [22] extended CAVE that it can be applied to a
large number of fission product nuclides. A different procedure is adopted
to determine the threshold function, since it is difficult to establish the
experimental threshold functions in the analysis of those nuclides. The
method selects the smallest value of gTn/'

/E from each ten resonances, then
fits them to a function no(E)=aE

b+c, where a and b are free parameters, and c
equals the minimum observed value of fXn/<^. In practice the threshold func-
tion Is varied by multiplying by a factor t (>1), n(E)=trio(E). <D> may be
over estimated for low values of t, since there may have significant number
of missed resonances above the threshold. The final value of <D> is chosen
from a region of t where the expected <D> values remain practically constant.

The extended code can be applied to non-zero spin targets, assuming two

- 469 -



different. PT distributions, one for s-vaves and one for p-waves. Since the
sequences of the p-wave levels with J"=I+l/2, (1+ 1/2 only, if 1=1/2), are
excited via two different entrance channels, their reduced neutron widths nay
follow a 'j»2 X' distribution, and tlieir average strength nay be stronger than
the other p-wave sequences. In addition, the simple relation Dj'"(2j+1)"^
becomes incorrect for values of j£3 because the exponential spin cut-off
parameter can no longer be ignored. T»;̂ s this extension can only be applied
In the cases where the number of p-wave levels Is a s-all fraction of the
observed resonances above the threshold. 2,

In Fig. 8 the authors of [22] show a plot of g?n/SE for I data as a
function of neutron energy, together with the threshold function ro{E). The
data are taken from reference 123]. Shown in Fig. 9 are the results of fit
for values of t between 1 and 14, where the points marked with a cross
an- obtained with a fixed value of <gln> . The expected value of <D> appears
stable in the region of t between 2 and 5.

Method of Maximum Likelihood with the Observability Thresholrt

Fr--.''•': I'l-'s) [ZJI has derived a maximum likelihood method based on the
observability threshold that is obtained via a fit to the observed level nus-
ber staircase. The method eliminates all arbitrariness connected with arti-
ficial threshold, and discards no information of observation in the procedure.

Usually it is adequate to fit the level number staircase observed in an
energy range between E a and Ej, with the parabolic form,

n(E) - r E F(E')dE' - aQ + a^E-Ea) + f2 (F.
2-Ea

2).

F

Thus the observed level density p(E)»aj+a2E. Define GsgTn//E(eV), and assume
the reduced neutron widths grj; for each given £-wave following the PT distri-
bution. This leads to

P (G)dC « (2^GC£V£)~
1/2Exp(-C/2C£V£), 0<Cc«,

where Ĝ> and V£ denote <gr£> and the £-wave penetration factor per unit ka
respectively. V£ is energy dependent in case of £>0. Let 5£ express the
level density ratio p^/p , which can be calculated with a reasonable guess
of the spin cut-off a.

Froehner has arrived at a general but concise expression for the distri-
bution of G above the observability threshold.

P(G)dG « dG -§
N s:

if p o \
 C£ erfc

E L 1
IE. otherwise.
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N is the total number of the observed levels, and £{G) can be solved from

— I U r—~

The derivation assumes that no level with a G value above the observability
threshold is missed. The most likely set of level-statistical parameters,
p 0 and G£, can now be determined by maximization of the likelinood function
L-^PCG^), using a numerical algorithm.

A code, STARA, has been written for the simplified case of pure s- or
p-wave samples, and will be extended to the more general cases including
mixed samples. The uncertainty of <D> (-l/po) is obtained by quadratically
combining three contributions: (1) the square root of the estimated number
of missed levels, (2) the statistical uncertainty from the orthogonal ensemble,
and (3) the uncertainty from the parabolic fit to the level number staircase.

Figure 10 shows an application of STARA to the s-wave levels of 238LT,
where the data are taken from reference [26]. The histograms express the

tegrated PT distributions calculated from best estimate of <r°,> and from its
confidence limits. The results are <D> «(20.440.3)eV, 10*So-1.16i{) Ji

 and

l(TSi»1.86lfj'^. Figure 11 exhibits the distribution of u, defined'as erfc

/r°/2<rn>, versus level energy. The u-values, according to the PT distribu-
tion, should be uniformly distributed between 0 and 1 for complete samples,
and between 0 and p(E)/po for_a finite observability threshold. In the para-
bolic approximation of tf(E), p(E)/p0 is a straight line in the E-u plane.
The figures in the equal rectangles give the number of levels. The theoret-
ical estimate is 14.7 + 3.8.

Method of Testing both Level Widths and Positions

Several years ago the Columbia neutron physics group under Prof. Rain-
water took great effort to search a complete single population of levels.
Based on all possible tests and via an iteration procedure, they tried to
single out the detected p-wave and missed s-wave levels in a measured
sequence of resonances. While the selection is only good in a statistical
sense, the determined <D> value becomes a useful byproduct of the procedure.
The possible error in the final estimated number of s-wave levels may be kept
less than (ns+np)^-'

2 (The expected fluctuation of Poisson distribution from a
typical maximum likelihood method), especially in the case where n s is small
and n is large.

The s-wave strength function can be readily determined from a plot of the
reduced neutron width staircase vs energy, if thejre is no intermediate struc-
ture. One then visually fits the experimental I'rg histograms to the PT curve
by varying the total number s-wave levels. Because of the weak level contam-
ination, the first one or two histogram boxes are not included in fit. The
result provides a starting value of <D>.

With known values of So and <D>, the number of missed s-wave levels can
be calculated assuming estimated threshold of observability, which is energy
dependent (ccEl"-' for Columbia's neutron spectrometer). Using a guessed value
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of the p-wave strength function S^, one applies a Bayes' theorem calculation
of a pasteriori probability that each observed weak level is p-wave. It Is
demanded that the sum of a posteriori probabilities agree with the estimated
number of observed p-wave levels above the observability threshold within
statistical fluctuation. The value of Sj also has to fit the upper portion
of the integral distribution of grj for the levels favored as p-wave by the
Bayes' theorem test. To fulfill these requirements, an adjustment of Sj
(sometimes with <D> together) is necessary.

After taking out all possible p-wave levels, the few missed s-wave
levels are artificially added at middle of the largest level spacings in order
to provide a better fit of level spacings to the Wigner distribution. Fur-
thermore, the final set of the s-wave population must satisfy the Dyson-Mehta
A3 statistic, the adjacent level spacing correlation coefficient p, the
Dyson's F statistic, and the a(k) in O.E. case. Most of the time this pro-
cedure requires an iteration of the total number of s-wave levels within the
tolerance of keeping a good fit of vf^ histograms to the PT distribution.

The procedure can be extended to non-zero spin targets by testing the
statistics corresponding to a level sequence that has two populations random-
l y TT.IVI-.-! •-•;th 2 =-•"-'• r a t i o " f !*:••"•! «<*"'•. i •_;:. "Ai* ::T:. ••• r '- •'• ' -=T y .-.; '••• X-_i
eludes two parts (combined quadratically): (1) the statistical uncertainty
from the O.E. theory, (2) the error in the estimated number of (ns-np) which
can be determined from a judgment of the quality of the data and the goodness
of over-all fits.

Since the procedure is trying to satisfy many different statistical
tests instead of a best fit to the PT distribution, it is not practical to
write the whole procedure into a computer code to avoid the necessity of
judgment. An example for l68Er from reference [7] is discussed in the follow-
ing- o

Figure 12 shows the plot of irn va energy up to 14.6 keV, which is
insensitive to the contamination of weak levels. The slope of the average
straight line determines So-(1.50 + 0.21)10"^. The region chosen for a
detailed statistical analysis is below 4.7 keV, having 72 observed levels.
Shown in Fig. 13 are the /fg histograms where the dashed and solid curves
represent the PT distributions separately with N«72 and 50. The final iter-
ation value for the total number of s-wave levels is 50.

Figure 14 shows a plot of Tn vs E in log-log scale for weak levels, and
the estimated threshold sensitivity, aE^"5. About 2 s-wave levels are missed
below the threshold. The results of a Bayes' theorem analysis for 32 weak
levels are listed In Table II, using S Q - L S X I O " * and Si-O^xlO"4, the final
adjusted values. A posteriori probabilities that each level is p-vave are
shown in the last column with a sum of 24.03. The 24 levels denoted by
superscript 'a' are likely to be p-wave. All of them have p-wave probabil-
ities >0.79 except the one at 2900.5 eV that has p-wave probability equal to
0.587 and was chosen to avoid a concentration of three of the eight weakest
s-wave choices in the 2500-to-3000 ev region. The 's-wave level' at 3751.6
ev (0.607 p-wave probability) was included to give 10 levels in the weakest
>fj> box of Fig. 13 after two more missed s-wave levels are added as suggested
by the analysis of the threshold sensitivity. The separation between s- and
p-wave levels according to a posteriori probabilities is great. The two
missed s-wave levels were arbitrarily inserted at 646 and 2045 ev to equally
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split the two largest spacings. Figure 15 shows the integral distribution of
,'grlfor the levels chosen as p-wave. Shown also is a fit of the PT integral
curve for 3i=-0.7xl0"4 and Np=150 (assuming <D>=3<Dj>).

Figuie 16 exhibits histograms of the adjacent level spacings compared
with t'ne Wigner distribution. The dashed lines are for all measured levels,
while the solid lir.es are for the selected s-wave levels. The A3 straight-
line-fits to all levels and to s-wave levels are separately shown in Fig. 17.
The experimental value of 43 for the 50 s-wave levels is 0.29 compared with
the O.E. prediction of 0.39 + 0.11. The value of p for s-wave levels equals
-0.30 as compared to -0.27 + 0.13, the O.E. expectation.

Figure 18 shows a plot of the F statistic test for the sequence of s-wave
levels, where the ordinate expresses F-<F> in unit of the expected S.D. The
fluctuation of F^ can be seen within the range of the O.E. prediction. The
results of the a(k) test for the s-wave sequence are plotted in Fig. 19 up to
k«20, compared with the O.E. expectations (solid curve) and the 90% confidence
limits (dashed curves) which are obtained by Monte Carlo calculations. Shown
also are the U.W. predicted a (k) values.

The avprajp .spacing <P> for l^Spr turns out to be (95.3 + 4.4) eV whrre
the uncertainty is obtained based on the assurcpLion tliat tne urror 111 uie
final adopted value of (ns-np) is two.

DISCUSSION AND REMARKS

The problem in evaluation of average level spacings mainly depends on
how to accurately estimate the numbers of spurious and missed s-wave levels
after choosing a proper sequence of measured resonances. The method employing
the level number staircase plot is a poor one. The method of Monte Carlo sim-
ulation is the only method that can quantitatively estimate the number of un-
resolved doublets, which often happen for non-spin target nuclides or in
higher energy region. Since each generated sample must simulate the real ex-
perimental conditions, and many such samples are needed to extract a good
average, it is inconvenient practically.

In view of the fact that spurious and missed s-wave levels have no in-
fluence on the upper part of the width distribution, most of the other methods
are based on a fit to the truncated PT distribution above a specific threshold.
The methods involving missing level estimators and least squares fitting are
quick ones, but their accuracies depend on the quality of the larger width
determination.

The standard method of maximum likelihood has been employed by several
codes which are different mainly in the degree of generality and in use of
threshold. The ESTIMA code chooses an energy-independent threshold of grf},
and tits to s-wave set only.

The CAVE code, which was originally written for zero-spin targets and
later extended to non-zero ones, deals with the energy-dependent threshold,
and fits s- and p-wave levels together. In order to retain a sharp maximum
in the likelihood function the number of missed s-wave or mixed p-wave levels
should not be over 30% of the levels above threshold. The STARA code has an
observability threshold automatically estimated, and eliminates all arbitrar-
iness in connection with it. Since the threshold is rigidly set at the
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observability level, an error can be induced, if some resonances are missed
above the threshold by any reason including the unresolved doublets. This
problem is handled more- straightforwardly in CAVE, which can vary the
threshold to check the stability of the output parameters.

The code developed by Rohr et al. sets an energy dependent threshold
above virtually all expected p-wave levels, and fits S o and <D> via an itera-
tion method. When it is applied to the case where S^ ismuch larger than So,
the data sample above threshold may become too small to extract an accurate
mean level spacing.

Methods testing both level widths and positions may yield a result with
less uncertainty, if the data to be analyzed have high quality, and miss only
a small fraction of s-wave levels. The whole procedure is, however, very
time consuming, and much depends on judgment.

In general, high quality data are required to obtain good results. If
possible, it is helpful to examine the experimental conditions and the method
used to extract the resonance parameters. Instrumental biases or using data
sets which combine several authors1 results may lead to reduced neutron widths
which do not conform adequately to the PT distribution.

For r.M!-K:T:. " • - '-.-SL'-i :iiir~i:.r,-i-* L'K ,,-i-oivi.t-: 01 unresolved doublets nay

exist, and this can only be quantitatively estimated by Monte Carlo simula-
tions. As the studied energy region extends higher, more s-(p-) wave reson-
ances are misassigned. This may substantially broaden the maximum in the
likelihood function. So sometimes one has to reduce the analyzed energy
region to obtain a sample size with the necessary high quality.

The s-wave strength functions may have different values in different
energy intervals due to non-statistical effects or intermediate structure.
Rohr et al. [14] showed by an example of ^''Hf .1=4 resonances where the value
of <D> evaluated in the case having intermediate structure can be improved by
dividing the energy range into 2 or 3 regions where the strength function
remains constant.
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Table II Bayes-theorem results for the weak
levels of Er1" to 4.7 keV; So = 1.5x 10"*, S, =0.7x 10"4.

(eV)

139.58*
145.71*
174.29*
296.67 •
335.47*

410.82
445.96
587.34*
691.46*
985.73*

990.61*
1022.4 *
1106.1*
1193.2*
1207.7*

1342.8
1636.4 *
1681.3*
2100.6*
2325.9*

2456.6*
2544.0
2862.6
2900.5*
3027.4 »
3202 J8 •
3751.6
3849.9*
4127.0*
4284.3
4476 J *
4643.6

(meV)

0.0093
0.0051
0.0114
0.0168
0.046

0.099
0.109
0.020
0.038
0.064

0.079
0.054
0.117
0.064
0.075

0.24
0.109
0.073
0.179
0.089

0.107
0.58
0.60
0.39
0.2S
0.1S
0.47
0.23
0.20
0.93
0.21
0.72

(meVj

23
12
23
20
48

83
65
12
19
23

28
18
37
19
22

63
23
15
30
13

15
79
73
47
29
16
44
21
17
76
16
54

Prob. ip)

0.975
0.989
0.973
0.972
0.792

0.194
0.172
0.978
0.959
0.938

0.910
0.954
0.830
0.949
0.937

0.384
0.918
0.953
0.859
0.952

0.944
0.121
0.169
0.587
0.839
0.931
0.607
0.900
0.918
0.116
0.919
0.395
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Fig. 1 Distribution of the nearest-neighbor level spacings for a
single population, where the dashed and solid curves rep-
resent Wigner's surmise and Gaud in's rore exact expression
resp* "Lively. The difference is less than what can be
distinguished experimentally.
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Fig. 2 Distribution of the adjacent level spacings for a level
sequence having two single populations randomly mixed with
a density ratio of 1.2l56. It is shown that the Vignor re-
pulsion effect inhibiting snail level spacings is largely
removed.
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Fig. 7 The expected numbers of Noj,s, n s and rip versus threshold

parameter -i from the fit to the experimental data of ^^>
and MonLe Carlo simulations.
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Fig. 10 Observed reduced neutron width distribution for "~ I"
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its confidence limits (an application of the STARA code;.
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Fig. 12 Plot of ZTn vs energy for Er. The slope of the average
straight line gives the s-uave strength function.
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50 s LEVELS

Fig. 13 Distribution of rf° values for 1 6 8Er to 4.7 keV. The
dashed and solid curves represent the Porter-Thoraas dis-
tributions separately with N«72 and 50, subject to So»=
1.5x10-4. Fifty is the final iteration value for the
total number of s-vave levels.
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Fig. 16 168,Distributions of the adjacent level spacings for ""Er to
4.7 kevt compared with the Wigner distributions. The
dashed lines are for all measured levels, while the solid
lines for the selected s-wave levels.
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Fig. 18 Plot of the F statistic test for the 50 selected s-vave
levels in 168£r to 4.7 keV, where the ordinate expresses
F-<F> in units of the expected S.D.
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1 flft
Fig. 19 Comparison of a(k) vs k for the sequence of Er s-vave

levels with Monte Carlo results, o(k) is the nean S.D.
of the spacing of levels having k levels between then in
units of <ID> . The solid curves display the mean c(k)
corresponding to the O.E. and U.K. cases. The dashed
curves represent the 10 and 90S confidence limits for
the O.E. case.
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Discussion

Henapace:

In the method utilized in the CAVE Code by Stefanon, a rigorously
deduced expression of the error in the mean parameter estimate is
given and the validity has been verified by Monte Carlo generation
procedure. My question concerns the expression for the error In
the other methods you mentioned and whether similar checking
procedure was applied.

Liou

I believe that the error expression derived by Coceva and Stefanon
can also be applied to other maximum likelihood methods provided
that there are no unresolved resonances above the threshold. In
the method of applying Bayes' theorem to set a threshold, the
present author graphically expressed the fractional uncertainty of
<D> in terms of S^^as/S and the total number of s-wave levels
above threshold by using a similar Monte Carlo procedure. The
method testing both level widths and positions may yield, in some
favorable cases, less uncertainty than the maximum likelihood
method. Methods of least squares fitting and missing level
estimator are simpler procedures but may turn out larger
uncertainties.

Menapace

I would like to comment that the CAVE code is made available to
anybody upon request.

Froehner

I wish to make a remark concerning the Keyworth-Moore missing
level estimator. As published and as shown by Liou it contains a
cut-off value of I/A. There Is, in fact, nothing magic about this
value, and one can easily generalize the prescription to other
values which may more closely correspond to the observability
threshold of a particular experiment.

Liou

I fully agree that the cut-off value, 1/4, Is not a aagic
number. A user should adjust the value to fit his particular
data.
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Moore

I might remark that we have even generalized it to use a variable
cut off. At any rate, the content 1 want to make has to do with
an exercise proposed by Pierre Ribon to test these various methods
of determining level densities. Ribon proposes to generate a set
of resonance energies by random matrix diagonalization, neutron
widths by Monte Carlo samplings from the Porter Thomas
distribution, and generation of a set of representative cross
sections that will be analyzed to obtain resonance parameters.
These data will be distributed and analyzed by various
experinenters/evaluators, using their favorite techniques to
obtain the level density. The results of this exercise should
lead to a recommended method of data analysis.

Mughabghab

Thank you, Michael, for pointing out the Ribon exercise of average
level spacings. (See Proceedings of the Specialists' Meeting on
Neutron Cross Sections of Fission Product Nuclei held at Bologna,
Italy Dec. 12-14, 1979, NEANTC(E)209 "L") I may remark that the
National Nuclear Data Center has a copy of the generated data.
Anybody interested in participating in this exercise can write to
the NNDC and will be supplied with the data.
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GENERAL REVIEW AND DISCUSSION (SESSIONS V-VIII)

J.J. Schmidt, IAEA
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SUMMARY REVIEW SECOND DAY (23 September)

(Standards, Thermal Region, Resolved Resonance Region,
Unresolved Energy Region)

J.J. Schmidt

Nuclear Data Section
International Atomic Energy Agency

Vienna, Austria

A wealth of material and a wealth of problems were brought
together today. Let me start by dividing today's papers into two
groups, one group consisting of the papers by Poenitz and Bhat and
a second group consisting of all other papers (dealing essentially
with resonance and thermal neutron cross section problems). The
reasons for this split are twofold. First, the first two papers
contain particularly "hot" material for discussion later. Second,
the methods and requirements discussed by Poenitz and Bhat will
very probably not be particularly applicable in the resonance
range.

Let me start by reviewing some of the highlights of the
second group of papers. In a lucid presentation, Mughabghab
explained a number of good reasons why it is still interesting to
study thermal neutron cross sections. Classical areas of
importance are certainly the thermal reactor fuel cycle and burnup
and the normalization of relative cress section measurements at
energies above the thermal. Two other fruitful areas of research
are the relationship between thermal neutron cross sections and
fundamental nuclear structure properties (such as the properties
of light nuclei levels below neutron binding energy) and the
derivation of astonishingly reliable thermal neutron capture cross
section values from measured y-ray transition strengths.

In the ensuing discussion, Lone emphasize3 the need for a
reliable chemical analysis of the samples used in thermal capture
research since an unknown or inaccurately known admixture of a
material with a high thermal capture cross section could lead to a
serious interpretation problem.

Froehner gave a concise and systematic review of the current
progress in numerical resonance analysis. His most important
message can be put into one short statement: use ths Reich-Moore
formula! The multi-level Breit-Wigner formula and the Adler-Adler
formula have the distinct drawback of not fulfilling the unitarity
condition, whereas the Reich-Moore approach is very close to
unitarity. The open problem in the practical use of the Reich-
Moore formula, i.e. that it did not allow the use of the well
known Voigt profiles for the description of resonance Doppler
broadening, could be overcome by using a method developed by
Turing almost 40 years ago. The method allows much faster
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calculations of Doppler-broadened resonance cross sections with
the Reich-Moore formula. F'.roehner also demonstrated, in several
cases, the possibility of a fit of the energy dependence of
neutron cross sections in the thermal range with the assumption of
only one "negative" resonance per spin state as opposed to two or
more "negative" resonances used in the past.
In a vivid talk, Block gave an insight into all the intricacies
connected with converting measured transmission into total cross
sections, i.e. sample thickness, background, resolution, dead time
in electronics and other corrections needed and last but not
least, the formalism used to interpretc transmission data. The
conclusions from his talk are essentially questions. Is it
important in evaluation for a reactor application to consider
Bragg scattering at low neutron energies? He showed examples of
evaluations where this was simply ignored with the result that the
evaluated data differed significantly from experiment at very low
neutron energies. Another question one should pay attention to:
are there real correlations between neutron capture widths and the
scattering radius?

Block then stressed the importance of measurements in the
energy range of unresolved resonances which could be used as
"semi-integral" data to determine average resonance parameters for
s- and p-wave neutrons. While this is a rather classical method,
more information can be drawn from today's more detailed and
sophisticated measurements (e.g., the recem. spin-dependent U
fission cross section measurements performed at LASL). In
addition, filtered beams could be used as a sort of benchmark for
high resolution titne-of-flight resonance measurements (e.g., the 2
keV filtered beam for a sequence of Z32Th resonances).

In the context of average resonance parameters, Moldauer's
review talk centered around the problem of removing the dependence
on energy and channel radius from s- and p-wave neutron strength
functions. Liu gave a short summary on nine different methods for
the evaluation of nuclear level densities, their merit- and
faults. The discussion did not lead to a ^inclusion as to the
best method to be used. The hope was expressed that the NEANDC-
supported "Ribon-project" for the derivation of average level
spacings from resolved resonance data will shed soae Jight on th»s
problem. Moore emphasized the desirable prspcrtif* of nucleer
level density calculations such as an appropriate single particle
potential, pairing correlations, configuration mixing, residual
forces (e.g., quadrupole interactions) and others. Holdauer drew
our attention to a new approach to level density calculations by
French et al., which is still not as well known as it deserve* to
be. In summary, as PeeHe and Froehner put it, we st:'1 do not
have concise ideas about the energy dependence of nuc £*r l»vel
densities nor the spin dependence of the capture widths, and
resolved resonance investigations do not provide much guidance to
the cross sections and average parameters in the ur.'esolved
resonance range.
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Now let me come back to the first two papers by Poenitz and
Bhat. After having listened to t":e~e two talks and all the other
talks I discussed before, I fo.-1 compelled to stay with ny
assertion of yestcr^i, evening that eva'uation is not only an art,
but also a science in the sense that it uses scientific criteria,
judgement and methods. Poenitz and Bhat put the whole problen
clearly into perspective. In a nutshell, both of them ain at
systematizing the evaluation process, replacing subjectivity in
judgement and methods by objective criteria and mathematical
procedures. This is certainly necessary and may go a long way.
However, on<- should not forget that sometimes the judgement of a
good physicist experienced in a given area of research without any
mathematical inference, may come closer to the tru^h than a
scientist who has to relv on second-hand information, though
havino all !he mathematical machinery on hand.

Let me now briefly go through what Poenitz detailed in his
talk. What one needs in an (-valuation first, is carefully
prepared input, i.e.,all data on all types of relevant
measurements including differential cross sections and cross
section shapes, average cross sections, cross section ratios and
ratio shapes, standards etc. Norma'ly, one has more measurements,
i.e. more information available, thin one actually needs and one
is faced with an overdetermined problem that has to be put into
mathematical terms. As a second step in input preparation one has
to detiil all types of statistical and systematic errors, the most
important and simultaneously the most difficult ones being the
unknown, accidental, and psychological errors. I should like to
stress the importance of the psychological error, which, according
to Poenitz, consists of the fear of an experimenter, who measures
a quantity for the (n+1) time, that he will deviate from his n
predecessors outside experimental error, with the consequence that
he will either neglect searching fo•• additional error source: or
he will search for mono-directional corrections only. Another
type of psychological error can very easily influence the
evaluator himself. He may, even subconsciously, differentiate
between friends and others, or, on a more objective level, between
whom he considers to be good physicists and bad physicists.
Incidentally, the evaluator may eventually be right, but he should
certainly try to be more objective.

While systematic errors such as psychological errors are very
difficult or impossible to assess, there exist factual
correlation between different measurements e.g. common
normalization, detectors, or samples, which principally should be
taken into account and, which can be quantified and cast into
physically acaningful variance-covariance matrices. The remaining
part of the evaluation is then essentially mathematics where the
classical least squares estimation continues to be the best
recommendable method. However, here we run into a size problem.
Biased and subset estimations will have to be introduced in order
to reduce the monstrous variance-cov«riance matrices to a size
still manageable on today's largest computers.
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Bhat first gave an outline of three comnonly used, partially
theory-based evaluation methods; the phase shift method (as
applied for example to the hydrogen scattering cross section), £"i?
R-tnatrix theory (as applied for example by Hale to t"r<? consistent
interpretation of light nuclei cross sections) anc the coupIe-3-
c!ianne3 method (as applied for example in inelastic excitation
cross section calculations). For each method, he specified a
physical model, the data types to be used, the calculations! nodel
and some associated problems- I would like to stress the
importance of the physica1 model since, as Bhat explained, it aay
allow discovery of discrepant data sets and inconsistencies in trse
evalnat ion

Shat then went on to discuss three areas of problems and
needs for a successful implementation of the above evaluation
schemes. He first requested the experimenter to provide frail
documentation, including variance—covariance matrices for his
experiments. While agreeing with the need for full documentation,
strong doubts were expressed in the audience as to whether
variance-covariance matrices should be provided by the
experimenter. I shall come back to this point in a mojnent. The
second requirement which I would strongly underline is to make an
in-depth error analysis in the experimental planning phase.
Third, Bhat requested that future evaluations use variance-
covariance information, present an objective analysis, produce
variance-covariance matrix files, analyze cross section standards
in a consistent manner, and finally, be fully documented. While
agreeing with most of this I should like to re-iterate that
subjectivism may not always be fully avoidable and occasionally
may even be desirable. I wojld again put a question nark on the
variance-covariance argument.

In conclusion I feel that we are faced with three major
problems.

1. Should experimentalists in the future be asked to produce
variance-covariance matrices from their own experiments? I
strongly concur with Poenitz and Peelle that the
experimentalist should not provide variance-covariance
matrices, but a component breakdown of his statistical and
systematic errors. These error components should be
compiled by the data centers and made available to
evaluators who would convert them to variance-covariance
matrices. Even here a slow pace is reconnended with
selected important but limited data areas such as neutron
standard reference cross sections, where the need for a
detailed specification of error components and correlations
is apparent. If the measurer provides variance-covariance
matrices, this would have the decisive drawback that
information will be lost which will be very difficult, if
not impossible to recover when comparing and evaluating
different measured data. This would also put a heavy
additional burden on all neutron data centers, i.e. to
devise a non-trivial extension of the present EXFOR system
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to compile and exchange vatiance-covariance matrices, thus
overloading the EXFOR files.
This latter remark l»ads me to the second problem. Most of
present-day experiments are rather complex snd, as
appropriate as it may be to have all conceivable detail on
all experiments, should an experimentalist really specify
all the information behind what Alan Smith called an
"airplane crash" i.e., a finished experiment? There are
limits, one should be practical, a.id one has to set
priorities.
The third problem concerns the decision between re-
evaluation of a given set of experiments or a new much more
accurate experiment, when the users are not satisfied with
the available data. A more accurate experiment is usually
very expensive these days and may need a lot of development
work. Because of finite resources and manpower one would
choose this solution only in important cases. On the other
hand the value of a reevaluation of a given set of
experiments is intimately bound to the detection and
elimination of more systematic errors inherent in the
experiments than in previous evaluations. To quote an
example: about t W c years ago Poenitz performed an
evaluation of the -"u fission cross section. It was a
brilliant work, because it turned out in his re-evaluation
ten years later with incorporation of the lot of
measurements performed in the meantime, that he was right
ten years earlier. Then the question inevitably arises;
what was the worth of all these measurements if they did
not lead to a real gain in knowledge? One positive ansvs>»r
to this question is that the errors were brought down, and
one has gained confidence in the previously evaluated data.

The whole problem resides in the existence of
systematic errors, which I think are the real co^,cern and
stimulus behind Percy's theory. Take the ideal case when
all experimenal errors would be only statistical. In that
case, one could advise doing as many measurements as could
be afforded, and if the next experiment is statistically
more accurate than the last one, even better, because every
new experiment will help to bring the combined error
down. The real situation is closer to the opposite
extreme. The situation in today's experiments is often
that the statistical errors are rather small and that
systematic errors are predominant. If that is the case,
then a new experiment may risk adding to the systematic
errors and thus not help the situation unless the
experiment is extremely carefully planned and proven to be
much better than the previous ones. Here again, we run
into the problems of prioritization according to users'
needs in view of rescjrce limitations. So far we have only
scattered attempts to develop a systematic theory of
experiment planning. Professor Usachev and co-workers at
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Obninsk in the Soviet Union were the first to start the
development of such a theory (which you can study in
several INDC reports translated by the IAEA from Russian
into English (INDC(CCP)-19/U, -33/L, -46/L and -109/0)). I
would like to end the present day's summary by expressing
the hope that these developments and those of Perey and
others may eventually provide us with a handle for the
treatment of systematic errors and the planning of
experiments.

R.W. Peelle With new facilities and techniques, it is not hard to
find important cross section areas where experiments can be
planned that can be expected to have a significant impact on the
corresponding evaluations. Since no experimenter is so rich as to
wish to waste his life, experiments try to focus on such cases.
To have significant impact on the world situation following the
experiment, it is necessary £«•» anticipate that

a) In an important interval the new experiment will have
uncertainties no larger than would a current evaluation of pre-
existing information, or

b) The new experiment is sufficiently different from previous
ones that important systematic errors would not likely be the same
as in older experiments

Note that it is unnecessary and unrealistic to ask a new
experiment to be 5 times better than previous ones! Also note the
importance of seeking new experimental techniques even in times of
diminishing support.

J.J. Schmidt: I should like to express my gratefulness to Mike
Moore and Francis Perey for pointing out the time dependence of
errors. An evaluator has to look into the question of whether
errors quoted by experimentalists are really credible before he
starts his mathematical procedures. We have had very good
examples in the past, e.g. measurements of Cf-~, where various
method-dependent errors in the individual experiments were
discovered with the consequence that the measured values come to a
closer agreement. I could quote a number of other examples, where
careful evaluation helped to solve discrepancies.
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