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PREFACE

The Conference on Nuclear Data Evaluation Methods and
Procedures organized under the zuspices of the Division of High
Enere~ and Nuclear Physics, the Division of KReactor Research and
Techr. iogy, and the Office of Fusion Energy, of the U.S.
Department of Energy and the Electric Power Research Institute
(EPRI) was held at Brookhaven National Laboratory, Sept. 22-25,
1980. The Proceedings are presented in these wvolumes. The
Conference was held in the format of a workshop in whick review
papers were presented by particularly knowledgeable persons in
each aspect of nuclear data evaluation. Following each review
paper there was a discussion period which proved, in most cases,
to be liively.

Both written versions cf the reviews and transcribed versions
of the discussion periods are included in this report. It is
hoped that it will serve the double purpose of describing the
state-of~the-art and of providing a handbook of methods that can
be referred by both experienced and new evaluators.

The organization and implementation of this conference
required a large amount of work on the part of many persons.
Quite clearly, the success of the effort depended primarily upon
the reviewers who provided the technical substance. The
organizing committee, made up of the session chairman, selected
the reviewers so an acknowledgment of their efforts is likewise
appropriate. A special word of thanks is due to Dr. J.J. Schmidt
of the IAEA Nuclear Data Section who provided a masterful summary
of each dav's discussion as the lasr item on the day's program.

On the first evening of the meeting there was a "mixer" and a
banquet was held at the emd of the second day. Ou:r after—dinner
speaker, Professor H.H. Barschall, recounted his personal
experiences during the early days of discovery of the fission
process and his subsequent experiences with the Mant.atten District
Project.

Tne National Nuclear Data <Zenter of Brookhaven National
Laboratory was the host organization for the conference. Dr. Sol
Pearlstein, Director of the NNDC, and his staff provided excellent
support to the participants by taking care of the details of
travel and housing, by insuring that the session were taped and by
obtaining the use of the excellent auditorium in Berkner Hall.

Finally, 1 extznd wmy personmal thanks and those of the
organizing commitfee to Mr. Benjamin Magurno of the NNDC. He
handled the myriad of tasks associated with announc.ng the
conference, pre-registration, organization of the banquet, and
editing and expediting the publication of these proceedings.

Robert J. Howerton, Chairman
Livermore, California
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SESSION 1

PROCESSING NEEDS AND CONSTRAINTS
Chairman: H. Henryson, II. ANL

This session was presented in a pznel format
followed by a question and answer period. The
panelists were:

Y. Gohar ANL
R. MacFarlane LANL
L. Carter HEDL
0. Ozer EPRI
J. Rowlands WIN

“ritten summaries from the panelists* and the
question and answer pericd follow.

* v
No written contribution from Y. Gohar, ANL.






Lo
i

PROCESSING NEEDS AND CONSTRAINTS: NEUTRON DATA PRGCESSING

R. E. MacFarlane

Los Alamos Scientific Laboratory, University of Califoraia
Theoretical Division
Los Alamos, New Mexico 87545

ABSTRACT

New applications for processed data and increased
accuracy requirements have generated needs for change
in the Evaluated Nuclear Data Files (ENDF). Some con-
straints must be removed to allow this growth to take
place, but other strong constraints .sust remain to pro-
tect existing users.

ENDF/B started life as a system uriented toward reactor ap-
plications, and this philosophy produced a very compact and use-
ful set of files. Its success attracted more applications, and
it grew more complex. Although some users find the current ver-
sion too large, there are three forces acting which w!ll cause
the growth of the files to continue. First, the need for in-
creased accuracy fe.g., heating, iron deep penetration); second,
ney applications (e.g., particle-beam therapy, fusion riactor
radiation damage); and third, advanced evaluation methods hased
on nuclear models which produce more complete, detailed, and
consistent Informatior. Our problem during the next few vears
will be to remove enough constraints to al!ow ENDF to meet these
needs without destroying the usefulness of the files for the old

users.

These¢ constraints can be divided into three classes. The
first class is the “bookkeeping™ constraints such as a max{mum of
5000 energy points per section or a maximum of 20 Le,endre coef-
ficients for an angular distribution. These rules are designed
to protect the memory allociation of the processing cndes. Even
with sophisticated memory mwnagement techniques such as paging,
dynamic storage allocaticn, and parallel data streams, some such
restrictions are needed. An apparent need to violate one of



these restrictions may result from an {(nappropriate representata-
tion (e.g., point cross sections i{nstead of reasnnance parane-
ters) or reflect the need for a new representation fe.g., far
diffraction scattering at 20 MeV).

The second class is the “representation” constraints. These
are the much more {mportant l{mitations resulting from the {na-
bility to describe a physical process using an ENDF/B format.
Sometimes such limitati{ons can be circunvented. An exazple s
the use of “pseudo levels” to represent c.ntinuous energy-anzle
distri{butions for inelastic scattering. Hut if ENDF is to nmeet
the needs of the next few vears, some of the existing constralints
are golng to have to be removed by defining new foriats. Some of
the important problems are discussed bhelow.

Fission Spectrum — A news representation s now available
for the energy distribution of fissinn neua’rons as a function of
incldent neutron energy. The spectrum could he approximated with
Watt parameters, entered as a large tabulation, or represented hr
a new “law.” The results sheculd be very {zportant for fissian
reactors.

Interpolation of Distributions -- Two-dimensisoned interpola-
tion along the E and E' axes »f an energy distribution often
gives poor results unless many closely spaced E valies are used.
A contour scheme or a transformation to better .axes might solve
the problen.

Energy-Angle Distributions -- The correlation of the energy
and angle of secondarv particles can be neasured or estimated us-
ing model codes which account for direct processes. Since this
effect 1s important for fast neutron transport, heating, and rad-
iation damage, methods to incorporate energy-angle effects intn
ENDF should be developed.

Kesonance Scatterfng — Current ENDF/B resonance parameters
cannot be used to compute the angular distributions of elastical-
ly scattered neutrons. The intreductfon of an amplitude format
might solve this problem and i{mprove the calculatfon of the
transport of fissfon-spectrum neutrons through iron, nickel, and
chromium.

Unresolved Resonance Cross Sections and Covarfances ~— This
region is very important for fast reactors, but the cross sec-
tions are difficult to compute, and the covariances are not cur-
rently defined. Changing to a probability table representatfon
would solve these problems and also {mprove the consistency be-
tween multigroup and Monte Carlo.

Diffraction_Scattering -- At high energles, elastic and
discrete-inelascic angular distributfons show strong diffractfon




patterns, and many Legendre coefficients are required to repre-
sent the distri*:tions. This causes severe problems for multi-
group processing codes. Perhaps a new representatfon could be
found which would remove the diffraction part of the scattering
ané treat It separatelv, leaving a well-behaved remainder to be

represented by the Legendre expansion.

Oistributions for Charged Particles — The modern nodel
codes often produce spectra for each product of a neutron
reaction, and the distribution of recolls can sometimes be
deduced. Most of this {nformation is now lost, 1If formats fnr
these distiributions were added to ENDF, fmproved heating, damage,
and biomedical calcsilations would be possible.

The third class of constraints 1is the “judgrent”™ con-
straint:. These are the constraints that can't be quantified and
force the evaluator to make tradeoffs between conflicting de-
mands. They can be stated as three rules designed to ensure that
ENDF remains an applicatinn oriented svstem.

THE RULE OF CHANGE

Don't make a change In data or formats unless test calcula-
ticns show that the change will lead to a significant improvement
for at least one of the {fmportant ENDF applications.

THE RULE OF SIiZE

Always use the most compact repesentation available, and
don't adé detall unless test calculations show that it is needed
for one of the important applications.

THE RULE OF CONSISTENCY

Try to satisfv conservation principles, sum rules, and ratio
tests. If an answer can be obtained using two different combina-
tions of data from the file, the results should be as equivalent
as posslible.

Observing these rules will lead to more work for evaluators,
processors, and data testors. But it will help to protect the
user; after all, “THL CUSTOMER IS KING.™






POINT MONTE CARLO DATA NEEDS AND CONSTRAINTS

L. 1.. Carter

Hanford Engincering Development Lahoratory
Westinghouse Hanford Company
Richland, Washington 99352, U.S.A.

ABSTRACT

The utilization of neutron and photon cross section
data in pointwise Monte Carlo codes is discussed. As
nuclear data files become more prolific, memorv require~
ments for tvpical problems can exceed that available on
modern computers. Evaluators and processors of the
cross sections must work together to provide high
guality cross sections for the user community without
exceeding memory requirements.

INTRODUCTION

General purpose Monte Carlo computer codes are routinely
being used to solve a wide variety of neutron and photon transport
problems [1-9]. Pointwise cross section libraries based upon re-
liable nuclear data files, such 2s ENDF/B and ENDL, makes possible
the confident utilization of these codes. The fine structure de-~
tail included in the data files, the large number c¢f nuclei for
which rather complete neutron cross section infermation exists,
and the overall accuracy allows one standard library (a pointwise
Monte Carlo library derived using ENDF/B and ENDL) to satisfy a
large user community. The ideal is to minimize concerrs about the
cross sections so that the users can focus their effort upon the
important en:ineering and phvsics problems.

The flexibility and reliability introduced by the recent
ENDF/B-V master data file is not free from user difficulties,
however. A pointwise library based upon an accurate representa-
tion of ENDF/B-V is impractical if a typical problem will not fit
into the available memory of the modern computer. Furthermore,
the larger the data base, the more difficult and time consuming is
the checking of the data. This limitation applies not only to the
experimenters, evaluators, and guardians of the ENDF/B data base,
but also to those who develop and use the cross section processor
and Monte Carlo computer codes. While simple integral checks with



the Monte Carlo code are very important, they are nor sufficient
in themselves to veriiy that the data being vsed in tie final
product are a satisfactory representation of the ENDF!S data and
are being used correctly.

In addition to the sheer size of current libraries, nusers of
peointwise Monte Carlo computer codes experience other nuclear data
limitations. For nuclear heat deposition from neutron anéd photon
interactions, the calculation depends upon consistent energv bal-

sections adequately conserve energy. From a Monte Carlo code user
viewpoint, energy balances are often inadequate [9] even for cross
section libraries derived from ENDF/B-V [10]. Ancther sroblem
brought to my attention is related to the prescribed interpolation
and extrapolation of data in the ENDF/B files--specificallw,
S(1,2) data. Of course, users continue to experience the usual
limitations, and perhaps always will, in the experimental accuracw
and/or availability of the nuclear data for their particular
application.

A constant source of frustration is the long lapse of time
between the measurement or sophisticated calculation of cross sec-
tion information and the actual availability of the data in the
pointwise Monte Carlo cross section librarv. Large, accurate nu-
clear data bases often seem to mitigate against the rapid use of
new or revised data to solve current engineering problems.

The feilowing sections expand upon these limitations and user
frustrations. Although this is intended to be a constructive crit-
icism, it fails to adequately address the positive aspects. The
user community is indebted to those who labor faithfully to assure
that the nuclear data base and the codes that use this data base
are of the highest quality that is practical within budget
constraints.

PROLIFERATION OF DATA

Discussion

In many problems the user of a Monte Carlo code cculd attain
sufficient accuracy with a rather small amount of nuclear data.
Fine structure detail in the cross section data base and an accu-
rate treatment of the energy-angle distributions at collisions mav
be unnecessary. However, the user typically does not have the
time and may not have the expertise to verify that a collapsed
cross section set is appropriate. Thus, the availability of a
large pointwise cross section library satisfies broad needs even
though computer memory requirements tend to be excessive.

Practical considerations demand a balance between an unre-
strained increase in the size of the nuclear data base on the one
hand and overrestriction on the other. This balance was addressed
in the literature vears ago for Monte Carlo utilization of
ENDF/B=111 and ENDL data fll]. Here I surmarize some recent



experience at Los Alaros Scientific Laboratory (LASL) in the gen-—
eration of a pointwise cross section library from ENDF/B-V for use
in the MCNP [4] Monte Carlo code. Mv tharks to Dr. Bob Scamon and
Dr. Pat Soran of Group X-6 and Dr. Bob MacFarlanc¢ of Group T-2

at LASL for supplving this information.

Example of Pointwise Library from ENDF/B-V

A pointwise library encompassing 68 nuclides was generated
using a module of the NJOY processor code [12]. The 68 nuclides,
the ENDF/B MAT numbers, the number of energies for the linear-
linear cross section tahulation, and the length “‘decimal) of each
cross section set in the pointwisce library are given in the first
four columns of Table T. The total length of the pointwise
library, as given by the sum of column four, is 3,130,345 decimal
words. This total length is disturbing in the sense that tvpical
problems utilizing ten to twentv-five of these nuclides will not
directlv fit into rather large computer memories; for example,
large and small corc on a CDC-7600. Hence, we are forced to either
(1) thin the data, (2) us¢ a computer with a larger memorv, (3)
pack more than one cross section per computer word, (4) resort to
multigroup averaging, or (5) utilize an older data base.

0f the above possibilities, option (2) is expensive and is
onlv available to users at a few laboratories; option (3) is
possible although it introduces a variety of complications; and
option (5) is clearly undesirable as a long term solution. Unfor-
tunately, option (1), thinning the data, takes out some of the
fine structure that evaluators and experimenters have worked so
hard to put in the ENDF/B-V files. Since this thinning must be
done fur most of the 68 nuclides, an automated method is needed t«
thin in contrast to careful tailoring of the thinning to each
nuclide-~a budgetary limitation. This is a practical dilemma and
is one reason why too much detail in the files is sometimes self-
defeating.

Before addressing the results of a thinning procedure, the
ENDF/B-V based pointwise cross section file is compared to an
older (primarily ENDF/B-1V and ENDL based) pointwise file with
lengths summarized in the fifth column of Table I. Length compar-
isons between columns four and five of Table I are summarized in
Table II with major conclusions as follows:

. There are eight nuclides of total length 454,490 which were
not available on the old file. However, there are 17 mater-
ials on the old file for which there are no correspondiag
cross section sets on the new file--a total length increase
of -173,706 words. Hence, it is apparent that the total
lenzth increase going from old to new of 2,239,598 wirds is
not dominated by differing nuclides on the filcs.
Natural Eu and Gd have been replaced bv isotopic representa-
tions on the new file with a net increase of 503,218 words.
. There are seven nuclides whose rross section representations
increased in length by a factot\of ten or more producing a



total length increase of 458,746 words.

There are five nuclides which increased in length bv a factor

of five to ten with a total length increase of 248,294 words.

There are six nuclides which incresased in length by a factor

of three to five with’a total leng h increcase of 442,558

words.

There are eight nuclides which increased in length by a fac-

tor of two to three with a total length increase of 209,943

words.

. There are twenty-three nuclides which Increased in length by
factors of less than two for a total length °icrease of
102,055 words.

It is clear from the above that the large increase in the length
of the new ENDF/B-V based pointwise Monte Carlo iibrary is not due
to just a few nuclideﬁﬁglkather there is a general across-the-
board increase, althcugh certain isotopes are more crucial than
others. The elaborate resonance parameterization in the newer
ENDF/B data bases results in many points when the data are pre-
sented in tabular form. To further compound the problem, the
angular distributions continue to increase in size.

The NJOY code was also used with a thinning algorithm to thin
cross sections in such a way that the resonance integral of
ENDF/B-V was changed by no more than one-half a percent. Angular
distributions were also thinned. The result of the thinning is
shown in the seventh column of Table I. The total file length
after thinning is 1,076,418 which compares favorably with the
length of the older file. However, the penalty is that one is now
inflicted with the concern that inaccuracies may have been intro-
duced for some user applications and this thinned cross section
file has strayed away somewhat from the ENDF/B-V data base. Never-
theless practicality must play a role in such decisions.

We mentioned previously that another possible option is to
resort to multigroup averaging. This option has also been exer-
cised at LASL and is shown in the last column of Table I for a
240 energy group structure. This is actually a hybrid between a
pointwise and a pure multigroup treatment in that the cross sec-
tions are collapsed into groups, but che angular distributions and
inelastic energy laws are treated in a continuous energy fashion.
Of course, multigrouping has definite limitations for problems
where the resonance structure is important [13].

The 1979 version of the ENDL library is more compact than
ENDF/3-V so that length considerations of pointwise libraries gen-
erated from ENDL are not such a problem. Nuclide lengths of a
pointwise library generated from the 1979 ENDL tended to be even
shorter than the corresponding thinned pointwise library based on

ENDF/B-V.
Data Checking

As library files increase in length the manpower and computer
effort required to adequately check the reliability of these
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libraries also increases. Pointwise Monte Carlo libraries must be
compared with the original ENDF/B or ENDL data base using both
differential and integral checks. 7Tt is passible to make rather
powerful integral checks by running simple problems with the Monte
Cario code. For example, in the regime of nuclear heat deposition,
coupled neutron-garma problems in an infinite one-nuclide media
with mongenergetic neutron sources can be made to compare nuclear
heat dep’. ition to that obtained by mass and energy balances.
However, .here is a rractical limit to the number of such integral
tests that can be made so differential data checking must playv a
dominant role. A good summary is presented on pages 34-38 of
Reference 14 for differential data checking techniques utilized
with the MCNP code libraries.

NUCLEAR EAT DEPOSITION

Energy baiance preoblems within ENDF/B are being addressed and
options are being provided in processor codes flO] to provide the
Monte Carlo user with the best possible data. Ik recent cross
section evaluations special care has been taken to assure adequate
encrgy balances. A recent iron evaluation provides a good example
[15]. It is important that evaluators and code developers continue
to work together to resolve this energv balance problem.

In the context of appropriate energy balances within the
microscopic data base, I would like to quote from page 44 of Ref-
erence 16 stating a philosophy for ENDL:

"Since the difference between total energv deposit and

loc~l energy deposit represents the energy carried away

by gamma ravs, there is clearly a close relationship

between the nonlocal energyv deposit and the photon pro-

duction data. To insure calcclational ccnsistency

between these quantities, energyv deposits are used as

input data for calculating the photon production cross

sections and spectra."

EXTENDING THE SCOPE OF ENDF/B

Fission reactor design provided much of the incentive for im-
provements in the m'clear data base for neutron energies below
10 MeV. Fusion reuctor research has subsequently provided the
need to improve cross sections at somewhat higher energics culmi-
nating in ENDF/B-V for neutron energies up to 20 MeV. For many
years there has been some interest in extending the energy regime
of LNDF/B even higher. Neutronics [9] for the Fusion Materials
Irradiation Test (FMIT) facility [17] has recently led to a renewed
interest in neutron cross sections up to 50 MeV (see Proceedings
of a Symposium on Neutron Cross Sections fr¢am 10-50 MeV held at
Brookhaven National Laboratory, May 12-14, 1980). This accelerator-
based facility, now in the early stages of construction at Hanford,

-1 -
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will provide high fluences in a fusion-like radiation environment
for the testing of materials.

SPECIFIC CROSS SECTION XJEEDS

While a comprehensive discussion of cross section needs is
bevond the scope of this paper, 1 will mention a iew that have
come to my attention.

Table I shows the nuclides for which photon production data
exists in ENDF/B-V. Clearly the absence of photon production data
for 22 out of these 68 nuclides is a definite limitation in some

user applications.

The Mathematical Applications Group, Ine. (MAGI) would like
to see some more work on the S{(u,#) files and clarification of
their use.* Specifically, for extreme values of i« and ~ the tabu-
lation is too coarse and interpolation rules sre not adequate.
There is also a singularity at =0, 8=0 for whick extrapolation
rules should be provided.

The long string of interfaces

Experimentalists (measure cross sections)

1

Evaluators (calculate and prepare cross sections [or EXDF/B
H or ENDL)

Master File Guardians. (OK cross sections for ENDF/B or ENDL
¥ and maintain file)

Code Processors (generate pointwise Monte Carlo library)

Pointwise File Guardians {check data in pointwise file and

¥ 0K data)

Monte Carlo Code Developers (adapt Monte Carlo code to cross
4 section format and check code)

User

before the user can apply rhe original data from experimentalists
and/or evaluators on current engineering problems implies a long
time span. Efforts should be made to reduce this time span and
provide short cuts prior to releases of new ENDF/B versions.
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TABLE T

LENGTHS OF POINTWISE MONTE CARLO LIBPARIES

Material Number Length Length Length
or ENDF/B-V Energy Length (ENDF/B~1V Gamma Thinned with 240
Nuclide MAT No. Points (ENDF/B-Y) and FNDL) Production (ENDEF/B-\) Groups
—— e e LENDF/B-V)
H-1 1301 244 2,512 2,459 Yes 2,532 2,511
H-2 1302 214 3,736 3,007 Yos 3,666 3,950
H-3 1169 184 2,418 2,114 No 2,383 2,695
He-13 1146 229 1,834 1,517 No 1,824 1,916
He=4 1270 345 3,102 2,407 No 2,082 1,829
L.1-6 1303 373 8,827 8,204 Yes 8,105 6,951
Li=-7 1272 343 4,496 3,751 Yes 4,496 1,647
—Be=0- - 1304 329 8,528 7,883 Yes 7,654 7,965
B-1n 1305 514 13,563 9,241 Yes 12,206 7,241
B-11 1160 487 4,324 5,134 No 4,192 2,624
C- 1306 875 19,902 .8,3n9 Yos - 10,578 13,263
N-14 1275 1,196 10,048 21,553 Yos 29,4959 17,363
0-16 1276 1,390 ’ 20,820 21,8213 Yes 20,8136 17,231
F-19 1309 1,568 26,955 : 24,464 Yos 24,419 11,189
Na-23 1311 2,702 45,916 6,816 Yos 42,539 20,847
Mg 1312 2,429 48,805 ¢ - 3,771 Yes 42,080 9,792
Al=-27 13113 2,028 31,144 32,517 Yes 30,413 9,968
Si- 1314 2,440 58,369 21,6732 Yes 48,760 25,124



TABLE T (continued)

-9'[-

Material Number Length
or ENDF/B-V Energy Length (ENDF/B~TV Gamma
‘Nuclide MAT No. Points (ENDF/B-V) and ENDL) Production

P-31 1315 326 4,536 2,842 Yes
§-32 1316 363 4,805 3,252 Yes
cl- 1149 1,498 19,190 18,1371 Yes
K- 1150 1,241 16,583 7,436 Yes
Ca- 1320 2,394 39,830 24,085 Yes
Ti=- 1322 4,434 44,858 10,664 You
V- 1323 2,265 26,823 6,456 Yos
Cr=- 1324 11,050 125,671 38,240 Yos
Mn-55 1325 12,574 100,046 1,586 Yes
Fe- 1326 10,957 105,390 54,104 Yos
Co=50 11327 14,501 109,979 * Yos
Ni- 1328 8,926 127,084 35,100 Yis
vr= 1340 7,944 51,941 0,312 No
Nk-03 1189 17,278 125,234 29,725 Yos
Mo= 1321 5,260 31,894 R Yos
= 128] 2,98] 10,504 7 v Hu0 No
Ba=13% 1133 200 4,070 2,606 Yos

Lenggh Length
Thinned with 240
(ENDF/B=-V) Groups
. (ENDF/B=V)

4,536 4,044
4,887 3,962
17,098 7,382
13,724 7,165
31,820 11,197
24,570 6,562
2,427 5,264
49,196 27,793
21,579 7,179
65,000 25,205
21,847 6,816
80,918 17,852
16,693 5,166
10,958 6,281
6,400 3,754
6,015 2,809
4,067 3,854
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Material
or ENDF/B-V

Nuclide MAT No.
Np-217 1337
Pu-238 1338
Pu=239 1399
Pu=-240 1380
Pu-241 1381
Pu~242 1342
Am=241 1361
Am=242mR% 1369
Am=~241 1363
Cm=242 8642
Cm=244 1344

TOTALS

*  Not available on older fite.

*k

Namber
Energv
Points

8,519

2,301
7,808
6,548
3,744
7,635

4,419
323
11,920

3,112
4,918

TABLE T (continued)

Length
(ENDF/B=-V)

63,264

18,804
71,109
56,476
4,412
66,9873
38,771

6,539
87,625
26,650
41,658

3,130,345

Length

(ENDF/B=-1V
and ENDL)

*

2,588
25,417
41,821

LS

890,747

Cross sevtions for Am=242m, the metastable {somer of Am=242, with

Gamma

Production

No

No

Yos
You
Yes
Yuos
You
Yes
You
You
You

Length
Thinned
(ENDE/B-\")

9,787

6,108
15,952
12,7060

9,227
11,273

9,065

6,453

9,297

5,520
6,515

1,076,418

Length
with 240
Groups
(ENDF /B-V)
5,154
5,291
9,020
6,510
6,967
7,622
6,218
6,329
6,961
4,152
4,680

528,509

half=11re v152 vears.
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TABLE II

LENGTH INCREASES ENCOUNTERED WITH ENDF/B-V

Source of Increase

New Nuclides

Eu + Gd TIsotopic Tnstead of Elemental

Nuclide Length Increase Factor
Nuclide Length Increase Factor
Nuclide Length Increase Factor
Nuclide Length Increase Factor
Nuclide Length Increase Factor

Missing Nuclides

>10
5-10
3-5
2-3

<2

Increase
454,490
503,218
458,746
248,294
442,558
209,943
102,055

-179,706

2,239,598 Words
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COMPATIBILITY OF DETAILED EVALUATIONS WITH
LWR APPLICATIONS

0. Ozer

Electric Power Research Institute
Palo Alto, California 94304

In typical Light Water Reactor (LWR) applications detailed
evaluated data files are only used after a considerable amount of
data reduction and processing. Evaluated files are processed into
a multigroup library in general containing of the order of 100
groups. The selection of the weighting spectrum, energy grid
structure and the preparation of resonance shielding factors make
such multi~group libraries optimized for thermal reactor applica-
tions but not necessarily limited to a single type of reactor such
as a BWR or a PWR. For a particular reactor, the multi-group data
1s further averaged over space, collapsed in energy and paraseter-
ized as a function of burnup, temperature, proximity of control
rods, moderator characteristics, etc.

The accuracy of reactor calculations is dependent on the data
reduction procedures as much as it is dependent on the basic data
itself.

The ata reduction procedure, can be considered to be a
"second order evaluation™ providing a bridge between the basi:
“de’alled” evaluation and the expected end use. It requires
intimate knowled-e of the hasic evaluation features and a deter-
mination of the .aporiance of these features on the expected
application. An example of such an effort can be seen in the Los
Alamos work by T. England et. al., in which the very extensive
fission product information contained in the last two versions of
ENDF/B was reduced into a dozen linearized chains shown to be
adequate for a wide range of LWR applications.

This two-level approach requires the basic evaluated data
files to be prepared as an application-independent, general pur-
pose master data library that will provide sufficient samount of
detail in energy ranges and data types of ‘nterest to many
different types of applications. Recent advances in computer
efficiency and storage capabilities make the imposition of
arbitrary size limitations unnecessary for the master data
libraries. However more flexible reduction programs may be

-2 -



required to eliminate the detail considered to be insignificant
for a particular range of applications, while preserving the
more important features.

The amount of detail and the extent of information provided
in the ENDF/B version V library seem to be adequate for most LWR
needs. However the presence of detail does not necessarily imply
accuracy. A number of questions relating to the use of ENDF/B-V
as a production library for fuel cycle optimization, reload
licensing and accident analysis remain.

-22 -



USE OF EVALUATED DATA FILES IN
CROSS-SECTION ADJUSTMENT

J L Rowlands

United Kingdom Atomic Energy Authority
Atomic Energyy Establishment
Winfrith, Dorchester, England

ABSTRACT

Cross-section adjustment is a way of predicting
reactor properties taking into account both differential
cross-section and integral nuclear data measurements.
The differential cross-section measurements are evalua-
ted first and then adjusted to fit the two types of
data.

Evaluation of uncertainties is an essential
requirement for cross-section adjustment and predictlon
of reactor properties. These depend on reactor neutron
spectrum averaged values of cross-sections (although the
spectrun shape itself depends on detailed aspects of
cross-sections). For many cross-sections it is
sufficient to know the uncertainties in the average
values in broad energy intervals, in the dispersions
about the averages (such as mean resonance parameters
and cross—-section minima) and in the broad energy
gradients of cross-sections.

Some integral measurements might best be taken into
account in the derivation of evaluated data files.
These include measurements of single reactions in well
defined spectra, measurements for single substances
and measurements which pgive infermation about cross-
section fine structure. More general types of integral
data might best be used to adjust an applications
orientated cross-section library.

The paper discusses the requirements for deriving
cross—section adjustments and how these should be in-
corporated in cross-section libraries.
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INTRODUCTION

By cross-scction adjustment we rean tazin
account both differential cross-~secticon and
nuclear data measurerments in the derivaticn
secticn library, An alterrative te deriving
adjusted cross-section library is to correct ca
culations made using an unadjusted library fie
based on differential cross-section measurerments
alone). The correcticns can be bias factors obtainecd
by analysing measurerents of properties similar to the
ones being predicted, cor they can be calculated from
the first order estirmates of the cross~section agliust-
ments reguired to fit a wider range of integral
measurenents {using the cross-secticn sensitivities

for the property being predicted te calculate the
correction). lowever, it is more accurate, and more
convenient, to derive the adijusted set, iterating, if
necessary, to obtain a converged fit. The accuracy of
predictions can then be evaluated both by comparinc
measured and calculated values of integral properties
and by combining the calculated covariance matrix for
the adjusted cross-sections with the cross-secticon
sensitivities for the i1redicted pyorovties.

Carrying out a cross-section adjustment study also
tests the consistenc, of the measurerments. The whecle
range of different typss of integral neasurerent can
be included in an analysis and so it is possible to
detect errors in integral measurement technigues,
asserbly composition data and modelling approximations.
As the accuracy of the differential cross-secticn
measurements and the reliability of uncertainty estima~-
tion improve so the impact of these on the assessrent
of consistency and accuracy of predictions will
increase.

Before integral measurements can be taken into
account in the production of a combirned differential
and integral nuclear data based library, energy de-
pendent cross-section curves must be derived which in-
clude the detailed fine structure required in the
final cross-sections. These curves are usuallyv based
on nuclear theory and differential cross-section mea-
surements. These "evaluated cross-secticns" are then
adjusted to take account of the integral measurements
(and, possibly, additional differential cross-section
measurements). The integral measurements might indi-
cate the need to revise the fine structure, as well as
the average infinite dilute cross-sections, and it
might be necessary to iterate because of the lineari-
sation of equations in the adjustment process.

- 2% -



The distinction between "evaluated" and "adjusted”
cross-sections is not clearly defined in practice.
Certain simple types of integral measurement are some-
times taken into account in deriving "evaluated data
files"™. These include, for example, thermal
Maxwellian spectrum averages and resonance integrals.
There is also no precise definition of "integral mea-
surements". For example, should we class broad resolu-
tion thick sample transmission measurements as integ-
ral or differential measurements? In the fourth
section of the paper different types of integral
measurement are summarised and those appropriate for
inclusion in "first stage"™ or "evaluated data files"
are proposed. The evaluation of the differential
cross-section data can also proceed in stages, with an
"a priori" cross-section curve (which has been derived,
for example, from a nuclear model calculation) being
adjusted to fit differential cross-section measure-
ments. An example of this approach has been given by
Schmittroth and Schenter [[17] .

The main reason for producing evaluated nuclear
data libraries is to predict integral properties. It
is appropriate, therefore, to take account of integral
measurements when producing these, provided that the
uncertainties in the analysis of the integral measure-
ments can be assessed reliably. This question is
discussed in the fifth section. 1If, however, an eva-
luated library must be processed before it is used in
applications, an intermediate processed library might
be the more appropriate level at which to take into
account the more general types of integral data. This
is discussed in the second section. An adjusted
nuclear data library should include integral measure-
ments relating to all possible applications: thermal
reactor, fast reactor, shielding, dosimetry, general
criticality and fusion blankets. This is preferable
to the development of specific application libraries,
which is the usual approach at present. However, it
would be a formidable undertaking to include the whole
range of integral measurements in a single adjustment
exercise. Therefore possible separations of the ad-
justments, by substance, reaction type and energy
range, should be considered.

Procedures for combining differential and integral
data have been developed and raviewed, and the phi-
losophy of cross-section adjustment discussed, by
number of authors. Comprehensive reviews have been
published in_recent vears by Bobkovetal [ 27, Chao! 37,
Dragt et al [47], Gandini and_Salvatores [ 5], kuroi
and Mitani[ 6 |, Pazy et al [[7], Pearlstein [ 8] and
Weisbin et al [9]. The methods involve the calcula-



tion of the sensitivities of integral properties to
cross-section changes and estimation of the uncertain-
ties in both the reference differential cross-sections
and the integral measurements (and analysis).

Although the mathematical equations can be expressed
in terms of cross-section variations which are con-
tinuous functions of energy, it is the practice to
reduce the number of variable cross-section parameters,
most usually, by treating as the variables, factors
applied in broad energy groups. This is appropriate
because the integral measurements only provide infor-
mation about averages over broad energy intervals.

The factors can then be fitted by smooth curves befcre
applying them to the differential crouss-sections. The
uncertainty information which is required consists of
the variances in the values of cross-sections averaged
over the energy groups and the covariances both be-
tween groups and between different reactions. Alter-
natively, for some reactions or energy ranges, other
parameters can be chosen as the variables. The
uncertainty information must then relate tc these
parameters. In the earlier applications of the cross-
section adjustment procedure the covariances were
often little better than guesses. The adjustments
were nevertheless successful, for two reasons: firstly,
the accuracy of predictions of reactor properties
depended primarily on the integral data and was not so
sensitive to the uncertainties in the differential
cross-section data; secondly, the broad resoluticn of
the integral measurements resulted in adjustments to
most cross-sections which were slowly varying functions
of energy (independently of the assumed energy co-
variances). Few cross-sections were changed by more
than the assumed standard deviations (only Uj3g cap-
ture and fission in the UK studies). However, the
uncertainties estimated for the cross-sections did
have important effects in constraining adjustments,
indicating inconsistences between integral measure-
ments and the presence of additional sources of un-
certainty (such as the moisture content of graphite,
which first appeared, in our studies, as an adjustment
to the carbon cross-section).

In the last few years methods have been devised for
calculating cross~section uncertainties, and formats
have been designed for storing the uncertainty data in
files which can be processed_conveniently. In parti-
cular. the work of Perey [ 10!, Peelle 11  andDrischler
and Weishin El2'1 has been an important contribution,
laying the foundations for the development of cross-
section uncertainty evaluation and producing much

valuable data.



The objectives of the continuing programmes of
differential cross-section measurements and evaluation,
and of integral measurements and analysis, are irmprovina
the accuracy of prediction of integral properties, and
assessing the accuracy of predictions. Evaluating the
uncertainties irn the data is as important as improving
the data, because the design margins must cover the
assessed uncertainties. Some views on the reguire-
ments for cross-section uncertainty information are
given in the third section of the paper. The aim
should be to meet the requirements as simply as poss-
ible, taking into account the energy resolution
requirements, the aspects of the cross-sections which
are important (resonance structure, thresholds, energy
g~zadients), the sources of uncertainty (normalisation,
reference cross-sections), the reliability of the
assumptions involved in the derivaticn and use of the
uncertainty data {eqg assumption of normal distribu-
tions of errors) and the incompleteness of the infor-
mation on unrcertainties in measurements.

FORMS OF CROSS-SECTION LIBRARY WHICH CAN BE ADJUSTED

A distinction between "evaluated" and "adjusted”
cross-sections could be made for one of the following
reasons:

{(a} By choosing the primary cross-section library toc
be based on evaluations of differential cross-
section measurements and nuclear theory the
uncertainties in the evaluation of differential
cross-sections are separated from those in the
integral measurements and analysis. This is
convenient because the uncertainties in the two
types of data have different characteristics.
However, integral measurements which give infor-
mation about the fine structure of cross—-sections
and about individual reactions (without intro-
ducing complex correlations) are probably best
included in the derivation of the primary library.

(b) Cross-section adjustments derived from an analy-
sis of general integral data usually relate to an
applications orientated cross-section library,
like the MC2 library, which has been derived from
a basic "evaluated cross-section library” like
ENDF/B. Simplifications and approximations are
made in deriving the applications cross-section
library and the adjustments might partly compen-
sate for these approximations. The adjustments
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might, therefore, only be valid for this library
and should be incorporated in a library of the
same type. Another consideration is that it is
generally more convenient to make broad energy
range adjustments to such a library (although
fine structure adjustments are best made to the
basic library). The applications library must be
sufficiently general for all the required appli-
cations. K

(c) In some applications the cross-sections are
adjusted to compensate fcr approximations in the
calculation methods as well as for the nuclear
data uncertainties. This can be an effective way
of improving the accuracy of prediction using a
particular method, ;as has peen shown by
Pearlstein [€]. The adjusted cross-sections are
parameters which fit the integral measurerents and
they have no application other than for inter-
polation’within the range of this set of integral
measurements calculated using this method. This
approach is limited to applications where the
approximations are the same in the methods used
to analyse the measurements as those used@ to make
predictions. For this reason it cannot be used
in the analysis of fast reactor criticals because
the cell heterogeneity calculation methods are
different from those used to treat the power
rdactors for which predictions are to be made.

The adjusted cross-section library FGL5 was pro-
duced in fine group form from an unadjusted fine group
library, called FGL5U [13], which rras derived from
evaluations of differential cross-section measurements.
The integral properties were calculated using the fine
group library but the adjustment parameters were fac-
tors applied in ten broad energy ranges (followed by a
smooth fit to these factors). The adjustments were
made in stages. The only cross-sections for which the
fine structure was changed were for U,3g in the reso-
nance region (below 25 KeV). The resonance para-
meters were changed by reducing T'y in the resolved
region and revising all parameters in the unresolved
region. These adjusted U, cross-sections were
generated in the basic evaigated library form. The
bias introduced by this revision of the Uz38 cross-
sections, relative to the evaluation of the differen-
tial cross-section measurements, was taken into
account in the next stage of calculation of the cross-
section adjustments. This next set of adjustments was
applied to the fine group cross-sections. A further
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cycle of very small adjustments was made to correct
for non-linear effects found in the values calculated
using the intermediate adjusted set.

The fine group libraries have a sufficiently
detailed structure for them to be suitable for a wide
range of applications. They are not spectrum depen-
dent. The approximations made are:

i a sub group representation of resonance structure
within fine groups.

ii a pseudo discrete level representation of in-
elastic scattering to the continuum.

iii the anisotropy of the angular distribution of
secondary neutrons is approximated as Pl (or by
the transport approximation), although more
information about the anisotropy is contained in
the library (in the secondary energy distribu-
tions).

In some studies the cross-section adjustments are
applied to broad group sets. In these cases the
adjustments could be more dependent on ithe approxi-
mations introduced by group averaging and could limit
the range of integral measurements which can reliably
be fitted and systems for which predictions can be
made.

CROSS~SECTION UNCERTAINTY REQUIREMENTS

Information about the fine structure of cross-
sections is only required when this affects neutron
spectra, which, in fast reactor spectra,is for ma-
terials present in significant proportions, such as
C, 0, Na, Cr, Fe, Ni, Uz3g, Puzig and Pu240. For
othkzr substances, such as indivigual fission products,
higher actinides and many activation reactions, the
uncertainties in broad spectrum weraged values, anc-
in the energy gradients of the «ross-sections over
broad energy intervals, are sufficient for fast reac-
tor applications. In thermal reactor spectra
shielding in individual low energy resonances can be
significant for these substances and reactions.

Uncertainties in the average energy gradients over
broad energy ranges {perhaps a decade in energy) are
required to estimate uncertainties in the differences
between reaction rates in different spectra, and to
permit adjustments to be made to fit measurements
made in different spectra. Effects such as fast
reactor sodium voiding reactivities depend on the
differences between relative reaction rates averaged
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Separating out independent urcertainty parameters,
such as nrnormalisation uncertainties and brcad gradient
uncertainties, enables the number of ~ariables in an
adjustment study to be reduced ané alse permits th
fitted values of these parameters to be calrulated |
directly. This was the approach adopted in Ref 13
to the representation of urncertainties in both
differential nuclear data and integral measurement
analysis. It is equivalent to transforming th
variance-covariance matrix to a diagonal form anc
treating these independent varameters as the variab:es
in the adjustment. The matrix of sensitivity co-
efficients is transformed to relate toc these para-
meters and the fi*tine preoccedure +er- involives fewser
ratrimaneraticos hovause the vurianTe TONrIz LS G LTl

The particu.ar form chosen toc represent cross-
section coocariances should be the one which evaluators
find most -~ nvernient because any form can be handled
by those carrying -.uat adwustnent calculatisns. We
should perhaps re-rTricsioo, thiush, that the reguire-
ments are for the uncer*a1ﬁt1es i average values, the
fluctuations about the averages {inclulding rescnances
ard minima) and the energy gradients over brcad energy
intervals, to be calculated fror the cgrariance Gata.

Importance of uncertainty estimates fcr mean resonance

Qarameters

Calculations have been made to show thie importance
of allowing for changes in resonance shielding factsors
as well as infinite dilute cross-sections, in adjust-
ment studies. The guantities calculated are infinite
dilute and shielded U;33 capture cross secticns
averaged over the energy range 0.5 to 25 KeV using a
fixed fast reactor s;ectrur and cverage resonance
parameters. The shielded cross-sections are calcula-
ted for four temperatures, with a backgrouné
scattering cross-section of 30 barns. Five sets cf
average resonance paraneters are used, the reference
set aad sets with changes made to I+, D, Sg and 5
separately (keeplng the octher qguantities fixed).
These are given in Table 1. The resulting average
capture cross~sections are shown in Table II and the
percentage changes relative to the standard values
in Table 1II. Measurements in fast reactor critical
assemblies with compositions similar to a power fast
reactor give information only about the shielded
cross-section averaged over broad energy ranges
{similar to the range used in the present study). If
these measurements show a need for a 10% change in the
capture cross-section in this energy range the change

- 32 -



in the infinite dilute cross-section could vary
between 7% and 18%, depending on the resonance para-
reters adjusted. There are large differences in the
Doppler effects calculated using the different
possible resonance parameter adjustments as is seen
frorm Table IV. Estimates of the uncertainties in
mean resonance parameters, and of the covariances
between them, are requi:ed, and these parameters {or
related variables) should be treated as variables irn
an adjustment study. Similar conclusions have been
reached by Greenspan et al "15 . The integral data
should be chosen to provide information for different
degrees of resonance shielding and ideally shculd
include measurements of Doppler effects. Temperature
dependent broad resolution thick sample transmission
and seif-indication measurements could meet this
requirement. Adiustments to ta%e such measurements
into account might best be made separately from a
general integral data adjustment exercise.

TYPES OF INTEGRAL MEASUREMENT AND THEIR CUSE IX
CROSS-SECTION ADJUSTMENT

Different types of integral measurement for single
reacticons and substances are summarised in Table V
and for mixtures in Table VI.

Measurements which give informaticn about indi-
vidual reactions and substances should be used to
adjust the data for these separately. Some measure-
ments are relative to a reference reaction (or other
item of nuclear data) or made in a spectrum which
depends on other data. It is still appropriate to
adjust these separately if the uncertainties associa-
ted with the reference reaction and the spectrum are
relatively small. This could be the case for the
reaction rate and reactivity worth measureraents made
in reactor spectra for individual fission pi1oducts,
higher actinides and activation reactions (which do
not contribute significantly to the reactor neutron
balance and spectrum shape). Simultaneous evalua-~
tion of all the data involved is probably not
warranted. Spectrum measurements which give infor-
mation about details of cross-section structure (such
as resonances, minima and thresholds), are also best
taken into account separately. The detail of the
spectrum shape in a small energy jinterval is not much
influenced by errors in other cross-sections and
erergy ranges which affect the overall shape of the
spectrum. A two-stage /interpretation of spectrum

measurements should be considered, separating the
fi
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Adjustint a cross-section whi has a corplex
structure, such as the U23sg capture cross—-secticn in
the resonance reqgion, can ke a lengthy nrccedure and
if the requirerments cf intecral reasurerents can be
ant1C1pated when selecting the represcntatlon for the
detailed structure this can reduce the nurker of
stages of iteration required to fit borh the differen-
tial and integral measurerments. However, the bkias
which has been introcduced into the reference cross-—
section, (or the difference betweer this cross-section
and the wvalue which would be obtained by fitting cniy
the differential cross-section measurerents) must be
allowed for in an adjustment study, and the uncertain-
ties for ar evaluation of the differenrntial cross-
secticn measJarements alone must be used.

-

UNCERTAINTIES IN INTEGRAL MEASUREMENTS AND ANALYSIS

At present, the uncertainties calculated for the
predicted values of many rcuct.r properties depend
mainly on the uncertainties estimated for the related
integral measurenen’:c used in the derivation of the
adjusted cross-sections. Consequently it is most
important that these uncertainties are reliably
estimated. Attention must be given to possible
systematic errors whicli could affect all the measure-
ments of a particular type of property. These
systematic errors could be associated with the
measurement technique, the material components used in
a series of assemblies or the methods of analysis.
Some systematic errors affect both different measure-
ments in the same assembly and measurements in differ-
ent assemblies. For example, approximations in the
methods used to calculate cell heterogeneity affect
Uz3g fission and capture and Pu239 fission and capture
in related ways and the combined effect results in an
error in Keff. The errors will be related in differ-
ent assemblies but they will not be the same because
of different cell structures and spectra. Aan



approximation which is made is to assume that between
assemblies having a similar type of cell structure,
the cell heterogeneity uncertainties consist cof a
fully correlateé component and a random compenent,
(rather than attempting to relate the systematic
uncertainty to the changes in cell structure and
spectra). The uncertainties are difficult tc estimate
and it has been hopeé that by including measurements
made with different types of cell heterogeneity the
effects of these uncertainties would be removed. 1In
the British facility, ZEBRA, measurements have been
made using both plate and pin geometry cells and using
plutonium metal plates and mixed uranium-plutonium
oxide plates. In the French facility, MASURCA, the
fuel is in rodded form. 1In the Argonne, German and
Japanese facilities the plate fuel has a different
composition te the British plate fuel, and me.isure-
ments have also been made using fuel in pin form.

Monte Carlo calculations have been made to evaluate
the cell calculation methods used at Argonne and these
have given encouraging results [16?. However, both
the type of heterogeneity and the method of analysis
used for ZEDRA plutonium plate cells are different
from the Argonne cells and methods. A number of
measurements made in ZFBRM indicate differences bet-
ween measurements made with plate and pin geometry
cells, and using metal ansdl oxide fuel, which are
larger than the estimated uncertainties. There are
measured differences in Keff of about 17 between plate
and pin cells which are calculated to have the same
value of Keff. This compares with tyvrical calculated
Keff heterogeneity effects ¢f 1.4 and 0.4 for piate and
pin cells, a difference of 1%. {However these are the
net effects of several components, some of which tend
to cancel). The pin cell results are more consistent
with the measurements made in the Swiss facility
PROTEUS (which uses oxide fuel in pin form), [17_ and
with the critical data for the UK Prototype Fast
Reactor at Dounreay. It is clearly necessary both to
improve the accuracy of cell calculation methods and
to include the widest possible range of cell types
when deriving cross-section adjustments.

It is interesting to note that the adjustmei:t study
made by Marable et al [18_] (which was based on measure-
ments of Keff and reaction rate ratios in four Argonne
critical assemblies and reaction rate ratiocs in a bench-
mark field) gave similar standard deviations for
predictions of fast power reactor Keff and breeding
performance to those assessed for the adjusted cross-
section library FGL5 [137), which included a wider
range of integral measurements. This suggests that a



few accurately defined complementary integral measure-
ments could provide a sufficient basis for prediction
of these properties, although a wider range is
desirable both to average out possible systematic
errors and to provide data which can predict other
properties. The accuracy of predicting Keff and
breeding performance following fitting to integral
measurement is about a factor of 5 higher than using
unadjusted data.

The adjustments obtained by Marable et al to be
applied to ENDF/B-IV calculations made for a reference
1200 MW{e) LMFBR model are +1.4% (20.5%) for Keff and
-5.5% (#2.0%) for the breeding ratio(without XK reset).
This compares with differences between calculations
made using the FGL5 set and TNDF/B-IV (MC?) for an
international intercomparison benchmark model E19j
of +2.9% for Keff and -2.5% for the total breeding
ratio. This benchmark model had a high fuel density
and low fissile enrichment, which could partly explain
the greater difference in Keff, because the correction
to U238 capture would have a larger effect. It is
also consistent with a possible systematic error in
cur analysis of ZEBRA plutonium metal plate cell
assemblies (the method of analysis being different
from that used at Argonne). Although integral
measurements made in other types of cell were used in
the production of the FGL5 adjusted library this type
had most influence on the adjustments which relate tc
the prediction of Keff in plutonium fuelled assemblies.
However, the fitted ZPR-3/48 Keff wvalues are similar
in both studies.

CONCLUSIONS

It is usual to take account of integral measure-
ments when predicting many reactor properties because
these improve the accuracy of predictions signifi-
cantly. This can be done by adjusting cross-sections,
the advantages being that it is possible to take into
account a wide range of integral measurements, consis-
tently with the differential measurements and nuclear
theory, to test the consistency of all the data and to
evaluate uncertainties in predictions. It is impor-
tant to have reliable evaluations of the uncertainties
in the analyses of the integral measurements because
systematic errors could introduce an undetected bias
into predictions. Analysis of cell heterogeneity
effects are still not completely satisfactory,
particularly for ‘'some plate cell geometries, and
improved methods are being developed. It is important



to include measurements made using different cell geo-
metries in an adjustment exercise.

Estimates of the uncertainties in evaluations of
the differential cross-section measurements are an
important requirement, both for adjustment of cross-
sections and for evaluating the accuracy of predic-
tions. The requirements are for the uncertainties in
averages over broad energy ranges, in the short and
long range fluctuations about the averaged cross-
sections (resonances, minima and intermediate struc-
ture) and in the average energy gradients. Separate
identification of normalisation uncertainties, inter-
relationships between cross-sections and uncertainties
in simple parametric representations could be a
convenient way to represent uncertainties.

The way in which integral measurements should be
taken into account depends on the type of measurement.
Simple integral measurements which relate to a single
reaction or substance could be taken into account in
deriving a basic evaluated data library like ENDF/B.
Integral measurements which give information about
cross-section fine structure (resonances, minima and
thresholds) might also be best taken into account at
this stage. Broad resclution data for mixtures might
best be taken into account in an applications cross-
section library.

It is a worthwhile aim to try to produce an
adjusted library suitable for all applications,
thermal reactor, fast reactor, cirt‘cality, shielding
and fusion blankets. However, to acaieve this,
separating the integral data into energy ranges and
groups of substances and making the adjustments in
stages might be the most practical method.
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TABLE I

U,3s average resonance parameters used in the
calculations

Parameter

Standa:rd value

Changed Value

Per Cent Change'

23 mV

22.5 eV
0.9289 x 10~“
1.729 x 10—*

24 mv
20 ev
1.1611 x 10™>
1.9788 x 10~

4.3
11.1
25%
14.4%

+=

TABLE 11

The U .3e capture cross-section averaaed over the
energy range 0.5 to 25 KeV

Farameter Infinite Shielded cross-sections
Set Dilution
3000K 15000K | 2700°K | 39002k
Standard 2.5221 0.9392 11.2450 11.3915 |1.4933
My changed 2.5849 | 0.9577 |1.2701 |1.4198 |1.5238
D changed 2.6990 1.0299 §1.3750 {1.5390 |1.6525
S:. changed 2.6507 0.9657 11.2967 |1.4631 |1.5819
S: changed 2.5901 0.9703 [1.2781 {1.4251 {1.5270
TABLE III
Percentage changes from the values calculated
using the standard parameter set (0.5-25 KeV)
Parameter Cross-sections Doppler Changes
changed |Infihite| 3009K |300 1500 2700
Percent| dilute |shielded|-15000K|-27000K |~3900°K
ny 4.3 2.5 2.0 2.2 2.2 2.2
1/D} 12.5 7.0 9.7 12.9 12.0 11.5
S. 25.0 .1 2.8 8.2 13.6 16.7
S: 14.4 C 2.7 3.3 0.7 0.3 0.1
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TABLE IV

Percentage changes corresponding to a 1% increase in
the 300CK shielded cross-section (0.5-25 KeV)

Parameter Infinite Doppler changes
changed dilute
300 1500 2700
Percent -1500°K -2700°K -3900CK
Ty 2.2 1.3 1.1 1.1 1.1
1/D 1.3 0.7 1.3 1.2 1.2
So 8.9 1.8 2.9 4.9 6.0
S; 4.4 0.8 0.2 0.1 0.0
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INTEGRAL MEASUREMENTS FCR SINGLE BUBSTRNCED
A. MEASUREMENTS Il Al INDEPZLNIENT SPECTRIX

Reaction Rates and Reaction Hate Ratios

Thermal maxwel.lian
Resonance integrails
Fission spectra

Standard benchmark fields
Reactor spectra

Reactivity Worths and Worth Ratios

Thermal maxwellian eta values
Small sample reactivity worths

B. SPECTRUM DgTERMfNED BY THE SUBSTANCE

Thick Samples and Heated Samples

.Broad resolution transmission

‘Broad resolution seif-indication
Resonance integrals

Reactivity worths and reaction rates

Large Blocks

Transmission spectra
Age to the indium resonance
Exponential experiments
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TABLE VI
INTEGRAL MEASUREMENTS FOR MIXTURES
C. SIMPLE GEOMETRY ASSEMBLIES

Type: Null~reactivity test zone
Region with measured buckling
Uniform core and reflector
Regular lattices

Measurements: Critical parameters .
Principal reaction rate ratios
Neutron spectra

Unit cell reactivity worth
Component reactivity worths
Reference reactivity worths
Reaction rate distributions
Reactivity worth distributions

D. MOCK UP ASSEMBLIES AND POWER REACTORS

Critical dimensions

Control rod worths

Power and reaction rate distributions
Large region sodium voiding reactivities
Temperature and power coefficients
"Burn~-up reactivity changes

Compositions of irradiated materials
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Processing Needs and Constraints Discussion

Henryson

The presentations of our panel have raised questions about the
size and de*ail of evaluated files. On the one hand, too much
detail causes significant processing problems (e.g., point energy
Monte Carlo) and tends to be lost in the processing step. On the
other hand the detailed data are available and have application.
Is there a concensus on how to deal with this dichotomy?

Carter

I'm afraid that I have no solation although there is clearly a
problem. From the perspective of point Monte Carlo, it is
highly desirabie to have the detail but there is & practicsl
problem in that the burden is placed on the processor codes
and until computer mewory and speed increase substantially,
such processing is very expensive.

MacFarlane

Evaluated files have a wide variety of spplications and
complete detail is certainly required by someone. The only
solution is to preprocess the data for applied users. The
problems occur in fields where algorithms are not available to
per form the processing. For example, in thinning the ENDF/B-V
data for our point energy Monte Carlo applications, the
processed data become application dependent in that the
thinning algorithms were biased toward high energy
applications.

Orer

It 1s important to retain detail in evaluated data files and
keep the burden of the use of ‘the files out of the hands of
the evaluators. As a consequénce it is essential to stress
the importance of data processing. There is nothing wrong
with application orjented processed fiies, but the data
reduction step is the key. For example, in processing
ENDF/B-V for LWR Monte Carlo applications, the structural
materials initially tske more space than the fertile and
fissile materials which certainly is not consistent with the
importance of the data for LWR applications.

Hearyson
1 awm concerned with these responses in that I feel that we the

users are copping out. |le seem to be saying to the evaluators,
run your wmodel codes, put  in all the detail you want snd we womn't
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provide any guidance. 1 feel that the success of evaluated files
world wide has been the fact that users use them. As we put more
processing between the evaluated file and the application file,
the relationship between the two becomes wmore tenuous and the
usefulness of the evaluation then becomes more questionable.

Rowiands

I agee with others that the basic evaluated file should not be
application oriented but believe that it should be possible to
obtain an intermediate file which has wide application -
thermal reactor, fast reactor, criticality, shielding. For
such an intermediate library probability table representation
of resonances or pseudo discrete 1inelastic levels are
applicable but such representation should not be used in the

basic file.

Gohar

It is fine to speak of details &nd fine structure, but let us
first fill the gaps where data do not exist or where large
uncertainties impact design applications. The lack of data is
the real problem particularly in applications such as CTR
shield design.

Henryson

We have been in the data evaluation field for many years, vet we
still talk today about evaluation needs. Does anyone see any end
to data evaluation? Is there some point at which we can say we've
gone as far as we need to go?

Poentiz

Reactor designers have design goals for the accuracy of such
parameters as breeding ratio, critically, etc. These
translate to required accuracies (uncertainties) in cross
sections. It appears that the measurements and evaluations
effort would be concluded if these goals are met. This is not

yet the case.

Smith

(i) Can user disciplines define pguidelines for definition of
evaluation, particularly detail, in particular user areas? (ii)
Why is not more use made of theoreticsl representations i.e,
Briet-Hopkins for H(n,n) or few R matrix parameters instead of
hundreds of data points as for the carbon evaluation?

r - 46 =
|
|



Rowlands

Addressing the question of detail, 1 would suggest that one
wants quite accurate cross sections but less detail in the
uncertainty data. In the resonance data we have problems at
present in reconciling integral and differentisl data. This
may be a consequence of resonance detail but it is quite
difficult to generalize.

MacFarlane

On the representation question, we are certainly in agreement
that one can trade off bulky tabulated representations of data
against compact algorithms. Dave Madland's fission spectrum
representation and Gerry Hale's R matrix parameters for
charged particle scattering are examples. The problem ir that
there are a large number of prccesrcing codes with a great deal
of money invested in their development, and one must consider
representations which iwmpact on such codes very carefully.
Great <oordination among Laboratories is required. For high
energy applications where there are so many reaction channels
open, such representations will be essential.

Dunford

In planning for future versions of an evaluated nuclear data file
one must balance stability of the reference file against having
the file reflect current values. How does the panel feel about
these conflicting requirements? What should be the balance of
increase in file size znd the introduction of more compact data
representations (i.e., new formats?)

Rowlands

One can't adopt a new library too often. There is an enormous
amount of work in evaluating the performance of a new library
(criticals reevaluation, design calculation bais, etc.). In
view of the need for continuity, I would say that new
libraries might be valusble every five to ten years.

Carter

I raised the issue in my talk although I have no answer.
There is need for a stable and accurate data base, but these
needs are in conflict. 1If stable, one cannot respond quickly
to new m2asurements and evaluations. As a user I am
constantly being asked "Why aren't you using these new data?"
and it remains an important issue, particularly in those areas
vhere data are not available in the sanctioned versions of the
evaluated files, ‘ .
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Ozexr

We must concentrate our efforts on areas of importance wvhere
fine tuning has benefits but without new library releases
which break continuity of program and often make it impossible
to build on what we have done in the past. On the
representation issue 1 would remind everyone that ENDF is a
compromise representation which has been found acceptable to
users and evaluators. Any changes in represer® ition for one
without seriously considering the impact o~ . other would be
a mistake. Changes in representation st not be taken
lightly.

Pearlstein (Comment)

The biggest problem in any kind of data evaluation is the
potential influence of systematic errors. They are difficult to
determine unless data are measured in many different ways. John
Rowlands said that inconsistencies between integral and
differential data for Carbon led to discovering an error in core
composition. Is the burden of proof on differential data,
integral data, or both? When do we stop looking? When there is
no discrepancy, or more accurately, no apparent discrepancy. I
suggest that even when there is no apparent discrepancy that we
continue through sensitivity studies to record alternate
combinations that are equally likely to produce the same result so
that we will not be lulled into a false sense of understanding.

Peelle

For which nuclides must we evaluate neutron reaction cross
sections for radioactive nuclides for CTR applications? Is it
primarily reaction products of first wall materials?

Gohar

In one of my viewgraphs I presented a list of materials wvhich
are of use in CTR applications. We must consider the 14 MeV
neutron reactions which include {(n,a) and {n,p) reactions.
All of the isotopes of iron and nickel are important. We wmust
look at those materials in the design and understand their
radioactivity chains. The most important are in the blanket,
but the magnet and shield materials alsc see 14 MeV neutrons.

Young

How good are the methods? For example, is there a concensus on
how well keff can -be calculated?

- 48 -



Henryson

At ANL we believe that the methods uncertainty in the k,¢¢
calculation of a ZPR or ZPPR system is 0.2 to 0.52. The major
causes of uncertainty are the heterogeneity and streaming
treatments in the plate lattices. It is my understanding that
the British are now questioning whether the uncertainties in
the heterogeneities of their criticals are not larger than
those 1 have quoted. I would point out that just as there
have beer advances in data evaluation, there have also baen
enormous advances in data processing. We have reached the
point where such small methods uncertainties are quoted with
great confidence.

MacFarlane

It is important to distinguish between benchmark level codes
such as those used at ANL in the analysis of criticals and
design or application level codes. If you include the latter
then uncertainties even in kg gr calculations are measured in
percent rather than fractions of a percent. For plutonium
production and reaction rate ratios, the situation is even
worse.

Rowlands

It is important to consider a wide range of combinations to
separate out systematic errors. This is certainly true of
data adjustment studies. In fast reactors one should look at
plate criticals, pin criticals, mixed oxide plates, Pu and U
metal plates, and criticals from different countries. With
all these input data we have evidence that there is a
discrepancy for plate criticals.

Young (Comment)

Evaluators need more guidance as to detail and accuracy required
in data e.g., how accurately do covariances need to be specified
to do meaningful data adjustment? With regard to an earlier
discussion on CTR needs, I encourage users to make their needs
known to people in a position to support evaluation efforts. This
have been a problem in the past

Vonach

What detail does the user really want in the uncertainty data?
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Rowlands

One needs data in broad energy ranges. Most integral
properties are sensitive to the uncerta2inties for broad energy
ranges. It is necessary ro get uncertainty information not
only for the average cross section, but also the average
gradiant and the average fine structure, a measure of the
dispersion about the average.
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SESSION I1I

USE OF UNCERTAINTIES AND CORRELATIONS
Chairman: R.W. Peelle ORNL
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LOGICAL INFERENCE AKD EVALUATION

F. G. Perey

Oak Ridge National Laboratory
Oak Ridge, Tennessee 37830, U.S.A.

ABSTRACT

Most methodologies of evaluation currently used are
based upon the theory of statistical inference. It is
generally perceived that this theory is not capable of
dealing satisfactorily with what are called systematic
errors. Theories of logical inference should be capable
of treating all of the information available, including
that not involving frequency data. A theory of logical
inference is presented as an extension of deductive logic
via the concept of plausibility and the application of
group theory. Some conclusions, based upon the applica-
tion of this theory to evaluation of data, are also given.

I. INTRODUCTION

As the Cross Section Evaluation Working Group (CSEWG) was
about to release ENDF/B-I1I, a subcommittee was formed, under the
chairmanship of Marvin Drake, to make recommendations concerning
the manner and format in which the "estimated errors" in the eval-
uated cross sections could be reported. It was felt that users of
the data should have easy access to this information, which until
then had been given, if at all, in the final documentation. The
introduction of summary documentation had partially remedied the
problem that final documentation was often not issued, or was very
late coming in. It was felt that the "estimated errors" in the
evaluated data were not properly addressed in the summary documen-
tation. The outgrowth of that concern was the appearance in
ENDF/B-1V of some ''Data Covariance Files' for a few of the cross
sections of the carbon, nitrogen and oxygen evaluations. In the
recently released ENDF/B-V the number of such files has increased
greatly, but most of the cross sections in the library do not have
associated with them "Covariance Files."

The subject of '"Covariance Files'" has always been somewhat
controversial in the CSEWG. Most evaluators are somewhat reluc-
tant to generate Covariance Files. They claim that it requires a
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considerable amount of time for which they do not get much credit.
This is so becausc these files were not requested by users and
most users today do not know what to do with this information.
Some of ys in the CSEWG felt that it was our duty to communicate
the covariances in the cvaluated data since we could not conceive
of users who would not be interested in knowing the reliability
of the data they werc using in their application. In fact, the
Covariance Files were created because in their absence some users
had to make assumptions as to how good the data were, and we were
aware that in many instances their assumptions were not consistent
with the information upon which the evaluated data had been estab-
lished. This was true for those who believed that there were
smail uncertainties in the data and used the data as such. This
was also true for those concerned about meeting target accuracies
in the predictions of some nuclear systems performances and who
were making some guesses as to the quality of the data in ENDF/B.
Another major objection to the Covariance Files by evaluators is
that the numbers placed intc them are largely arbitrary, or at
least much more so than the omes placed in the data files. Most
people do not think that the numbers in the bata Covariance Files
should be trusted to within a factor of two.

On the assumption that everybody knew that the Covariance
Files of ENDF/B contained the "estimated errors'" in the data, the
organizing committee of this workshop wanted to devote one session
to these files and limit the discussion to the use of thesc files.
I presume that the idea was to assess from their utilization how
much c¢ffort should be put into generating them and the degreec of
detail they should contain compared to the data files themselves.

Having been associated with the formulation of these Covari-
ance Files, I was asked to address in this session the question of
their uses. I was very reluctant to do so because I am not a
"user'" of ENDF/B in the sense we usually associate with the word
"user.'" That is to say, 1 do not have a goal to accomplish where
I find it convenient to use ENDF/B as input data and am concerned
about the extent and quality of the data in the Covariance Files.
From the titles of their talks, I am sure that the next four
speakers will discuss this aspect of the files in conmection with
solving their problems. It was suggested to me that I address the
topic: '"The Use of Detailed Uncertainty Data in Cross Section
Evaluations.'" From the title of his talk, I believe that W. P.
Poenitz will give tomorrow exactly such a talk, and therefore I
thought I could in this talk address a subject which does not
appear to be covered explicitly at this conference but is implicit
in all of our discussions at this workshop.

Until now in the CSEWG, and other similar groups clsewhere,
we have mostly been preoccupied with generating what we call
"evaluated" microscopic cross sections. Lately we have been con-
cerned about the '"estimated errors,' but our major preoccupation
has been in the area of formats to represent them and in what
detail. After considerable reflection in the last two vears, I
have become convinced that many of our preblems in the area of



evaluation, at least most of mine, occur because we tend to use
some concepts and an associated method of reasoning to splve all
our probiems because it has been found useful to solve some
specific types of problems. What I am referring to, as will be
evident in all the presentations at this workshop, I believe, is
that we tend to use the concepts and the language of the mathemat-
ical theory of statistics for all of our reasoning when we perform
evaluations. 1 do not deny the usefulness of some of the results
we obtain using the theory of statistics, but as is well known to
all of you it is incapable, or rather it is not perceived to be
useful, to deal with the concept of what we call “systematic
errors.'

What | will do in this talk is share with vou some thoughts
and conclusions on a "unified theory'" which deals with the notions
one usually associates with "systematic" and '"statistical' errors.
I cannot in the time allotted to me do more than explain some <f
the fundamental ideas behind this "unified theory' which I have
been studying for some two years now. I have applied this theory
to solve many problems which we will discuss at this workshop, and
these details will be published elsewhcre.! 1f I appear to stray
from the subject of this workshop at times, please bear with me
since I hope it will become clear later why.

II. HISTORICAL PERSPECTIVE

The basic idea of the approach is rather old. 1t seems to
have been clearly stated by Liebnitz more than 300 years ago (1669)
when he, according to Keynes,? wrote: "I have said more than
once that we should have a new kind of logic, which would treat of
degrees of probability." The new kind of logic Leibnitz alludes
to is what we call now inductive logic. It is interesting to note
that a mathematical theory of inductive logic was developed exten-
sively more than fifty years (Laplace, 1795) before the first
attempt at establishing a mathematical theory of deductive logic
(Boole, 1847) was made. I guess the reason is that it is fairly
easy to carry out and recognize a deductive reasoning without the
help of a mathematical symbolism. This does not appear to be the
case for most inductive reasoning, although, fortunately for us,
there are quite a few situations where the reasoning is, as we
say, a matter of elementary common sense. Laplace did not develop
singlehandedly this 'mathematical theory of common sense,'" as he
called it, which owes much to many eighteenth century thinkers, in
particular the Bernoullis. I shall not pursue in detail the
history of the theory of inductive logic which is a fascinating
and very colorful one involving many grcat mathematicians and
philosophers of the last three centuries. My main purpose for
pointing out the long history of the approach to our problems,
which I will present, is that the concepts upon which it is based
have been very extensively investigated and we are aware of their
power and limitations. This has the enormous advantage, well



known to all of you, that we have as a result very many "benchmark
experiments,' as we call them in the CSEWG, which are in this case
'"logical problems,' which any theory of inductive logic, or logi-
cal inference as it is sometimes called, must cope with.

Laplace's theory was essentially discarded about 100 years
ago when it was discovered to give rise to paradoxes when used to
solve some of these ''logical problems.'" Laplace's theory was
replaced by the mathematical theory of statistics, strangely
enough not because it was capabie of solving these problems, but
because it could not be used to try to solve them!! The theory of
statistics was, however, designed to reproduce many of the results
of Laplace's theory, if not all, in some types of problems where
it was felt that the results were very useful. To use a language
familiar to you, this situation existed when there were a lot of
"statistics" and no "systematic errors."

I became interested in Laplace's theory when I realized that
tkrough this approach one could cope with situations where we say
today there are large "systematic errors.” What was intriguing is
that the "failure'" of the theory had long been identified with one
of the fundamental principles of the theory and that it may be
possible to "fix" the theory if one could substitute for this prin-
ciple another one which would serve the same purpose but would be
less ambiguous so as not to lead to paradoxes. I believe that this
has now been accomplished to the extent that is needed for our pur-
poses in dealing with the magnitude of what we call physical
quantities. I have been influenced by several contemporary
authors, but most of all by E. T. Jaynes. In fact, to a large
degree the theory which I will introduce to you in this talk is
one which E. T. Jaynes has been advocating for some years now. A
key paper of Jaynes' -which has influenced me most was published in
1968 on ''prior" probabilibies.3 An interesting thing which I
realized is that it was not necessary at all to introduce the
notions of "a priori'" probabilities nor the notion of 'errors in
measurements.'" The concept of 'errors" in measurements has been a
central one when dealing with uncertainties about the magnitude of
physical quantities since it was introduced by Thomas 3impson" in
1755. It has been the cornerstone upon which most applications of
the old theory of probability and the theory of statistics are
based. There is a decided advantage today in not using the notion
of "errors" when talking about the magnitude of physical quanti-
ties since this forces us to focus more sharply upon what we are
doing and frees us from the constraints of habits. I vaguely
perceived this ten years ago, and that is the major reason why the
"“Covariance Files" are no longer called the "Error Files" as thev
used to be at the beginning.

III. THE BASIC IDEAS

OQur goal is to develbb’a th¢9ry which is designed to provide
us with the feeling of having copvd with the uncertainty we have
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about the magnitude of physical data. We use the infinitive "to

cope" in the sense of: '"to contend or strive, especially on even
terms or with success.'" This forces us to depart from a long
tradition when dealing with what we call a '"physical problem.' We

will look at it from our point of view — what we want to accomplish
and what we know — rather than what ''physical reality" is,

Why we must do so when dealing with uncertainty is simply a
consequence of what we mean by the word "uncertainty' since it has
the meaning of: ''the condition of being in doubt; lack of certain-
ty." Accordingly, the word uncertainty is used to describe the
state of mind in which an individual finds himself under some cir-
cumstances. When we say we are uncertain about the magnitude of a
physical quantity we imply two things: the physical quantity has
a definite magnitude, and we are not totally ignorant of what it
may be. Uncertainty is not a physical attribute or property of
objects or things in the sense that, for example, length may be.
For our purposes here, the magnitude of a physical quantity is a
number that expresses the amount or quantity of a physical property
which, in the context we use it, it is meaningful for us to say
an object or thing possesses. When we say we are uncertain about
the magnitude of a physical quantity, we state the fact that for
our purposes it is useful to think that there is a number which
expresses the value of this quantity, but that our relevant infor-
mation is such that we cannot deduce what this value is.

The above situation, in which we find ourselves frequently,
is only a problem when it prevents us from accomplishing something
which we think we could achieve if we knew what the correct value
was. This implies that we have a3 goal, and we believe we could be
successful in meeting it if we knew what the correct value was.

It must be that, for whatever reason, we think we are in a situa-
tion where we could predict what will happen. Without the correct
value of the physical quantity, but with only the knowledge of a
range of values which the physical quantity could have, there is a
range of possibilities for the outcome, and we believe the correct
value will prevail in determining the outcome which we could pre-
dict if we knew the correct value. The dilemma we are in is that
we must choose a particular value, among all possible ones, and
act as if it were the correct one (i.e., the true value). The
painful thing is that we can only play once at this game, and we
cannot ever win since at best the value we choose is the correct
one, and our goal will be met. If the correct value is different
from what we ciioose, then the outcome will differ in some fashion
from what we are trying to accomplish. This can only be per-
ceived to be a negative consequence, and in common language we say
there is a risk involved in choosing any value as the correct one.

The above is, of course, well known to all of us who must
face such decision problems constantly, not only in our profession-
al life but in every aspect of our 'daily life. Having survived
long enough to attend this workshop, we must have more or less
successfully solved a great number .of such decision problems. 1In
many simple situations what we per¢eive we should do seems obvious,



and we say it is a matter of common senise. We have the fecling of
having coped with the uncertainties about the situation. We think
that anyone not doing what we have done in the circumstances should
be suspected of lacking seriously in some capacity for logical
reasoning or of being a wreckless individual who subjects himself,
and possibly others, to unnecessary risks. In many situations,
particularly new ones of the type we face in performing what wc
call "evaluations," it frequently does not scem clear to us that
there is any way of coping with the uncertainty about the data.

We may not perceive there is a unique answer to our problem and
that we fully understand the implications of our limited krowledge.
It is then not easy for us to provide all of the assumptions we
are making, nor can we explain satisfactorily the rationale which
led us to make a particular decision. We are then reduced to
expressing an opinion, the basis for which is not clear and there-
fore may not be entirely rational, nor do we feel it to be a com-
pelling one. I fully anticipate we will hear quite a few at thi~
workshop.

The idea that one could develop 3 mathematical theory which
might be useful to deal with complex situations, where what to do
is not perceived to be a question of common sense, is very old, as
we have already pointed out. By a mathematical theory we mean a
body of deductions, from a set of well identified definitions,
axioms and rules assumed to be true, that involve a quantification
of some sort. 1f we think about it, this idea is a puz:zling one
because it means that we will try to develop a deductive theory to
solve problems which by their :ature cannot be solved by deduction:
It obviously means that we interpret the infinitive "to solve" in
two different ways depending upon the context we are in, as we
shall later explain. As we have mentioned, develcping such a
theory was a concern of many people we tend to think of as physical
scientists in the seventeenth and eighteenth centures and culmi-
nated in the work of Laplace.® For various reasons we will not go
into here, these concerns were no longer actively pursued by many
physicists toward the end of the nineteenth century. They found
usually adequate to verbalize the solution to such problems in
terms of the mathematicz) theory of statistics, in particular
concerning the “errors'" in measurements. The work of Gauss on the
least-squares method® became the classic source for the method of
choice in handling what we now call the “"statistical errors” in
the data.” This is so because Gauss in this work restricted him-
self strictly to "statistical errors."” To a large degree the
concerns of developing a theory that would replace Laplace's
theory, and therefore deal also with problems not addressed by the
theory of statistic¢s, became those of a class of people who we
might refer to as logicians and philosophers worried about pro-
blems of epistemoldgy.

Since the ]94¢'s, mostly because of rapid and profouna tech-
nological changes, |a number of prohlems arose dealing with our
physical environment which formally look very similar to the pre-
occupations of the |eighteenth century "“physicists.” As a result,




a numher of theories werc developed to deal with them with inter-
esting naacs suwch as: operations research, information theory,
decision theory and now risk theory. Lqually profound changes
occurred in our own ficld, but it scoms to me few pecople perceive
that they may have upset to some degree a delicate balance which
calls for a reassessment. It is a fact that the professional
"“evaluator,” in the sensc¢ we use the word 1n this workshop, was
born roughly during the last twenty rears or so. The task of
evaluating data was not ncw, but It used to be carried out hy the
sam individual who made the -casure-mn amd used the data, or
within a very vlosely knit community of providers and users of
data. . In som very specific ways the modern *"data cvaluator” s
ncither and both i provider and ‘uscr of data. He does not decide
what the experimental facts are and has often no access to them.
This is donc kv measurer- nho often arc interested in the facts to
dras conclusions regarding guestions of interest to thes which are’
different from thosc the evaluators have. In the case of the
CSERG, at least, wherc we maintaan the notion of “application
independent evaluations,” the evaluator is not the user, and he
must mahe i choice of a “recommended valuc” without hnowing what
. the yoal of the user 1<, or rather i1ndependent of what the user
seehs. \s anvhody whe does evaluations soon learns, this 1s a
very rishky business to cngage 1n, and therc 1< no way you can win.
The title of our worishop scems to reflect this fact since it savs
“¢cvaluation methods and procedurces<” in the plural, pos<ibl: sug-
pesting that what we produce is not and cannot be wnique. 1t has
often been said that cvazluation is an art and not a science, iud
few people at this workshop 1 think would seriously challenge
this. 1 rcad into this sayving a conpotation that 1t i1x nox; /.‘lll
entirely rational activity. What | have sought during the last
few years is-a genera! theor), or point of view, according to
which this would not be the rase. The hope was that this theory
might provide a rational description of what we often do and
therchby make clear the assumptions needed to iustify them as
purely logical actions. The theory could be tested if we found
that thce<e often unstated assumptions were largely valid when we
were satisficd with our decisions but would be largely invalid
when e are dissatisfied with them. The theory sould be useful if
in this latter case it suggested a rational decision consistent
with our state of knowledge, which would vield results substan-
tially different from those we perceive now to be umsatisfactory.

V. A THEORY m LOGICAL INFERENCE

ke cannot develop here lﬁn any detail this theory of logical
inference; this has been d t elsewhere.’ However, we will
briefly indicate the f tal comcepts whereby the theory cam
be viewed as a simple extemsjon of deductive logic. Although mot
the simplest way to go about it, we shall explain the ideas in the
context of performing am evajustion simce it is the business of
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this uorkshop It may theréfore not be clear at flrst sight that
this theory is extremely gencral and could be useful in many
applications.

As an evaluator wc¢ hould consider it almost ideal if having
collected all of the experimentally observed facts relevant to our
data of interest we could, on the basis of some fundamental .rela-
tionships existing betwcen the experimentally observed facts and
the data whosc values we scek, derive what are the true values of
the data. By that we mean that we could set up a system of equa-
tions which would admit a unique solution for the data of interest.
As we all perceive, this may not be possible in principle when
dealing with physical data. Sometimes, even in our field, this
situation exists, becausc the domain of possible solutions for the
system of equations is so smail that for any practical application
for which the data might be used, the outcome would not be distin-
guishable from the predictions made from any valuc inside the per-

"missible domain of values. It is even better if our experimental

facts can be divided into several independent subsets related to

_the data values we seek by independent rclations and all of the

independeiit systems of cquations produce the same results. In
this fashion we acquire confidencé that no aistakes have been made.
Thc above situation was inténded to be a description of the
application of deductive logic to perform an evaluation. There
are several essential clements in it: every quantity we deal with
has, as-=we say, a true value; every relationship we use is an
equality which holds true for the true values of the quantities
entering in them; a subset of the facts and relationships between
them and the quantities we seek is adequate to determine them if
we have made no mistakes. Where we run into difficulty (and why
we are hblding this workshop) is when, having collected all of the
observed experimental facts, we cannot complete the above deduc-
tions because wec are missing one or morc clements to carry it out.
It is immaterial to us herc which specific ones these missing
elements are. .To deduce the values of the quantities of interest
we may need more observable facts to usc in connection with those
we have in some équalities we know hold true for the true values,
or instead of equalities we havc some inequalities. The problem
is now called an ill-posed one of deductive logic, or an under-
determined one, since we cannot prove that a specific assertion:
"The quantities'of interest have such and such values" is true.
The best we can do using deductive logic on the basis of only what
we know is true, and the assumption that we have made no mistake,
is end up with 4 mutually exclusive set of assertions "the quanti-
ties‘of interest have such and such values," differing only in the
numbers we substitute for the word "values,” which could be true.
If we have learﬂed anything from the observed facts and our rela-
tions connectlnﬂ them to our qulntntles of interest, it is because
the set of assertions we end up with is a subset of all the asser-
tions we were c&nsndernng as possibly true before our deductions
based upon them, We are then, according to its definition, uncer-
tain about the values of the quantities of interest. We shall not
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be concerned in this talk about the fact that we are often dealing .
with "continuous" sets and will assume that we have "discretized” ' |
the set of assertions in some fashion, as we did in our first &
example.
We know from some simple situations of the above type in

everyday life where, given an exhaustive and mutually exclusive
set of assertions derived from some specific facts, the human mind
is capable of performing some assessment of logical degree of
truth among these assertions, and we have the concept of plausi-
bility, or probability, to indicate this capabnl/i\ of the human
mind. We say that on the basis of the specific<facts available,
or considered, it iis morec or less probable gXat some of the asser-
tions, in the subset of possibly true valpés obtained from deduc-
tive logic, are true, or that one pag;j lar assertion is more
probably true than some other one. This is very well known to all
of you and it is this aspect of the human mind which, at least in
some simple cases, seems to be able to carry logical reasoning
beyond deductive logic, as we define it today, which is referred
to as inductive logic or the capacity for drawing logical infer-
ences. This notion of probability as some measure of degree of
logical reclationship between assertions such that if one is true BN
another one is more or less true, when we know by deduction it
must either be true or false, is very different from the one we
use whén we apply the theory of statistics. In this latter case
it is'defined as the ratio of the number of outcomds in an exhaus-
tive set of equally likely outcomes that produce a given event to
the total number of possible outcomes, or some other similar
definitions. An interesting aspect of this second concept is that .
it always identifies in some way probability as a frequency of
some sort, but also always includes a reference to the other
concept of probability. In the above specific definition this is
to be found in the word "egually likely." The concept of probabil-
ity as somc*measure of degree of logical relationship between
assertions is applicable to ald assertions, whether a frequency
clement is involved or not. Through this concept we may therefore
be able to deal in a logical fashion with both what we call today
the "systematic" and the "statistical" errors. The human mind does
not appear to be often capable of performing much more than a
semiquantitative or relative assessment of probabnlnt). The idea
of developing a theory where probabilities in the sensc of degree
of logical relationship between assertions are given a numerical
measure is what mathematical theories of logical inference are
about. Such theories are not in any way "explanatlons" of how the
human mind works nor should work. But if we succeed in comparing
the predictions of the the¢ry with what we often do and feel quite
confident about, but find dlsagreelent with it when we are not
confident about what we do* nothing is to preveat us from comsider-
ing as an alternative what the theory says. Such theories should
therefore be relevant to the work we call evaluation in the semse
that they provide methods snd procedures for performing them. All
of the methods and procedures which we will hear sbout in this
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workshop can be viewed as theories of logical inferences being
advocated by their propon Jﬁtﬁ We arc therefore entitled to ask

. whether they are consistgnt or not, on witat form of logic or

assumptions they are bascd and in what sense they can be Lalled
the solution to an ill-posed problem of deductive logic, et<h:

The theory of Jdogical inference we advocate, because we have
found it very useful’ and believe solves satisfactorily the logical
problems which we know of and were the downfall of carlier theories
of logical inference,? inciudes all of the laws of deductive logic
to which have been added a fundamental definition and a principle.
The fundamental definition is the one for probability which we
take as a scalar to provide a measure of the logical degree of
truth of an assertion conditional upon the truth of another .
related assertion. This definition introduces the concept of {
quantification for what we will call plausibility. We now require Yoo
at least one axiom to assign this scalar which, following Javnes,?
we call "the desideratum of consistenc)” and we phrasc as {follows:

"In two different problcms=given the samc information we shall
assign the same probability." Other definitions and rules are
eventually required to extend the theory, but the above ones are
the cornerstones upon which we extend what we call deductive
logic. The desideratum of consistency we argue is a simple consc-
quence of the definition of probability used since it merely
asserts that whatever the context, the different problems, proba-
bility is a syntactical mecasure relating assertions. Thercfore |
given the same information (i.c., the same sct of assertions), as
truc, we should assign thc same measure to various assertions
which are related syntactically in an identical fashion to our
givens. This idea is the same onc used in deductive logig where
we assign in Boolean algebra the same truth value to cery asser-
tion which is truc.

A major objection has often been raised on philosophical
grounds against theories of probabilitics where the definition of
probabnllt), as in this theory, is not an obscrvable quantity,
even in principle. TKJJ are called Bayesian theories in which
probabilities not being observable quantitics are said to he~G~
subjective probabilities. This adjective is useful to distinguish
these theorics from others whene probabilitics being defined as
frequencies, which arc measurable quantitices, are said to usec
objective probabilities. We do not fully understand what thesc
philosophical considerations are, but note that unfortunately
these adjectives of "objective” and "subjective" tend to create
what appears to be some confusion becausc they are also used to
describe emotional attributes. No onc at lcast at this workshop
would, I believe, think it is very descriptive to call guantum
mechanics a sub$ectlve theory because one of its fundamental
concepts, a stale wave function, is not a physically mecasurablc
quantity. It ig in this very same sensc that we must view in this
theory of logical inference the concept of probability. However,
as in quantum 1chan|cs. the “subjective” concept of probabilnt)
must lead to observable effects and it is from the comparison of




the predictions of these observables with the results of observa-
tions that we can judge the usefulness of the theory.

This theory, by virtuz of the desideratum of consistency used
to assign probabilities, has also another analogy with modern
theoretical physics. The desideratum of consistency is phrased in
such a way as to causc the probabilities to be asslgncd by "a
transformaulon group method,"~like that which plays such a lar;c
role in modern theoretical physics and whose power is well known to
the participants of this workshop.

In fact it is possible to view this thcory of logical infer-
ence as merely an extension of what we call deductive logic via
the concept of probability by means of group theory. - All of the

= relevant information provided in the statement of the problom

defines a transformation group and the probability used is related
to the irreducible representation of this transformation group -
This has the advantage that the solution, in this case the proba-
bility assignment for the logical degree of truth of ‘the asser-
tions) is entirely and uniquely given by what we arc told in the

:statement of the problem which is therefore hnown to us and does

not depend in any“way whatsoever upon what we are not told and
would have made the problem one of deductive logic. It is in this
sense that’ oné must define the solution to a problem of logical
1nfcrcngc by virtue of the fact that iv is the unique answer shich
can be provided based only upon what we arc given in the statement

of the problem. . vt g

It is possibly because of our perceived need to-rely.upon
logical reasoning only for our,cun&lusypns Jin the sciences and
because today we feel this is énﬁured only by the use of deductive
logic that, when faced with a préblem of logical inference, we very
often transform it into a prohlcm of deductive logke by means of
what we call dssumptlons This forces us to take- as the soiution
to our problem the solution 6f another problem which we know how

to solve. In the case of experimental measurcements of physical
quantities we have come to accept as the solutlpn to the problem:
Hr

on the basis of the observations made, what ¢'5 we Longludc about
the true values of the quantities of 1ntcrcs%’ the answer to the
problem: if we assume our results to be a random sample of results
from some distributjons, what can we say about the mean of the
results we might obscerve if we were to repeat the measurements
indefinitely? ‘this transformation of the problem was to our
knowledge first suggested by Thomas Simpson® in 1755, and since we
know how to answer this second problem, and the result is fairly
independent of any assumed distribution if our sample is fairly
large, we have come to accept it as'the answer to our originai
problem. If we view the second prolilem, there is an inherent
uncertainty because we do not know what assumptions to make and if
our obscrvations are a random salplé. in the theory of logical
inference we advocate, beyond accepnxng the concept of probability
we use and its associated deendcratdl of consistency for all
problems which are i}l-posed ones oj deductive logic, if we are
certain of the factsd in the statement of the problem because they

- N

-‘3.




P

i
‘

have been observed to occur in the measurement, or are deduced
from them, we are just as certain of the assignment of the
probabilities.: The -thcory is fully objective in the sense that
every individual using it must reack the same conclusions because
all and only the information provided in the statement of the
problem is used and is therefore available to all.

There is no uncertainty data in this theory, neither as input
nor as output. Uncertainty is a concept related to the notions of
deductive logic. In a well-posed problem of deductive logic we
can prove that onc and only one of a set of assertions is true.
Real life problems are always ill-posed ones of deductive logic,
but we hknow from cxperience in simple situations that they have a
unigue solution in the sensc that a particular course of action is
preferable to any other if we are trying to accomplish a goal. We
tead to view tiic problem as one of trying to know what the true
values of the physical quantities of interest are. In this theory
of logical inference this is not done.  In a first step we deter-
mine first an intermediate “object,' called probability density
function, which summarizes what all of the facts we are considering
in the statement of the problem tell us about the true value of
these quantitices. This conditional probability density function is
then used to make a decision in which enters other considerations
based upon what we arz trying to accomplish with this decision. To
push the analogy with quantum mechanics, what we are trying to
accomplish determines the operator which acts upon the probability
density function to produce a decision which is an observable of
the theory. We do not have time here to develop this aspect of the
theory and show how. this operator is generated and can be identi-
fied with the "loss function” used in some decision theories. This
is a "uscr prohlem”™ which we are not considering at this workshop.

V. IVALUATIONS

Having analyvzed a number of problems during the last two
vears, I think that this theory should impact significantly what
we do in evaluation work today. Rather than provide some cxamples
here which would require a dev»lop.ent of the theory, that I can-
not carry out here, I will non summarizc some conclusions which 1
have come to from using it? and will provide clsewhere: a detailed
justification for them.

A lot of what we do in data e»aluatlon is not eatirely
rational and 1 believe we could make a much more efficient job of
it than we arc now doing. We arc far morc influenced by what we
think we arc doing than most of us perccive., This is reflected
largely in the way we organize the evaluation work, the informa-
tion we sech td utilize, what and how we communicate to the meas-
urers, theorctlllan< and users. We therefore tend to lose a lot
of information which is rclevant to our work and the work of
others. liowever, as many of vou perceive, in the nuclear data
community we do a far better job of it than most other ¥iclds | am
aware of . '
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Many of the issues that we think are rather fundamental which
we have discussed for years in and out of the CSEWG, some of them
will no doubt be raised at this conference (representations,
covariances, details in the file, adjustments and biases, stand-
ards, special purpose files, consistency, etc.), do not appear
fundamental at all from the point of view of this theory and there--
fore ! believe could be easily resolved to everyones satisfaction.
Many of thes~~issues are semantic problems which arise because of
the way we vérbalize what it is that we do. This often forces us
to focus on trying to answer some questions which have only mar-
ginal bearing on the issues we are concerned about.

There is, however, I think, very little confusion in what we
are trying to accomplish. We have now considerable experience at
many of the things we do in data evaluation and, since our numbers
keep on being used by many people, much of what we do could not be
all that wrong. Ary theory which would produce the conclusion
that much of what we do is seriolisly wrong would have to be judged
to be inconsistent with the facts at hand. I am thereforg happy
to say that this theory leads me to conclude that much o}
do is right in the sense of belng consistent with what W
be the facts and the goals we seek.

In.my opinion, this theory is most useful because.it
out some serious deficiencies in several areas and makes some con-
crete suggestions on how we .could remove them. Although the
theory does correctly identify some areas which we are concerned
about today without its use, it.does point out others where we
tend to think what we do is reasonably correct. 1t should possi-
bly come as no surprise to anyone that many of these areas of con’
cern are rclated to what we identify today as being affected by
"'systematic crrors." /

WC have 'some difficulties with what is to be used as "input f

data. Many of our "input data’ <ome from the general literature|
., where the experiments were perfo ) to answer :some specific ques;
tions often rclated to theoretical considerations and/or previous
experimental results. As-it should be, the experiments are
designed and the observations treated so as to have most bearing
upon the questions being addressed. Very frequently what are
reported as '"data" are not what was observed but rather conclusions
relevant to the questions being addressed in the paper. This
“usually means that the data reduction, as we call it, contains in
it the cenSIdegatlon of the "loss function" for the particular
appllcatlon it was interided to sg¢rve. In the usual languige,
= 'vdrious biases and syste[ggic gy/ ts are introduced for conven-
ience since they have lxttl 4r no bearing upon the answers to the
speclflc questions belng rmssed The consequence is that what
we take as "experimental data" are not what we should use, but we
are not given sufficient fo tion to recover from them what we
need for our own applicati ;L’These “experimental results" as we
‘call them are only relevant for a limited time period since we are
no longer interested in conclusions based upon assumptions which we
no longer consider valid. This is the major reason why often, but
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certainly not always, old data are not perccived to be as useful as |

new. There are in general difficulties with the treatment of

observations of relative values and the role of ratio measurements

and 'standard cross sections.”

There is often poor treatment of theorctical information in
the usc of models and of so-called correction factors in both
experimental papers and evaluation work. This is again duc to the
fact that these do introduce, as we say, systematic errors and
biases. .

We have often somc'difficulties with the treatment of angular
distributions and energy spectra. Wc¢ are aware of it since some of
our most trusted formulae, for instance obtained from the least-
squares method, sometimes prgduce negative cross sections and
fluxes. Lately? the “logarithmic least-squarces method” has been
extensively used to avoid just such problems; often the theory says
that this is not the proper way of doing it. We have great diffi-

“culties in dealing with uncertainties in these guantities and this

is largely due to the fact that we have little or no Frequency data
in some angular and energy ranges. This problem, according to the
theory, is closely related to several other ones which today we do
not perccive clearly to be connected. Some of these ard: what is
the uncertainty on the uncertainty? How do we 'prevent our data
files from blowing up with all the information we attempt tp put in
them? Why_are we reluctant to allow some cross sections to be
adjusted but not some others? When reevaluating a cross section we
fecl we must go back and consider all the-data again; why can we
not start from the old evaluation and add the new data? How dp we
rationally deal with the "oddball™ result? Unfortunately, [*cannot
go into details herc and explain why we only get limited guidance
from the thcory of statistics in these arcas and why they are all
closely connected with the concept of the probability d¢f a proba-
bility. As ! have pointed out earlier, the observable facts and
the deductions obtained from them determine uniqucly the probabil-
ity density functions for the quantities of interest. What 1 did
not go into is that thec nature of these facts determines also a
certain rigidity to this probability density function. We can tell
from the nature.of the information how likely are our conclusions
subject to change if we are given more information of certain
types. “Lawyers are well awarc of this and talk of the evidence for
a conclusion and the-weight of this evidence. We also have this

- notion in data evaluation work but do not know how to quantify and

use it. We perceive that we should give diffcrent weight to dif-
ferent experiments. We perceive that only when they are all the
same kind of experiments can this weight safely be put equal to the
inverse of the variance. A fully documented paper should possibly
be given more weight than one with little or no documentation.
There are varjious ways to interpret the ENDF/B files according
to this theory. A most useful one to me is that they represent the
summary of what we can tell rationally about the true values of the
data on the basis pf a certain class of facts. That is to say, we
provide a conditional probability density function (pdf). Because

ar



of the formulae we use, what we call the data files contain the v
expectation values of this joint pdf. The covariance files contain

the second moment of this joint pdf. For many crcss sections that

we have known for a long time to play an important role in some o
applications, we have acquired a lot of data and by virtue of the

central limit theorem the joint pdf is a joint normal one, at least

not too far from the mean. For many other cross sections and data

“in the file this is far from being the case. This joint pdf, being

a summary of what the class of facts considered tell us, is indeed
application independent. The user must then make his own decision
as to what to take as the true value for the data and this choice
will be a function of his application and the joint pdf in the
file. AR )

The user may want first to modify this joint pdf to reflect
observations ‘which were not considered in the evaluation. This is
what the so-called "adjustment' step is intended to do. It would
be irrational for him not to consider all the information available
to him. Whether to adjust or not is not the issue at all. We will
never convince an engineer, who must make a decision where he
perceives there is d risk to him, to ignore what he considers
relevant information, unless we can prove to him that other infor-
mation we used has made his information irrelevant. What should
concern us as evaluator is to provide the user with the relevant
material for him to determine if his information is redundant or
not. We should also be interested in finding out if the user has
information which is relevant to other potential users of our
files. Because of our lack of,confidence in how to deal today with
what we call systematicwerrors and the confusion which seems to
exist as to the exact relationship between\what we place in the
data files and what the user should rationgﬂly use in his applica-
tion, we tend to believe that there are difficulties where the
theory of lozical inference'tells us sometimes there is a diffi-
culty but sometimes there is none. Today we can only react when
using our common sense we perceive that a large mistake is being
made, but we have difficulty in finding out how to correct it.

For the other data in thé file where we do not provide covar--
iance information, the user has little choice but to consider the
number there as the true value, but he has no way of ascertaining
the risks involved for him in doing so. Clearly, if his result or
intended goal is only weakly dependent upon the data, he is not
concerned, or should not be concerned. However, if his result is
sensitive to these data and the risks to him are consequential, he
has some difficulties. Of course the fact that in ENDF/B-V there
are no'covariance files for a particular data does not mean that
the datd are well known. This is a current difficulty with our
version of ENDF/B-V, and users of the files should be aware of it.
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Discussion”
Block

You have described your "new’ theory, but you have given no exam-

‘ples. Can you provide us with some specific example, cor examples,

where this theory has given a new insight, a breakthrough etc. on

.a/practical experimental or evaluation problem°

Perey

In the short time available here I thought it would not be poss1b1e
to give a detailed example. I have applied the theory to many
problems and these will be reported elsewhere,

"

Poenitz

The suggestion that, given a number. of facts (experimental results)
which are mutually exclusive, only one of these can be correct,

but we do not know which, appears to collide with the basic feature
of the measuring process which is: to provide uncertain data. As

- a result of ‘this feature we would expect that none of the facts

is representing the true value existing in nature, though one may
come by chance very close.
The selection of a value ‘as true based upan consistency is

© again in conflict with measurement errors. Measured values may

" be consistent because systematlc errors of these values are consis-

tent. We have séen that again and again with nuclear data, a
great deal of consistency may have been achieved but found to
support a value later d1scoVered to be un]ike]y

==

Perey ;

When there are seemingly contradictory facts uh1ch are observed
it must be that we are not observing related facts. .
In the theory one does not select the true value based on

" consistency of the observations. Given the observations it is the

probability density function which is assigned on the basis of
consistency with the facts which cannot be mutually contradictory.
If we claim there is an uncertainty it is because several values
are possible for the true value. How one chooses in a particular
application what value to use as if it were the true value depends
upon what are-the consequences to us’ if the value we choose=does
not turn out to be the true value. Given a set of observations

‘the probability density function for the true value is unique,

but several people in different applications may -choose different
values as, the true one. ‘ {
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The ultimate aim is to relate one set of physical phenomenon to
another set (e.g. to relate reactor performance characteristics
to counts obtained in a cross sectiom taboratory). We don't do
this in one step but interpose the concept of “data.” Does your
théory throw light on the question of how our knowledge about
the relationship between ‘phenomena is affected by the tuo—step
process experiment + data, data + application?

Perey ‘
®

Yes. The relationship experiment + probability (density function)
for the true value of the data is first made. Given a specific
application and the consequences to us, what we choose as the
true value is a function of the probability density function and
of ‘the consequences to us in the specific application. Given
several different applications, what we choose to use as 1f 1t
were the true value may be different. 5

Hale ) .
What sort of 1npllcations does the "theory of loglcal inference”
have for the usual techniques based on %2 minimization we are now
using? In other uords. is there still a "Tikelihood" parameter
which, like the %2, needs tobe minimized? °

Perey

Not in the same way. The formu]a we often use. which we derive by
minimizing x2 can also be derived in this theory, but it is not
obtained as the result of minimizing x2. In most instances that

I am aware of, this formula retults when we have, by virtue of the
central limit theorem, a probability density function which s’
approximately joint normal and a 1ikelihobd function which is

also normal and-we apply Bayes' Theorem.
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USE OF UNCERTAINTY DATA IN NEUTRON DOS;PETRY*
L. R. Greenwood:

Argonne National Laboratory
Argonne, Illinois 60439

ABSTRACT

Uncertainty;and covariance data are required for
neutron activation cross sections-and nuclear decay data,
used to adjust neutron flux spectra measured at accel-
erators and reactors. Covariances must be evaluated in
order to assess errors in derived damage parameters,
such as nuclear displacements. The primary sources of
error are discussed along with needed imptovements in
presently available uncertainty data. T -

o

INTRODUCTION

The status of neutron dosimetry for ﬁatetials effects irra=
diations was discussed in a recent review paper [1]. The term
dosimetry in this case refers to the measutement of the neutron .~
flux spectrum, as shown in Figure 1, and the® use of such data.to
determine more fundamental damage parameters, such as nuclear
displacements and transmutations. The passive, multiple-foil
technique is used.wherein materials are irradiated; activated or
stable products are measured integral reaction rates are“deter-—
mined, and, finally, a trial flux spectrum is adjusted to best fit
the integral data. ﬁetailed nuclear cross sections and décay data.
are required for such’an analysis, and recent computer codes [2,3]
accept a complete vatiance-covatiance matrix for all input data.

The principal uncertaintiesjencountered in neutron dosimetry
are ligted in Table I along with representative values.” Integral
measurements are quite accurate, since most. sources of error are
well known and subject to rigoroVS analysis. Dosiqetry cross
sections and uncertainties are available in ENDF/B-V (4], although
the files are by no means complete since they stop at 20 MeV, omit
many useful reactions; and contain only limited covariance infor—
mation. Uncertainties in the input flux spectrum are the ‘most
troublesome and typically are the largest source of error. Since
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rigorous flux uncertainties are not generally available (e.g.,
from neutronics calc.lations), they tend to be rather subjective,
based on previous experience or integral tests.

Damage production cross sections, as shown in Figure 2, are
equally important with dosimetry cross sections since spectral-
averaged nuclear displacements and transautations are usuall: the
final goal of neutron dosimetry for materials irradiations [53].
Unfortunately, the required nuclear data is very comprehensive,
including all strong nuclear reactions and recoil distributions,
and very poorly known, especially above 1% MeV. 1In fact, dosi-
metric uncertainties are typically equal to or less than intrinsic
errors in the nuclear data. It is also important to note that 3
covariance matrix must be obtained for the final flux solution
since covariance -effects are typically very large and must be/
considered in the calculation of all spectral-averaged paran¢lers.

0

UNCERTAINTIES IN INTEGRAL MEASUREMENTS

The most common unceriainties in the integral measuremeats
are listed in Table I1. Since most of terrs can be measured
experimentally, overall errors are typically less than -2%, as
confirmed by ‘interlaboratory comparisons. Nevertheless, there are
a number of special problems listed in Table II which have béen
found to cause larger than normal uncertainties. Furthermore,
several of these problems concern nuclear data and should be of
concern to this workshop. ’

Neutron self-shielding [6} with ard without cadaius covers
is presently included with the nuclear cross sections prior to
spectral adjustment. Such effects are very important in mixed-
spectrum reactors and can be as large as a factor of ten, as shown
in Figure 3. Unfortunately, computer codes are not presently
available for determining the uncertainty in these corrections,
expecially near large resonances; however, codes are under devel-
opment for the new files in ENDF/B-V [7]. Scattering effects can
also be important when the scattering cross section exceeds that
for capture (e.g., in cobalt). Experimental measurements of self-
shiclding can be made; however, the spectrum is generally not
well known. It is important to develop these uncertainties since
data comparisons between thick and thin foils can, ie principle,
provide remarkably accurate flux measurements for neutrons in the
thermal and resonance energy regions.

Burn-up corrections are needed for both the target and
" activation product at reactors having high thermal fluxes. For
example, about half of the initial 53co atoms will be burned-up
within six months for a dilute semple in the core of the High
Flux Isotopes Reactor at Oak Ridge National Laboratory. Similar
problems exist for the burn-up of 198aAu from capture in 197au at
auch lower thermal fluxes. Fast reactions can also be affected.
For example, 38co 1s rapidly cu.:verted to 60co in a moderate ther-
mal flux thereby necessitating corrections for both the BNi(n,p)

I
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and 6ONi(n.P) reac%ions (see Figure 4) as well as for the 59¢o
(n,2n) and {n,y) reactions. In these lattes cases neutron cross
sections are very poorly known for 1985y or' 98co. Furthermore,
all burn-up corrections are complicated by the need to know a
spectrum prior to analysis. Hence, 1terat1ve techniques wust be
used to find self-consistent solu¢ ions. chertaintles are con-
sequently hard to quantify. Burn-up correi;tions will become
increasingly important in the fusion prugra- as fluences approach
fusion reaction conditions.

Spatial flux and spectral gradients increase the relative
errors between different integral measurements siiice corrections
are needed to normalize all reaction rates to a comson location.
Be or Li(d,n) accelerator sources, such &s the Fusion Materials
irradiation Test Facility now under construction at Hanfsrd Engi-
neering Development Laboratory, have especially steep gradients,
as shown in Figure 5, and separate corrections are needed for each
reaction due to changes in the spectra [8,9]. Fortunately, correc-
tions can be measured experimentally by placing one material at
several locations. Nevertheless, the errors could be reduced
if more uncertainty data were available for neutronics calcula-
tions used to model the close-geometry neutron field in routine
applications.

Temporal variations in flux and spectrum are important when
half-lives are less than irradiation times since reaction rates
may not represent the true average value. Flux variations are
easily recorded and suitable corrections can be made. However,
spectral changes due to reactor fuel changes or accelerator beam
and target variations, are not well known. Hence, nuclear cross
sections and uncertainties are needed for more long-lived or
stable product (e.g., He) monitors to minimize this source of
error. Very few dosimetry reactions with half-lives greater than
one year are currently available.

DOSIMETRY CROSS SECTIONS

Dosimetry cross sections are evalusted in ENDF/B-V [4] below
20 MeV and many reactions have been extended to 44 MeV for fusion
dosimetry [10]. Considerable effort has gone into integral
testing of this data (8,9,11] and some results are summarized in
Tables 1II1 and 1IV.

Many reactions are quite well known for reactor dosimetry,
as demonstrated in Table III. However, many problems remain since
(1) wore reactions should be included in ENDF/B-V, (2) several
discrepancies need to be resolved [e.g., ‘7Ti(n,p). Ni(n,p),
58N1i(n,2n), and 237Np(u,y)], (3) uncertainties are needed for
resonance and self-shielding calculations, and (&) more reactions
are needed with long-lived or rtable (He) products. Resonance and
self-ghielding uncertsinties are fmportant since rather precise
flux measurements are possibie if reaction rates are compared for
thick and dilute materials, with and without cadsium or gadolinium



covers {12]. Errors are difficult to quantify at present and some
ro-ising capture reactions are not included in ENDF/B-V (i.e.,
Sﬂn Lu and 186y). The 5%zn(n,- )%3Zn reaction uould
be very useful in long irradiations due to long half-life and low
ther=zal burn-up. The 93Nb(n,n') reaction Is also needed to
improve reaction sensitivity below 500 keV.

Dosimetry cross sections are very poorly known above 28 MeV
for accelerator neutron sources. The most important reactions are
listed in Table V and total helium production cross sections are
also needed for these elements. Although somewhat premature,
uncertainties have also been estimated {10] for high-energy cross
sections and must also be developed.

Compet ing reactions leading to the same activation product
must also be considered. For exa-ple very lar e contributions
are listed in Table IV for the 4 47 Ti and *%Fe (n,p) reac-
tions from higher mass isotopes. Siuilar problems occur at higher
neutron energies due to (n,xn) reactions on multi-isotopic ele-
ments (e.g., Ni, Zr, Ag, Lu, Tl). Total cross sections should
be developed and uncertainties due to these effects must be
conzidered.

Total helium production cross sections are alsc needed since
(1) helium generation is critically important to damage production
mechanisms in wmost materials and (2) heliusm accumulation fluence
monitors [13) can be used for neutron dosimetry. Integral com-
parisons of radiometric and helium production cross sections are
now in progress at reactors and accelerators [l]. Numerous
discrepancies have been uncovered with the data in ENDF/B-1V,
although better agreement is expected with the gas productioa
files in ENDF/B-V. Uncertainty data is of course needed if the
helium technique is to be routinely applied for neutron dosimetry

purposes.

UNCERTAINTIES IN INPUT FLUX SPECTRA

The multiple-foil activation technique relies on some esti-
mate of the flux spectrum prior to sdjustment. At present this .
produces the largest source of uncertainty, as shown in Table I.:
At reactors, neutronics calculations are generally used, although
error estimates are only rarely available. At accelerators,
estimated spectra have been obtained from remote time-of-flight
data averaged over the large solid angles used in close geometry
irradiations. More accurate estimates could be obtained if thin
target neutron ylelds and spectra were available. In all cases,
one generally has to make an educated guess concerning spectral
uncertainties. Integral testing [8,9,11] in well-known spectra
can of course be used to evaluate and refine error estimates.
However, no systematic procedure has been developed and sensiti-
vity studies are needed to improve the technique. Furthersore,
spectral adjustsent is of course dependent on adequate foil
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coverage or reaction =ensitivity and does noet worg woeil in some
energy regions, especially between 1 and 500 keV at reactors and
below 1 MeV or above 30 MeV at accelerators.

1t should also be mentioned that spectral adjustment codes
are usually not reliable when very large discrepancies are found
in the input spectrum. LUnfortunately, this is often the case in
some energy regions encountered in fusion dosimetry. For example,
order of magnitude uncertainties are routine in estimates of the
flux below 1 MeV at accelerators. If the flux estimate is much
too low, then this region has a very low relative sensitivity and
the proper solution may not be obtained or the shape may be
distorted (e.g., non-Maxwellfian thermal spectrum). Logarithaic
ad justments can be used but 1t is difficult to adequately specify
covariances. The problem is generally handled by trying various
input spectra until a reasonable guess is obtained. More rigorous
procedures are clearly desirable. However, it 1is usually true
that such cases are not very important in terms of overall damage
production. Systematic sensitivity studies might be used to
improve the technique.

COVARIANCE DATA

The inclusion of covariance data in neutron dosimetry is par-
tially due to new computer codes [2,3], but, more fundamentally,
to significant improvements in the nuclear data base. ENDF/D-V
[4] now includes some covariance data; however, all of the self-
and cross—-covariances needed for routine dosimetry are not avail-
able. Consequently, self-covariances have been assumed to have a
Gaussian distribution wherein nearby flux and cross section groups
are highly correlated and widely separated groups are uncorrelated.
The width of the Gaussian for the flux spectrum is arbitrary and
is often varied according to the number of foils and their
response, similar to smoothing techniques in iterative, unfolding
computer codes. Cross—correlations are generally ignored or
assigned an arbitrarily small value.

Such uniform procedures for assigning covariances are simple
and appear to work reasonably well in most instances. Neverthe-
less, problems can arise in that desired spectral ghapes are not
maintained, especially when large uncertainties are involved.

For example, the final thermal spectrum may be non-Maxwellian or
the fast spectrur may deviate from an assumed fission spectrum.
Stronger, localized covariances might improve this situation;
hovever, establishing such data is difficult and somewhat arbi-
trary. This is particularly true when the relative normalization
and joining functions between various energy regions are unknown.
As mentioned previously, the best procedure appears to involve
changing the input spectrum by trial and error until a physically
reasonable guess is obtained.

Clearly, a uniform, more objective approach to covariance
data is needed. Hopefully data will improve in ENDF to the point
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where a comprehensive dagimetry cross-section covariance data file
can be generated for routine applications. Integral testing wiil
then be required to assess the reliability of the data. Flur
covariances can-only be improved by including covarfiance data in
neutronics calcylations and by systematic sensitivity studies to
develop physically reasonabl~ data and techniques.

10.

11.

12.

13.
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TABLE I.

Principal Sources of Error 1n heulron bosiwetry.

Type of Error Typical Value, %
Integral Measurements <5
Reutron Cross Sections 5-30
Input Flux Spectra ' 30-100
Damage Parameter Cross Sections 10-190
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TABLE 11I.

Principal Uncertainties in Integral Measurements.

Type of Frror Tvpical Value, %

Counting Statistics <1
Detector Efficlency <2
Nuclear Decay Data <2
Coincidence Summing <l

<1

Gamma Self-Absorption

Special Problems

Neutron Self-Shielding (Resonance)
Burn—-up Corrections
Flux and Spectral Gradients

Temporal Variations in Flux or Spectra




TABLE 111,

Typical Deviations between Measured and Calculated (ENDF/B)
Activation Integrals on ORR {(E7, 1 MW) after Spectral
Adjustment (STAYSL). +Cd means cadmium covered (2U amfl).

Deviation, %
{Measured-(alculated)

Reaction v v

197 pAu(n, +) 1284 -3 -1
+ra A E
[‘-r’Sc(u,'{)"(’Sc -1 -9
+Cd -2 +2

59Co(n, {)60Co -5 -7
+Cd +2 +
58fe(n,()39Fe +3 +3
+Cd ‘ -1 +4
238U(n,y)239Np ~4 -2
. +Cd 0 +4
237Np(n, v) 238Np (+€d) +15 +11
By(n, £) + +1
+Cd -4 -2
B7Np(n, £) (+Cd) -y 1
238y(n,£) (+Cd) +8 +2
58N1(n, p)38co + +3
60x1 (n, p)®0co -14 -13
54Fe(n,p)3iMn +5 +3
7.?;5’0?@_(“, w)Sler +11 +17
4674 (n, p)40sc -3 +
4711(n,p)47sc ~18 -25
4871(n, p)48sc -8 +2
197 pu(n, 2n) 19644 +1 +1




TABLE 1IV.

Integral Cross Section Errors (ENDF/B) Deduced
from Activation and Time-of-Flight Measurements
in Be(d,n) Fields. Absolute errors are *10%.

Ep = 14-16 MeV Ep = 40 MeV
Reaction 1v v v \
235y(n, f) +7 +8 +1 +1
238y(n, £) +4 +4 -1 -1
1151n(n,n’) 11501, -1 -2 -3 -2
ii{n,p)i°5c -i -1 ~89(+14 )4 (+24)8
Ti(n,p)47sc +2 +6 -798(+.5)8  (-56)a
48T1(n, p)48sc -7 -1 +2 +4
Fe(n, p)>%Mn +6 -3 -88(+1)a (+4)a
56Fe(n,p)Sf’Mn -2 -2 -4 -4
39¢o(n, p)39Fe -8 -4 +8 +5
58Ni(n,p)38cCo 0 -3 +9 +3
6051 (n,p)60co +14 -2 +3 +3
27A1(n,x)24Na +3 +6 o - -1
5l‘[-‘e(n,u)SICt -4 +1 -36 -20
59co(n,)36Mn -4 -2 -4 -5
45g¢(n, 2n)44msc -14 -15 -1 +3
58i(n, 2n)57Ni -11 +1 -30(+14)b (+14)b
59¢o(u, 2n)%8¢o +1 +6 -9 -3
zr(n, 2n)89%zr . +13 +9 -4 -1
93Nb( n, 2n)9 2myp +7 +6 +6 +7
1691a(n, 2n) 1631 - . - +7 +10
1691m(n,3n) 167Ta -- - -9 - -8
197 pu(n, 20) 1964 -9 -8 -1 +1
197 pu(n,3n)1954u T - +8 +12
197pu(n,4n) 1%y - - +1 +i
238y(n, 20y 237y +b +1 -11 -11

8yalues in parenthesil include cg‘mtributionl from higher mass
isotopes. '

bValue in parenthesis nod:lff\ed according to Ref. 16.

o
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TABLE V.

Threshold Activation Reactions Desired for Fusion
Dosimetry Listed by Material in Order of Priority.
Elements with multiple, iong-lived products are

favored. Many other reactions could also be used.

Energy Range Energy Range
Reaction {(MeV) Reactinn R
59¢co(n, p)>9Fe 4-28 90zr(n,p)90y 5-26
(n, 2n)38¢o 10-30 2r(n,x)8%zr 12-36
(n,3n)%7co 20-40 (n,x)88zr 18-45
(n,4n)36co 30-50 8'y(n,p)8%sr 4-25
197 pu(n, 20) 19644 8~25 (n, 2n)88y 12-34
(n,3n)19%4u 15~35 (n,3n)87y 22-50
(n,4n)19%4, 23~45 (n,)86Rb 8-28
Fe(n,x)*Mn 1~40 169Tq(n, 2n)168Tn 9-28
S4pe(n,a)dlcr 7~25 (n,3n) 1671y 16-36
S4Fe(n,t)52Mn 14~35 (n,5n) 1651y 25-50
58Ni(n,p)58C0 2-25 23Na(n,2n)22Na 12-30
(n, 2n)37Ni 12-36 1074g(n, 20)106msg  10-28
(n,3n)26N1 22-40 (n,3n) 105y 16-40
60ni(n,p)60co 3-30 238y(n,2n)237ag 6-18
93Nb(n,n')93uND 0.1-10 (n,£)f.p. 1-50
(n, 20)9 22N 9-28 35Mn(n, 2n) *4Mn 11-28
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Fig. 2. Displacement damage cross section computed for copper

using the DISCS [l4] code and nuclear calculations of
C. Y. Fu and F. G. Perey [15].
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Discussion

Yonach

What kinds of correlations were considered in the Oak Ridge Reactor
spectrum calculations? Correlations within each dosimetry re-
action, or also correlations between cross sections for different
reactions?

Greenwood

Correlations between reactions are presently ignored and are set
equal to an arbitrarily small number. Self-correlations are
assumed to be Gaussian, wherein nearby groups (flux and cross
section) are completely correlated and widely separated groups
are uncorrelated. Naturally, this is somewhat arbitrary and we
would like to see an evaluated covariance file for dosimetry
where all possible cross section covariances are included.
Realistically, this effort may require many years c¢f effort.

Schmidt

To what extent does the calculated neutron spectrum depend upon
the choice of the input spectrum?

Greemwood

This strongly depends on the foil coverage or sensitivity
(functions? of the reactions used and the neutron energy range
being considered. In reactors, the input spectrum is very
important, especially in the 1-500 keV energy range where reaction
sensitivities are small. However, at high energy accelerators

the sensitivity is very good and the input spectrum is not so
important. Of course, one must be careful not to specify input
errors and covariances that are too large. Sensitivity studies
can be done to determine the inportance of the input dcta for

any given environment.

Smith

Why are integral reaction rates measured with uncertainties quoted
to much better accuracies than often quoted in microscopic
measurements? :

Greenwood

There are two possible reasons for this: (1) systematic errors
may be underestimated or (2) covarfances between reaction rates
may be ignored (e.g. when several assumed independent quantities
are used to deduce a derived parameter). Of course, all errors

and covarfances must be considered for all integral and differen-
tial measurements.

i
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ABSTRACT

The role of integrai reaction-rate data for cross-
section evaluation is reviewed. The subset of integra!l
data considered comprises integral reaction rates
measured for dosimeter, fission-product and actinide
type materials irradiated in reactor dosiretry fast
neutron “benchmark" fields and in the EBR-II. Utili-
zation of these irtegral data for integrel testing,
multigroup cross-section adjustment and point-wise cross
section adjustment is treated in soine detail. Examples
are given which illustrate the importance of considering
a priori uncertainty and correlation information for
these analyses.

1. INTRODUCTION

Integral data have heen used in a variety of ways in the
evaluation of neutron crass sections. A convenient categorization
of their use is as follows: (1) integral testing of evaluated
cross sections, {2) cross-section normalization, (3) adiustment of
nuclear model paraneters, (4) adjustment of multigroup cross
sections, and (5) adjustment of point-wise cross sections.

The first category, integral testing, is that which has been
used historically in the evaluation of cross sections for the
Evalvated Nuclear Data File (ENDF/B). According to this prescrip-
ti. integral data are used only to make "consistency checks" of
cross sections which were evaluated on the basis of differential
measurements and model calcuations. The “consistency check,” or
calculated/experimental (C/E) ratio for the integral guantity,
then serves to point out the need for improvement of the differ-
ential data base for the specific cross section of interest. For
the case of radiative capture or neutron-induced fission, the C/E
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ratios are often indications of discrepancies in normalizatinn for
the evaluated cross section. ‘

In the absence of differential data, integral data have been
used to normalize cross-section curves obtained from model calcu-
lations. Integral data then have a direct impact on the genera-
tion of an evaluated cross section. This approach was used by
Schenter [1] in the ENDF/B-1V evaluation of the capture cross
sections for several fission-product class nuclides.

A third category of use has been the least-squares adjust-
ment of important statistical model parameters {radiation widths,
level spacings, strength functions) based on integral data [2].
According to this approach differential data and nuclear system-
atics are used to establish the a priori model parameters. The
evaluated point-wise curve above the resolved resonance region is
subsequently generated by the statistical model prescription with
adjusted model parameters.

An applications-oriented. approact to the use of integral data
has been the generation of ‘the French and Dutch adjusted multi-
group cross-section libraries for fast reactors {3,4,5]. Accord-
ing to this approach, evaluated point-wise cross sections are
based on differential measurements and nuclear model calculations.
The point-wise cross section is expressed in a multigroup repre-
sentation and group constants adjustments are made based on
integral data measured in "benchmark®™ fast-neutron facilities.
Adjusted multigroup 1ibraries are then used for reactor physics
calculations to predict the performance of similar fast-reactor
systems.

A more controversial use of integral data is for adjustrment
of point-wise cross sections [2,6]. In this approach integral
data and differential data are used simultaneously in a least-
squares adjustment of the microscopic differential cross sections
derived from earlier evaluations or nuclear model calcuiaticns.
This approach has been used for some fission-product capture cross
section evaluations for ENDF/B-v [7].

As is indicated by the title, this paper focuses on the use
of 2 specific part of the integral data base for cross-section
evaluation, namely, capture and fission reaction rates for samples
of dosimetry, fission-product and actinide type materials irradi-
ated in reasonably well-characterized fast neutron fields. These
neutron fields include some reactor dosimetry "henchmark™ fields
[8] and the Experimental Breeder Reactor I1 (EBR-II) [9]. A
brief development of these specific topics as they pertain to
cross-section evaluation is given in section 2 of this paper.

Not included here is the role in crosc-section evaluation of
intcyral data obtained from the fast criticals (ZPR assemblies,
GODIVA, JEZEBEL, etc.) located at Argonne National Laboratory
(ANL) and Los Alamos Scientific Laboratory (LASL). This will be
touched on elsewhere at this conference [10]. 1In addition, the
role of integra] data for cross-section evaluation in Europe will
be covered by Gruppelaar and Dragt [11].
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Rather than treat all five areas which categorize the use of
integral data, this paper will be concerned with integral testing,
multigroup cross-section adjustment and point-wise cross-section
adjustment. The topic of irtegral testing is developed in section
3. Examples are given of conventional integral testing for dosi-
meter and fission-product cross sections and for the use of
uncertainty and correlation information in the integral testing of
the fission cross sections of 235y, 238y, and 23%uy. The role of
integral data for adjustment of multigroup cross sections is
treated in section 4. General considerations for such use are
outlined. Specific examples are given for such cross-section
adjustment analyses as applied to relatively well-known dosimeter
cross sections and to poorly-known fission-product cross sections.
The emphasis of the examples is on the urcertainty and correlation
information required for such analyses. In section 5, a discus-
sion of the use of integral data for point-wise cross-section
adjustment is given. An example is presented in which integral
data, differential data and a point-wise curve from a nuclear
model calculation are combined for a simultaneous evaluation of
the capture cross section of 149Sm. As a conclusion to this paper,
cection 6 includes an assessment of the use of integral data in
the cross-section evaluation proctess along the areas developed
here, namely, integral testing, multigroup cross-section adjust-
ments and point-wise cross-section adjustments.

2. REACTION-RATE DATA BASE

‘ The purpose of this section is not to detail the specific
integral data but to give a general impression of the type,
quality and quantity of the measured reaction-rate data. Details
of the explicit neutron field characterization and the rate
measurements are found in the quoted references. As stated
earlier, the specific integral data base considered for this
paper includes only integral reaction rates as defined by the
iollowing expression

R = J ¢(E)o(E)dE

where ¢(E) represents the neutron flux spectrum and o(E) repre-
sents the reaction cross section. A multigroup formulation of
this expression is generally used for the computation of reaction
rates from the typical flux and cross-section multigroup repre-
sentations. 0Often the integral data are reported as spectral-
averaged cross sections, namely, the integral reaction rate
divided by the integral flux.

Measured integral reaction rates, reaction-rate ratios, or
integral cross sections have been determined from irradistions of
well-characterized samples of dosimeter, fission-product and
actinide class materials in various fast neutron fields. Typical
reactions include {(n,y), (n,f), (n,p), (n,a), and (n,n*) for

‘1
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dosireters, (n,y} for fissinn products, and ‘a,v) and {n,f) for
actinides. Padiometric, mass-spectrometric, and fission-chamber
tachniques have beenr userd in the determination of the reaction
rates for the irradiated specimenrs, All three measurement
apnrnaches are, in principle, capeble of nroducing very accurate
measuyred reaction ra*es,

Nearly all of *he dosimeter reac’ion rates suitable for data
testinn and cross-section avaluatinre have heen rmeasured or
eval.ated as pert of the Inter-Lahoratory Peacticn Pate (ILRP}
rragran T12] in the following henchrmark neutron fielde: 2351
€igsinp-nautron spectrim [13], 252cf figsion-neutror spectrum 7131,
irtermediate fnergy Standard Neutron Field (ISNF) [141, BIG-1n [15],
and Toupled Fast Peactivity Measurements Facility [CFPMF) [16]. &
corrarative summary description of these benchrmark fields and
nthers used for reactor dosimetry has heen reported by Grundl and
Tisenhauer TRJ. A general report on the use of these benchmark
fields for desiretry applicatiors and data testing has been given
hy Fabry et al, [17]., Fabry et al. [18] have alsc prepared a
corprehensive compilation of integral cross sections fer dosi-
meters irradiated in these "benchmark™ fields. A summary of the
radiometric measurements for dosimeters irradiated in CFRMF and
RI15-11 has heen reported by Greenwood et al, [19]. The results of
back-to-hack double fission chamber T20] measurerents for actinide
dosireters in several benchmark fields have heer summarized by
G5117ar [21]. Nearly 10N dosimeter reaction rates for benchrark
figlds haye heen repsrted.

The .. inteqral da*a base for fission croducts and higher
ac*inides has bheen estahlished mainly fror radioretric measure-
ments for samples activated in the (FRMF [22,23,24]. Some integra’
capt ire rates have also been deterrined from mass spectrometric
measurements for isotonically erriched rare-earth samples irradi-
ated ir FRR-,1 T25]. There have been approximately 50 fission-
rroduct and approximately 5 higher actinide reaction rates
reasured from irradiations in the CFEMF,  Nine fission-product
reaction rates were chtained from the FBR-.!! experiment.

3. INTEGPAL TESTS

Conventicnal integral testing of cross sections requires both
an accurate reaction-rate data base and, especially, an accurate
characterization of the neutron energy spectrur for the irradiation
field, Considerable effort has been made to characterize the
benchmark neutron fields [12]. Methods employed have been based
on neutronics calculations, active neutron spectral measurements,
and passive neutrorn dosimetry. Of the benchmark neutron fields
the fission-neutron spectra for 252Cf and 235 are most accurately
characterized. Because of the simplicity of design, the ISNF and
BIG-10 are also, in principle, easily characterized by neutronics
calculations. Although it is a relatively complex facility when
compared to other benchmark fields, the CFRMF has heen studied in
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detail, an” 1 ralatively accurate central! neutron €lux spectrur
i5 avatlah™~ ‘pr data testing., flearly, the neutron fie'd
characterization for loca*inons 'in [BP-I11 is Aifficul* and <re
least accurate.

The rrimary obiective of a corventiona! in*egrz’® <es*
rnake a "consistency check" of an evaluated differential crercs
section by comparlng the ohserved ‘measured) inteara® da* sy *-
that computed using represertatinns nf the differertial cryss
sectize and the neutron spectryr, Such intecral tests have beer
nsed as indicators of the need for irprosed differertal ~ezsico-
ments. 1t should be noted tha* *he integra! *est, as s.ch,
nrovides no information ahou* rdeta2iled shapes ‘enercy deqendevce’
of cross sections. In fact, apparent consis*ercy or ‘ngnngicterncy
hetween differential and integre! data car resul* *f the shaies ~¢
the cross sections or neytrcn srectra are incorrect.: ‘or coryers
*ional integral tests *o ke meanincful it is essential, therefore,
that shape characterizatior €or the rross sections and ne *ron
flux spectra he accurate, Intecral! *es*s are *hen 5pf  <n
evaluating normalizatinn discrerancies hptwear “iffarartia®

sets for a specific cross sectior.

Exanples of intearal tes*s far ”nc'"e ar and figgiararens ot
cross sections are qiver ¢ Tahlps ! oangd 11, The ‘rterral daca
correspand top meastire~ents —ade r the fagt neytran figld nf trp
CFRMF,  The neutron spectruyr used in the ca’cula*tinn af &est
ENDF /B-1V and FNDF/B-Y intearal crocs secticrg is hased or g
transport calculation using np'y CNDF/RLTY cross sections, wish
the exceptior of the reasured “7Z7n carture ar figgign nteneal
cross sections [2A], the data ir Table ! were *aier “ro- Magirr-
[27]. The first four dosirmeter reactinns are clagsifipd ac'bhrras
response whereas the last four are classifies as *kreshold, Tt
data in Table I! were taken frn farber ard ZrderY 7237,

The integral! tests for the " c ~e*ter veactineg irdicate ~ka¢
changes made in the ENDF/B-VY cress-sect e wyal,atéinr &or a)
reactions except “3:Thin,y) and “7277n a' To- 4~ ~nep corgigrerc,
between measured and calculated in*ecra’ da*ta. [+ a:iears *ha-
changes in the cross-section evaluasions for < 77kRfy ' ar:
2781({n,a) tave led to a significant discrerancy “etwee~ *ks
measured and calculated inteqral da*a.

As is shown in Table I!, integra! *estinu “or these is§°~r-
product cross sections roints vut large discrejancies between
measured and calculated integra' data hath fgr TNDCIRLY criss
sections and for preliminary FNOF/FE-Y cross sec*ions. These
discrepancies generally irdicate the lack 0f measured di¢ferert~a®
data availahle: for the evalua®ion, Nbviously there is need € r
improvement in the differential and integral da*a hases for trese
cross sections.

Most conventional data testinc in the past did no* ‘eclude
estimates of uncertainties in calculated quantities. Bs evalua‘e?
cross sections hecome hetter known, the interpretation of discre;-
ancies between measures and calcilated quantities hecomes
meaningful only if the contrinution of uncertainty and correlation
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information for both the irradiation field neutron spectrur and
the sample neutron cross sections are considered for the calcu-
Tated inteqral datum. Such an analysis was made by Broadhead and
Wagschal [28] for fission-rate ratio measurements in the ISNF for
23gU(n,f) and 23%y(n,f) relative to 22351(n,¥). The'principal
results of this work are sumarized in Table IIl. In this
analysis the flux covariance matrix for the ISM neutron spectrum
was determined from a detailed sensitivity and uncertainty study
[29] using the FORSS code system [30]. Covariances for the
fission cros. ection were preliminary ENOF/B-V. MWith no uncer-
tainties considered in the calculation of the raaction-rate ratio,
the C/E “consistency checks” indicatea discrepancy outside the
experimental error. However, when one considers uncertainties

in the calculated ratios, the discrepancies are well within the
combined experimental and calculation uncertainties. The conclu-
sion is that, within the uncertainty of the integral test, the
integral data and differentiai curve are consistent.

4, ADJUSTMENT OF MULTIGROUP CROSS SECTINNS
4.1 General Considerations

In principle it is possible to utilize integral data for

“samples irradiated in a variety of neutron fields in a least-
squares adjustment analysis to obtain adjusted multigroup cross
sections consistent with the body of integral data. Such a library
could then be used for predicting the performance of reactor
systems which are similar to or bracketed by the set of repre-
sentative neutron fields. In general, such a task would entail a
detailed:treatment of uncertainties, correlations, and cross-
correlations in the neutron differential cross sections, the
irradiation field neutron spectra, the integral experiments,

model ing, methods and, probably, many others. In practice, this
appears to be a formidable task. However, there has heen a signi-
ficant effort in the Wetherlands [4,5], in France [3], and in the
U.S.A. [31] to produce adjusted cross-section librarfes suitable
for use in the fast-reactor programs.

it 1s not the purpose of this paper to review these efforts

which will be touched on by Gruppelaar [11] and Marable [10] at
this conference. However, I would like to present, by way of
examples, how some integral reaction-rate data have been used %o
adjust multigroup dosimeter and fission-product cross sections,

It is hoped that the presentation of these examples will illys-
trate how, ‘n a practical sense, one can carry out such adjustment
analyses for two very different categories of reactions, namely,
"well-known" dosimetry type reactions and “poorly-known™ fission-
product type capture cross sections. The purpose of these
examples is to show that adjustment of “"well-known™ c:oss sections
demands an extensive and rigorous treatment of the uncertainties
and correlations uheﬁeas the adjustment of poorly-known cross
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sections can often yield meaningful results even if the a priori
uncertainty and correlation treatment is quite approximate but
conservative.

4,2 Adjustment of “"Well-Known" Cross Sections

The example I will cite is that of the adjustment of multi-
group fission cross sections for 235y, 236y and 229Py based on
reaction-rate ratios measured in two benchmark neutron fields at
the National Bureau of Standards (NBS), namely the ISNF and the
Z52cf field. These analyses have been done by Wagschal and
collahorators [32] as part of their effort to apply least-squares
methodology to Light Water Reactors Pressure Vessel damage dosi-
metry appjications.

A detailed treatment of the uncertainties and correlations
was made for the input data'to tre least-squares analysis. Model-
ing uncertainties in the flux spectra determination were minimized
because of the geometrically simple neutron fields ccnsidered.

The 252Cf neutron spectrum was represented by a Maxwellian with

a temperature cof 1.42 MeV. A flux spectrum covariance matrix for
this field was calculated using a 2% uncertainty in the tempera-
ture. The ISNF neutron spectrum arises from 23>y thermal fission
nodified by carbon reflection in the higher energy region and
shaped at the lower end by absorpticn in a concentric spherical
boron shell and should, in prirciple, be accurately deterrined by
a neutronics calculation. A representation of the ISNF neutron
spectrum was obtained from a transport calculation. The procedure
for calculating the ISNF flux covariance matrix is detailed in
Ref. 29. Fission cross-section covariance matrices for 735y and
259y were processed from ENDF/B-V and that for 228% from ORNL
internal files. Cross-element covariances were also considered.
A very extensive analysis of the uncertainties and correlations
for the integral measurements was made [33].

The least-squares module UNCOVER of the FORSS code system [30]
was *%en used to obtain the "most likely” values of the fluxes,
the fission integrals and the differertial cross sections based on
the uncertainties in the input data. New reduced uncertainties
and correlations reflecting the input infarmation were ohtained.
Changes in the flux and cross-section adjustments were observed in
a comparison of an analysis in which all correlations were
accounted for to analyses in which various correlations were
neglected. Neglect of the correlations hetwzen the integral
experiments did not impact the flux or cross-section adjustments
significantly. However, for this analysis neglect of the cross-
element covariances led to cross-section adgustments for <35y
which were opposite in sign to those for 3Py and 239%y. Such
adjustments cannot be reconcilad with what is expected for the
highly-correlated differentiall cross sections which were derived
from high accuracy ratio measurements. The conclusion is that for
this level of analysis all correlations must be properly accounted
for.
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4.3 Adiustment of "Poorly-Known" fross Sectigns

Many fission-product capture cross-section evaluations are
based c¢n model calculations and a rather limited set, if any, of
measured differential data. Consequently, many nf the differen
tial cross sections are "poorly-rnown" with uncertainties > 25% in
the keV to MeV region. Integral data have heen used extensively
to improve the knowledge of these cross sectiuns [3,4,5].

To illustrate the role of integral data for adj.uistment of
"poorly~known" cross sections an example is presented here in
which capture cross sections for isotopes of Nd, Sm and Eu are
adjusted based on integral reaction rates measures f,r samples
irradiated in the EBR-I! [?5]. The emphasis of the presentation
will be to highlight the uncertainty and correlation treatment.
Specific results presented in this section and in section £ for
the case of 1“3Sm demonstrate how adjusted multigroup croc-
sections can be used for evaluation purposes.

The integral experiment consisted of the followirg: (1) row
8-EBR-~1! irradiation of isotopically-enricherd sarples of Nd, 5m
and Eu both at midplane and in the reflector, (2) simultaneous
irradiation of passive dosimeters in the experiment capsules,

(3) mass-spectrometric determination of the integral capture
reaction rates for the rare-earth samples, (4) radiometric deter-
mination of the integral reaction rates for the dosimeters. The
computer code FERRET [34] was then used for flux/cross-section
adjustment analyses utilizing the measured integral rcaction-rate
data for the dosimeters and the rare-earth samples. The code is
based on a log-normal extension of generalized least-squares
methods [35] that allow complete covariance descriptions for the
input data and the final adjusted data. Basically, these types of
analyses were made with FERRET:

(1) neutron spectra characterization - neutron spectra

in the experiment capsules were obtained by a
simultaneous adjustment of the a priori fiuxes
identified for all capsules and dosimeter cross
sections based on the measured dosimeter reaction
rates and a priori uncertainties and correlations
assumed for the input aata,

(2) sequential fission-product cross-secticn adjustment -
adjusted fission-product cross sections were
qenerated from an analysis for which the input data
included:  (a) output adjusted fluxes and associated
covariances from the spectrum unfoiding analysis,

(b} a priori fission-product cross sections and
associated covariance matrices, (c) fission-product
integral data and associated uncerteinties,

(3) simultaneous adjustment of all cross sections and
fluxes - input data for this least-squares analysis
included (a) a priori fluxes and cov»riances,

(b) a priori dosimeter cross sections and covariances,
(C)‘E priori fission-product cross sections and

~ 98 -



covariances, (d) integral data and associated
uncertainties and correlations.
The a priori data base for these analyses included the
following:
{1} mltigroup representations of the neutron flur
spectra at 2 midplane and 4 reflector locations,
fluxes based on a neutronics calculation,
(2) multigroup representations of 10 dosimeter and
9 fission-product cross sections processed from
ENDF/B=-1V,
(3) flux and cross-section covariance matrices hased on
a parametric representation for the correlatiors
between groupwise uncertainties,
{4) measured integral reaction-rate data for €ission
products (18 walues) and dosimeters (5P values).
Elements of the a priori flux and cross-section covariance
matrices were assumed to be composed of two components: an overall
fractional normalization variance, CZ, and a second term riP;srs
tc describe any additional uncertainties and correlations. 33
The correlation matrix 0 s was parametrized by

- oo Li-3
oy5 = (1-8)e;; + eexpl- —,;Q)—)
where 8 denotes the strength of the Short-range correlations and y
denotes their range. The values (ri) are group-hy-group fractional
uncertainties.

A detailed treatment of the specific covariance parameters
[25,36] is beyond the scope of this paper. However, important
assumptions will be identified. In general, conservative assump-
tions were used to establish the a priori flux uncertainties and
correlations. That ic, relatively Targe flux normalization
uncertainties and weak short-range correlations were assumed so
that the final flux adjustments were dominated by the relatively
accurate dosimeter reaction rates and cross sections in regions
where their response 1s Targe. In addition, all cross correlations
between a priori spectra for different spatial locations were set
to zero. t ’

At the time this work was initiated covariance information
was not available from ENDF/B for the dosimeter cross sections.
Covariance matrices for the dosimeter reactions were defined by
an independent evaluatfon of Schmittroth [36]. ’

Uncertainties and correlations were assigned to the a priori
fission-product cross sections in a general way. A weakly-
correlated covariance component of 20% was used for the resolved
enerqy region. Above the resolved energy region a short-range
correlated component was assigned that represented a 25% uncer-
tainty at low energies which increased to 30% at ) Me¥ and 20 100%
at 20 MeV. In addition, highly correlated components of 20% and
30% were included as additional normalization uncertainties for
the unresolved and smooth ernergy ranges, respectively. These
components reflect the uncertainties and correlations expected in



the cross sections as a consequence of the use of unresnlved
resonance parameters, model calculations and microscopic data ¢
define the evaluated cross section in this regqion.

Partial results of the spectrum charac:eriza<ion analysis are
presented in Fig. 1. The fiqure illustrates the adjustrents made
to the a priori fluxes for one of the midplane iocations. Ad-
justed fluxes for the other locations were ohtained from “*he sare
analysis. In the top plot in the figure, the a priori and ad-
justed mult.group fluxes are compared. The reduction in the
fractional uncertainties for the flux, in the regionc of response
of the spectrum monitors, are shown in the bottom plot ot the
figure. Although the aosimeter cross sections are adjusted along

with the neutron spectra, their adjustments are srall and the
flux chiracterization is very weakly dependent nn cross-section
adjustments.

An example of the adjustment of fissicon-product -ross secticns
from the type (3) analysis ‘stmultaneous adjustmert nf all cross
sections and fluxes) is shown in Fig. 2. A comparison of the a
priori and adjusted multiqroup cross sections is shown in the Toc
plot of the fiqure. C(learly the inteqral! data have resulted in 2
significant upward adjustment in the cross section ahove the
unresolved resonance reginn with some adjustment in the unresolved
region itself. As shown in the lower part of fiq. 2, the leas*-
squares analysis resulted in 2 reduction in rross-sec;ﬁon
uncertainty over the region of response. '

The sequential problem analysis (2) yielded essen*tally the
same result as the type {3) analysis. This result is significant
because, in the sequential analysis, any cross:correfations hetween
spectral locations are not carried over to the second adjustment
analysis. Such correlations are induced by the dosimetry inte-
gral data in the spectrum characterization analysis. The FERRET
code [3,4] at the time of these analyses did not have the input
capability of handling such cross-element correlations. Hence,
for the level of analysis considered here (relatively large a
priori uncertainties in the fluxes and fission-product cross
sections) the treatment of a priori cross-element correlations is
not of utmost importance to the adjustment analysis.

In principle, the cross-section evaluator could use the
adjusted fluxes and covariances from the spectrum characterization
analysis along with the measured fission-product reaction rates to
integrally test his microscopic cross-section evaluation. On the
other hand, he could also incorporate this same integral informa-
tion directly in his evaluation process. A third app oach is
illustrated in section 5 in which an adjusted multigroup fission-
product cross section and associated covariance matrix from the
simultaneous analysis are utilized directly in a microscopic
cross-section evaluation. The adjusted covariance matrix smbodies
all the related uncertainty and correlation information for the
integral experiment and its use is essential in subsequent
evaluation applications.
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5. ADJUSTMENT OF PNINT CROSS SECTIONS

Integral data have heen used to a very limited exteat for
cross-section evaluation utilizing point c¢ross-section adjustments.
Although methods for doing so exist [2,37,38], such application
has heen made mainly for the evaluation of fission-product capture
cross sections [7]. It is the purpose of this section to demon-
strate, by wav nf example, how the results of an integral experi-
ment can be utilized to improve a microscopic cross section.

As ap example, a limited evaluation problem is presented for
‘“9Sm. in which integral data, microscopic data and a point-wise
curve from a nuclear model calculation are combined into a sirul-
taneous least-squares analysis with the FERRET code to generate an
adjusted point-wise curve. The three sources of data for the
evaluation, as shown in Fig. 3, include microscopic measurements
by Shaw and collaborators [30,40], adjusted multigroup cross-
section and covariance matrices from the EBR-II analysis (section
4.3), and an a priori point-wise curve taken from ENDF/B-1V. The
point-wise curve, for all practical purposes, represents the
nuclear mode! calculations on which it is based, The point-wise
curve was assumed to have uncertainties of 10% below 100 eV and
approximately 60% above 100 eV. The Shaw [39] values were assumed
to have a relatively large normalization uncertainty (approxi-
mately 20%) but to be more precise in shape. Typical error bars
for the microscopic data are indicated in the figure.

Two least-squares analyses were made. The first was an
evaluation which combined only the microscopic data and the a

riori curve. The second analysis combined the microscopic data,
tﬁe_g griori curve, and the adjusted multigroup cross section.

The adjusted point-wise curve, for all practical purposes, was the
same from both analyses and is given by the solid curve in Fig. 3.
Adjusted uncertainties for the point-wise cross section ranged
from approximately 207 to approximately 24% over the energy rarje
100 eV to 1 MeV for the analysis which did not include the inte-
gral data. When the integral data were included, these uncertain-
ties were reduced to approximately 11% to 14% over these same
energy ranges. The measured differential data have determined

the shape of the adjusted curve. Incorporation of the integral
data resulted in a reduction in the ahsolute normalization
uncertainty for the adjusted curve.

The main point to be emphasized here and the reason for
showing the 1“3Sm example is to stress the importance of the output
correlations that ar& a part of the EBR-!! integrally-adjusted
multigroup cross sections. These correlations are particularly
important to a proper understanding of the sharp change in shape
that is apparent in Fig. 3 (and in Fig. 2) for the EBR-I]
adjusted results just below 10 keV. Although a slight jog is also
seen in the a priori curve (an evaluation anomaly), the main
reason for the break in the multigroup curve stems from the choice
of a priori correlations used te obtain it along with ‘the response
function for 1%%Sm. In particular because the unresolved and



smooth energy regions (which join at 19 ke¥) were evaluated
differently, they were assigned uncertainty corpnnents that were
not correlated across 10 ke¥. Therefore, there was little a
priori constraint to adjust values below an’ above 10 keV
togetner. In hindsight, such a constraint could be added but
might be hard to justify, However, the covariance matrix for the
integrally adjusted cross section is very soft to independent
renprmal izations above and below 10 keV. Therefore, when the
microscopic Shaw data were included in the evaluation, along with
*the adjusted multigroup data, the break disappeared as is clear
in Fig. 3.

If one were to ignore the underlying coyariances and compare
the Shaw values and the multigroup resul: together, it would be
easy to conclude that they were discrepant, a clearly incorrect
conclusion. This example also illuminates the dangers in inte-
grally adjusting the cross section and then discarding the
covariance information as one might easily do in applications of
benchmark adjusted dosimeter cross sections used in spectral
unfolding.

Finally, an inconsistency in the present example must be
pointed out. In this example, the ENDF/B-IV values are counted
twice. They were used as a priory values in the original inte-
gral adjustment of the multigroup representation. They were used
again as the a priori point-wise values in the final evaluation.
This double counting is not likely to be a severe problem here as
the associated uncertainties were relatively large to begin with.
Nevertheless, it is wrong, and a proper evaluation should address
the problem, e.g., by artificially .increasing the assigned
uncertainties. This example alsa highlights the care that must
be exercised in this type of approach.

6. CONCLUDING REMARKS

In this paper an attempt was made to summarize the principal
ways in which integral reaction-rate data have been used for cross-
section evaluation. Explicit examples were given of the use of
reaction-rat2 data for integral testing, multigroup cross-section
adjustment and point-wise cross-section adjustment. The examples
were ‘developed in the context of the evaluation of dosimetry and
fission-product cross sections. For each of the three types of
applications of integral data, input data requirements were
identified. An emphasis was placed on the inclusion of a priori
uncertainties and correlations, especially for cross-section
adjustment applications.

The use of integral data to make "consistency checks" of
evaluated cross sections will probably continue to be the most
acceptable application. In general in the past, no estimate of
uncertainty in the calculated integral quantity was made as part
of the consistency check. As was nointed out in the work of
Broadhead et al. [28], it is de.ira' o i actimate the calculated
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urcertainty due to flux and cross-section uncertainties and corre-
lations if a meaningful interpretation of apparent discrepancies
is to be made. Such a consideration becomes especially important
as the accuracy of the evaluated cross sections improves.

Direct utilization of integral data for the adjustment of
cross sections has been done in a limited sense. Adjusted multi-
group libraries which include adjusted group constants and
covariances have been generated and used successfully for fast
reactor applications [3,4,5]. In a very limited scope, integral
data have been used directly for point cross-section adjustment
in the evaluation process {7]. The questions of whether cross-
section adjustmerts in this Yatter approach really result in an
:mprovement of the basic cross section or whether they simply
reflect modeling or other errors and are a parameterization of the
inteqral uata have buen raised [6]. Marable addressed this
question at this conference [10].

It is the viewpoint of this author that under certain cendi-
tions integral date can be used directly for point cross-section
adjustments to improve an evaluated cross section. These condi-
tions include: (1) integral experiments for single samples placed
in well-characterized neutron fields, /?) identification and
estimation of all significant errors c~. uncertainties for the
integral experiment, (3) realistic esti .es of the uncertainties
and correlations in the fluxes and diffe ~1tial cross sections,
(3) minimized model uncertainties, and (4 a valid formalism for
doing the adjustment. Admittedly, this is a large task. However,
as we mature in the development of realistic covariance files for
ENDF/B and conduct careful experiments to build upon the existing
data base, such application may prove useful.
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TABLE T

Integral Tests: CFRMF Dosimeter Data

Measured b
Integral LJE
Cross Section c 3
Reaction {mb) v Y
M atn,v) 281.5(3.9)° 1.06 1.09
197 putn,y) 424.(3.3) n.92 1.00
232110 ) 291.(3.1) 0.98 n.90
235 (n, f) 1557.(3.4) 1.02 1.02
27p1(n, ) 0.161(3.1) 0.97 1.1
58yitn,p) 24.0(3.4) 0.94 0.92
M 1n(n,n") 51.0(5.9) 0.86 9.97
2323y (n, £) 19.6(4.7) 0.82 0.95

%parcent uncertainty at the l-sigma level.
bRatio of "calculated" to "experimental" integra! cross section.
cENDF/B-IV cross section.

dPreliminary ENDF/B-V cross section.
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TABLE 11

Integral Tests: CFPMF Fission-Product Data

Measured b
Integral C/E
Cross Section c 3
Reacticn (mb) v v
Byon,v) 54.,415,4)3 1.23 1.09 !
i
Pre(n,y) 267.(15) 1.08 1.26
1025, tn,v) 28.9(6.6) 1.41 1.26
10%4(n,v) 507.(9.7) 0.6C 0.85

dpercent uncerteinty at the l-sigma level.
bRatio of “calculated" to "experirental” integra! cross section.

CENDF/B-1V cross section.

dpreliminary ENDF/B-V cross section.




Integral Test:

TABLE 11

ISNF Experiments

Fission-Rate Ratios

b Estimated
C/E Calculated Uncertainty
Measured c d e 3

Response Ratio 1v v Case 1 -Case 2
238

U(n.f) ) 0.920(0.6)2] 0.962| 0.972 4.2 2.1

U(n,f)
239p n.f
e fll 4 ss(11) {0.973) 0.985 2.5 2.1

U(n,f)

%percent uncertainty at the 1-sigma level.

b

CENDF/B-IV cross sections.
dENDF/B—V cross sections.

€percent uncertainty iacluding contributions from flux and

Ratio of "calculated" to “experimental™ response ratios.

cross section.

fPercent uncartainty including cross-section contributions only.
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Discussion

Schmittroth

Earlier, some concern was expressed that small integral
uncertainties may biss adjusted results in favor of the integral
measurements. What are your experimental integral uncertainties,
and do they bias the adjustments in favor of the integral
measurements?

Anderl ,

The dosimeter reaction rates were determined by the radiometric
method in which Ge(Li) detectors were used for gamms spectro-
metrometry. The saturated reaction rates ‘were derived from
measurements of the absolute gamma emission rates for “standard”
gammas emitted from each irradisted dosimeter. Estimation of the
reaction rate uncertsinties -for this asnalysis is straight-
forward. Total uncertainties for the dosimeter reaction rates for
this experiment range from 2X to 121 and include the uncertainty
in the spatial position of the dosimeters. Reaction rates for the
isotopically enriched rare earth samples wers derived, by and
large, from mass spectrometric measurements of the capture product

to parent nuclide isotope ratios. In principle isotopic ratio

measurements can be made to 20.51, and reaction rates cam “be
derived with low uncertainties. For this experiment, estimated
rare earth reaction rate uncertainties ranged form 0.6% ¢to 12Z. 1
believe these uncertainty eltmtel are valid and do not bias the
ad justments.

Peelle g

In the last slide showing determination of a fission product cross
section, was the form of the resultmg cross section determined by
some parameterizations?

The form of the resulting cross section is essentially determimed
by the- shape of the a priori cress section curve which was

_obtained from ENDF/B-IV. In the adjustment analrais based oo
“integral data only a multigroup representation of this poist wise

curve was used. This adjusted wmultigrowp cross section amd

" - associated covariance matrix were them used, alomg with the

differential data, in a subsequent least squares analysia im which
the ENDF/B-IV 2 priori cross section wes represeated by triasgle
functions (this representation is equivaleat to a cosmtimsous
piecewise linear parapeterization). The shape of the ad justed
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cyrve, dashed line, is then essentially determined by the
differential data. The effect of utilizing the integral data is
to reduce significantly the uncertainty in the normalization of
the adjusted curve.

Young

How sensitive are your adjusted results to the assumed covariance
data i.e., how well do covariances need to be known?

Ander]

Covariance seﬁ;itivities wvere not explicitly studied in this work.
Schmittroth (Comment)

I have done some covariance sensitivity studies. The adjustment

of fission product cross sections reported here first required the
unfolding of the neutron spectra based «=n integral dosimeter

measuresents. Thus, covariances were needed in three areas,
dosimeter cross sections, a priori neutron spectra, and a priori
fission product cross sections. The dosimeter cross section

covariances are not particularly important as long as the
dosimeter cross sections are relatively well known. The wmore
uncertain neutron spectra are adjusted with the dosimeter cross

sections held at relatively fixed values. On the other hand, the
‘ad justed spectra (at least the uncertainties of the adjusted

spectra) are sensitive to a pffiori correlations. With stronger
initial correlations, the s tra are stiffer with respect to
subsequent  ad justments. The result is smaller final
uncertainties. Similarly the adjusted fission product cross
sections and their uncertainties are sensitive to a priori
covariances. Since these covariance are often poorly knowm, it is
important to assign conservative a priori correlations and
uncertainties if the adjusted <cross sections and their
uncertainties are to be valid. :
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THE ADJUSTMENT OF GROUP CROSS SECTIONS BASED NN TNTEGRAL
FXPERIMENTS IN FAST BENCH:ARY ASSEMBLIFS

J. H, Marab]e

Dak Ridge National Laboratory
Nak Ridge, Tennessee 37330, !.S.A

e

" ABSTRACT

;«Fundamental questions raised by Pearlstein concern-
1ngNleast -squares data adjustment are reviewed along with
several examples. An approach is presented showing least-
squares adjustment to be a logical tool for investigating
the consistency of various data, calculational methods,
and modeling procedures. Some results of the application
of adjustment in the area of fast-reactor core physics are
given.

i
INTRODUCTION

The purpose of this paper is to review several aspects, both
practical and ph1lbsoph1cal, of least-squares adjustment in the
context of its application in the Ynited States to fast reactors.
Such adjustment work has been performed at Argonne Mational ‘abo-
ratory [1] and at the 0ak Ridge National Laboratory [2].

Fundamental questions concerning such data-adjustments were
discussed in a recent note by S. Pearlstein [3]. These questions
addressed two points, (1) whether .data adjustments give improved
estimates of nuclear data, and (2) possible limitations in the use
of adjusted nuclear data due to the modification of the correla-
tions brought about by incorporating integral experiment data.

In the following, Pearlstein’'s arquments and examples are
reviewed. This author then expresses his own philosophy, which
views adjustment as a vital confrontation of the various data and
as an important test for consistency, over and above its possible
use for decreasing the uncertainties of calcul -“ed integral para-
meters or of nuclear data. Some general and practical aspects of
adjustment are then discussed. Finally, results of severai
applications of nuclear-data adjustment are presented.
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Pearlistein's Analyses

As noted above, Pearlsteji has raised questions which are
most fundamental to data adjustment and its interpretation and
use. In an attempt to find answers to these questions, Pearl-
stein applied linear least-squares adjustment to fourteen criti-
cal ng homogeneous cylinders containing aqueous solutions of
93% ““Jy-enriched uranyl oxyfluoride. A simple calculational
mode! was used based on the following equation

exp (B2r) = vogflag ta. + oy (Ma/N,)) (1)

wherein five parameters common to all fourteen experiments are
specified as differential data. The five are the average r

o of neutrons released from ﬁfig""' the neutron age 1, the U
fission cross section og, the £77y capture cross section oo, and
the hydrogen capture cross section op-

'

parameters specific to each individual experiment were as-
s ummed %g have no uncertainties. These parameters are the‘gydro-
gen-to- 5U atom ratio (Nh/Nu) and the geometric buckling B
given hy

B2 = (a/{H + 2d))2 + (2.405/(R + d))2 | (2)

where H is the measured critical height, R is the radius, and d
is the éxtrapolation distance with the assumed constant value of
2 2.3 u?. )

'//;éﬁ/lstein finds the best least-squares fit assuming equal
weighting of the fourteen experiments and complete uncertainty
of the differential data. He then considers three least-squares
adjustments based on three evaluations of the integral data, of
the differential data, and of their uncertainties. Actually the
evaluations differ only in the evaluations of the standard devi-
ations of the. fourteen integral experiments. For case 1, each of
the fourteen integral experiments has a relative standard devia-
tion evaluated at 10%; for case 2, 1%; and for case 3, 0.1%.

The three evaluations assume there are no systematic experi-
mental errors or other source of correlation. Although the
height considered as a response is a monlinear function of the
five differential data, it appears that Pearlstein restricts the
analysis to a linear least-squares adjustment because this non-
linear aspect is not pertiment to the questions raised.

Pearlstein states that the example illustrates the following
points: ‘

t. The values of adjusted parameters optimizing the fit to

integral data depend or ' starting values and as-
signed uncertainties ¢ 1 ffarantial snd integral data.
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2. Significant correlations that differ greatly fro=’those

assumed as input can be introduced among the fiited
parameters by the -adjustment process. .

3, There is no restriction on the number of d1fferentlal
parameters or the m{;ber of integral measurements.

The use of” "startmg valué _in point (1) above should be
replaced by “experimentai values” or rather "evaluated values*
since, as will be shown later, the adjustment does not depend on
the starting values (as defined below) but rather. on the evaluated
values as, of course, it should. I

Values for chi-square per degree of freedom for case 1, 2,
and 3 are 0.59, 25, and 3660, respectively. Pearlstein con-
cludes that case 1 is the most acceptable. Many statisticians
would go somewhat further and maintain that case 1 is the only
acceptable one. For cases 2 and 3, which are characterized by
large values of chi-square, he recommends the common practice of
multiplying the standard deviations of the adjustment by the
> square root of chi-square per degrte of freedom to arrive at
reasonable uncertainty estimates. Pearistein notes that signifi-
cant correlations are introduced among the adJusted data, espec-
ially for cases 2 and 3; and he states that “correlations among
differential and mtegral data are the most important result of
data adjustment methodology.” On the basis of these three cases
he points out that adjustments may not in every case improve dif-
ferential data, but the resulting parameterization can improve
the agreement between calculated and” expeﬁnentaT responses.

Pearlstein concludes the paper with the renarls that al-
though data adjustment can improve estimates of integral data and
provide reasonable estimates of their uncertainties, if the ad-
justment introduces new and different correlations. then the ad-~
justed data should be regarded merely as a parameterization of
the mtegral data since the data have been validated only when
acting in specific combinations. However, this ‘author fails to
see the justification for this conclusion since ordinarily dif-
ferential experiments themselves measure nuclear; data when acting
in specific combinations, which fact is expressed by correlations.

3

An Approach to Adjustment ’ ‘

The foregoing points highlighted in Pearlsteln s paper indi-
cate the difficulties one must face if one considers the possi-
bility of applying adjustment to the improvement of muclear data.

The fast-reactor physics grou at Osk Ridge Iltioul Labora-
tory, in collaboration with other laboratories and reactor ven-
dors, 1s interested in producin’ qn adjusted Vibrary for appli-
cation to fast-reactor design [4).) At the same time we are also in-
terested in determining the extent\ to which mcleer data might be




‘iilnproved, s0 that the adjusted library would be based on real

physics and not mere mathematical parameterization. These hopes
are based on the following arguments.

A group cross section adjustment “incorporating integral ex-
periments is relevant to associated nuclear data according to the
degree that the variables faithfully represent real physical
quantities. If at any stage a faithful representation of the
physics is violated (such as, for example, the omission of a sig-
nificant sensitivity, variance, or correlation), then the varia-
bles adjusted take on the character of a mathematical parareter-
ization. On the othér hand, if the physics is faithfully repre-
sented at all stages, then_there is no a priori reason not to ac-
cept the results of an adjustment as being pertinent to nuclear
data. .

In order to successfuily implement the foregoing as a prin-
ciple, it is necessary to have means for determining if the phys-
ics has been violatd. Thus it is necessary to scrutinize all in-
put data for accuracy, consistency, and completeness. However,
the frequently quoted statement "garbage in, garbage out” is not
necessarily appropriate. Analysis of adjustment results may very
well lead to the conclusion that the input contains "garbage.”
But this conclusion arrived at through the analysis of adjustment
is certainly valid. Further analysis of the adjustment may
help to point out which among the input data is “garbage.” Again,
this conclusion of the adjustment is certainly valid and useful.

The output data of an adjustment must also be analyzed to
understand what .it is trying to tell us. Not only must the nu-
clear data changes and integral data changes be studied; the new
standard deviations must be studied, and the various contribu-
tions to chi-quare must be understood. In particular, the chi-
square test must be satisfactorily applied, and any adjustment
which fails this test cannot be accepted since, almost certainly
the mathematical representation of the physics has been vio}cted.

If an adjustment passes the chi-square test, it must yet
undergo further scrutiny. It is particularly important that the
results of such a least-squares adjustment be communicated to
evaluators and experimentalists acquu.v.>ed with the original data
in order to determine if the adjustment results are reasonable
and what impact they may have. Interaction with designers is
2lso important.

With the approach described above, adjustment is mot a black
box into which one feeds input data and blindly takes out ad-
Justed methematical parameters. On the contrary, with such an
approach, adjustment is a logical tool for examining the consis-
tency of the complex of nuclear data, integral data, amalytic
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metliods, modeling procedures, numeric approximation, and group

cross section processing. There is no logical, systematic way to
combine integral and differential data other than through the

least-squares adjustment procedure or one equivalent to it.

Adjustmentfillustrated Graphically

For practical applications, it is 1mportant to have a strong
and a correct intuition for adjustment. This is especially im-
portant for cross section adjustment which involves large arounts
of data. Mathematically, the matrix equations, which may appear
quite simple, are quite abstract. For these reasons a graph1c
illustration [5] of the concept of least-squares adjustment is par-

ticularly useful.

Figure 1 illustrates in two dimensions the adjustment pro-
cess for a given calculational method represented by the curve M.
Given infinitely-dilute group cross sections ¢ the method M de-
termines the integral responses I. The evaluated responses and
the infinitely-dilute group cross sections based on evaluated nu-
clear data are represented by the point x€. One standard devi-
ation is represented by the radius of a circle about x€. The
fact that a circle is shown instead of an ellipse is due to the
- choice by the person who drew the figure to make standard devia-
tions of quantities along different axes correspond to the same

1ength. _

The result of calculation using method M and infinitely-di-
lute group cross sections o 1eads to calculated integral values
which with o form the point x. The result of a least-squares
adjustment (here nonlinear because M is curved) leads to the ad-
justed point x'. Note that the integral quantities are adjusted
as well as the group cross sections.

The magnitude squared of the distance between xe and x*
measured in standard deviations is called chi-square (x¢) and
this provides a measure of the magnitude of the adjyst nt and' is
the basis for the chi-square test. Obviously, if x is rather
large, the validity of the adjustment may be doubted. In such a
case, a uniform increase in the standard deviations (and" hence
the radius of the circle about x%) may help to pass the chi-
square test; but this procedure does violence to the physics
since the evaluated standard deviations are presumably based on
physical cons1derat1ons.

Similar conSIderations apply to the linear adjustment illus-
trated in Fig. 2. Here the method M is represented by a straight
1ine corresponding to constant fixed sensitivities. The Vineari-
ty allows the adjustment to groceed in 3 single step by simply
projecting the vector xC - x on tg thé perpendicular to M, This
projection is denoted by P, (x¢ - x®). ‘Note that for any x° on
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the plane, projecting x0 . 4 on to the normal to M leads to thke
same adjustment. This means ‘that for the linear problem we can
start with any set of cross sections values, calculate corres-
ponding sen51t1v1t1es and integral responses and prOJect the vec-
‘tor x® - x® perpendicular to M to find the same x' - x®. #Hence
th&same set of adiusted cross section values and corresponding
1ntegra1 values are independent of the startina point, whether it
be xt or any other point x° on M. ’

The uncertainties of the adjusted responses and of the ad-
justed cross sections are represented by -the darkened section of
the plane about the adjusted point x'. Clearly, the adjustment
produces adjusted cross sections and adjusted integral experiment
which are correlated. These correlations are a result of the
physics contained in the constraint. imposed by the method M,
i.e., the constraint imposed by the Boltzman equation, and this
constraint contains valid physics as does the constraint which
says a %asured total cross section should equal the sum of the
measured part1a1 cross sections, which constraint ailso introduces
correlations in cross section data. :

Figure 3 illustrates a nonlinear adjustment, which may be
performed by 1te{at10n of linear adjustments (pronded the square
distance | x;°- x° | 2 converges to the global minimum x°). Start-
ing with a rather arbitrary starting point XC (which ordmanly
would be x€) a first linear adJustment would lead, to x' as illus-
trated. Starting then with x® (characterized by the same Cross
sections as x') a second adjustment would lead to x', which
should be quite close to the desired point x'. If not, the gro-
cedure may be repeated. |

Inclusion of Modeling and Calculational Uncertainties

In the foregoing discussion of Figs. 1 through 3, it has
been assumed that method M for calculating responses from infi-
nitely-dilute cross sections is exact, i.e., no errors are intro-
duced by the calculational and rnodehnq procedures. However, in
reality there are errors inherent in modeling and calculational
approximations. Figure 4 illustrates how a) method M can be modi- -
fied to method M' by the introduction of a calculated-response
corrector (or a calculational bias), b) uncertainties will be as-
sociated with such correctors independent of any uncertainty in
nuclear data. A least-squares adjustment should take them into
account as shown in Fig. 4. The adjusted point x is determined
by minimizing the sum of the squares of the distance from M to M*
(measured in units of corrector standard deviations) and of the
distance from x to r\ (measured in units of svaluated integral
experiment and group trocs section standard deviations).

More general‘ly, for a given integral quantity a chain of
conceivable calculations is envisioned, all based ¢an the same
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nuclear data [6]. However, each calculation of the chain uses a

simpler model or cruder calculational technique than the preced- .

ing calculation in the chain. Thus, in the chain
A+BaC».ue »Y12 - (3)

A car-esponds to the real integral experiment-calculated with no
dpproximations, and 2 corresponds to the model actually calcu-
1ated along with the accompanying approximating techniques. The
other members of the chain 8, C, ..., Y correspond to intermedi-
ate models and/or calculational techniques. MNote that all calcu-
lations in the chain are based on the same evaluated nuclear data
file. The response Ry corresponding to the real integral experi-
ment A (and the given nuclear data ‘base) is obtained from the re-
sponse actually calculated Ry by addition of the calculated-re-
sponse correctors bgs ... bz. Each corrector is just the dif-
ference between two calculated results correspending to two con-
secutive members of the chain, i.e., )

bg = Ra - Rg
. (4)

bz = RY - RZ .
The calculated value A of the real integral experiment is
given by Y

=Z+bB“"\’bZ>

Calculated- re/onse correctors are included in least-squares
adjustment i exa 1y the same way as group cross sections. The
sensitivities\et/the response to the correctors are either unity
or zero according as the corrector applies to the response or
not.

Applications Based on ENDF/B-IV

In the United States, data adjustment mcarporating fast-
reactor benchmark integral experiments has been performed at
Argonne National Laboratory (AML) and at Oak Ridr National Lab-
ovatory (ORNL). The AML work was reported by Collins and Line-
bérry [1] at the Radiation Shielding Information Center's Sensi-
tivity and Uncertainty Analysis Seminar-Workshop in Oak Ridge,
August 22-24, 1978." Not only were standard deviations of inte-
gral experiments presented, but also correlations between reac-
t ion-rate ratios were calculated and presented for the first
time. Table ] shows these correhtions according to a sore re-
cent version [1,4]. ‘

The Argonne adjustment work n‘iported ws based on fast
benchmark assemblies ZPR-3/48, ZPR-6/6A, ZPR-6/7, IZPR-9/31 and
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seven zero-leakage test zones of Zebra-8 series in the United
Kingdom.- Collins and Lineberry found good consistency’ between
eigenvalue and 28¢c/49f comparisons. They conclude their paper
with the observation.that the data-adjustment method is 2 valua-
ble means for studying the significance of integral parameters
and that further study of reactivity worths and inclusion of more
independently measured parameters were desirable.

) ORNL adjustment work based.on ENDF/B-IV nuclear data was‘re-
" ported in Reference [2]. > Eleven fast-reactor benchmark integral
experiment evaluations were supplied by the ANL ‘oroup [1]. Two
dosimetry integral experiments were evaluated by Wagschal, et
air..7). The adjustment mcluded a nuuber of calculated—response
correccors.

For the ORNL adjustment the ch'i-square per degree-of-freedom
was 1.1, corresponding to a chi-square probability value of 0.33.
This indicates that the adjustment should be acceptable as far as
the chi-square test is concerned. The adjusted values of all
integral experiments differed frow the evaluation by less than
one standard deviation.

The only nuclear data which underwent an adjustnenhgreater
than a standard deviation was the mean energy E of the fis-
sion spectrum, which value was adjusted upward 3.3%. Th1s cor-
responds roughly to what actually occurred in going from ENDF/
B-1V to ENDF/B-V.

The ORNL adjustment was applied to the calculation of the
multiplication factor and the breeding ratio of a model of a
large plutonium-oxide fueled liquid-metal fast-breeder.reactor of
conventional homogeneous design. The affect of the adjustment on
these responses are shown in Table 1. . The breeding ratio re-
ported in Table IT was calculated for a reactor maintained at
criticality by adjusting the fuel enrichment.

CONCLUSTONS

Although it is generally agreed that muclear data adjust-
ment incorporating integral experiment data leads to. improved
calculated values of integral quantities (at least within reason-
able limits), there still remain doubts concerning its applice-
tion to the improvement of muclear data. In any case, the least-
squares adjustment technique is a valuable tool for investigating
the consistency of a large complex of muclear data, integral
data, the associated covariances, smalytic methods, modeling pro-
cedures, mmeric approximstions, and: group cross-section process-
ing. In addition, it has been demonstrated that least-squares
should be most useful for incorporating integral experiment data
into design calculations. In this rd we here point out that
the adjusted 1ibrary DRACLE based on /8-¥ muclear data and 29
fast benchmark integral experiments will be released soon.

-m-
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Lorrelation Matrix for 2PR Reaction Rate Ratios

IPR-3/4E
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St 1
‘Colamn lal-elhng is the same as ‘or rows. .
“Data based on Roference{1]. ;
D

] TABLE 1]
The Effect of Incorporating Integral Experiments on Va.ues and uncertainlies
of Performance Parameters cf a Large LMFBR- "

Calcuhted Yalue and Sundard Devunor

i' Performance Parameter ---- - --r---—-——m— oo oo -
! Based on Evaluated Data Based on MJusted Data
"eff 1.000 +.031 1.014 +.00% -
Breeding Ratio 1.15 +.04 . 1.12 +.02

(of critical rear.tor) :

|
/bR

Data taken fron Reference[2].
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Intearal Quantity

Group Cross Section

Figure 1. Graphic Illustration of Least-Squares
Adjustment in Which the Integral Quantity I is
Related to the Group Cross Section o Through the
Calculational Method M.
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Integral Quantity

Group Cross Section

,//‘/

“Figure 2, Graphic [1lustration of Linear Least-Squares
Adjustment in Which the Adjustment Vector x'-x€ is
Determined by Projecting xC-xé Perpendicular to M.
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Integral Quantity

Group gross,Section

Figure 3. tonlinear Least-Squares Adjustment 1llustrated
as a.Sequence of Linear Adjustments.



Integral fuantity

v

Group Cross Section

Figure 4. Uncertainty in Calculational Method M
Leads to the Possibility of Adjusting the Method M
to°M'.



Discussion
Schmittroth

The adjusted cross section set ORACLE is the culmination of a
large effort. What future aress do you see for needed work?

Marable

Existing covariances files are a weak area. One problem is the
omission of covariances. If the omission is a diagonal element
(i.e., a variance), one is assuming that the data are perfectly
known. Perhaps even worse, if the omission is a correlation, one
can have other serious problems e.g, if A is correlated to B and B
is correlated to C, then C may have to be correlated to A. Thus,
the neglect of correlations between A and C may very likely give a
covariance matrix that is not positive definite. EWDF/B-V has a
numwber of these serious and essential omissions. They should be
sought out and filled up.

Schmidt

Tc what extent can you rely on the accuracy of the information
going into the covariance files you use in your studies? How
accurate are your covariance data?

Marable

Perhaps what we need is a sensitivity analysis for covariances,
and I don't know that that has been done. I think the covariances
are good enough for wmost purposes where they exist. Sol's work
shows that it makes a difference whether you assume 10Z, 12 or
0.12 uncertainties. But typically some people who evaluate
covariances say they are known to about 50%2. Otrher people say
that uncertainties on uncertainties does not make sense. To me
the 50X figure seems reasonable.

Poenitz

From a theoretical point of vie\\l I would agree with the suggestion
that we derive our best knowledge by including all the
experimental data in an evaluation, differential as well as
integral. However, using integral data increases substantially
.. the number of unknowns for vhich there may be few measurements, .
and we may actually decrease the degree to vhich the system is
over determined. The result is a diffusion of our lack of
knovledge. -

One of your slides is for GODIVA, one of the simplest
systems: But even there we might cowpensate On,f with v |

-1 -
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However ,there are str indications that the cause of the
discrepancies might be U “pian'r and it would be regretful if
the former two were adjusted. hore complex systems appear less

able to pinpoint problems, and we g::e\y iuy%/)’.ﬁﬁ the blame.
Marable

I think you are correct in meny ways. In particular the 235y
inelastic cross section has increased by 10-152 which I think is a
prediction you mede several years ago. But [ don't think the
inclusion of integral experiments diffuses our kmowledge, it
cosbines our kmowledge. If the result doesn't make sense, it ~
indicates something is wrong with the physics. For me adjustment
is not a way to do new versions of ENDF/B, but it is a way to
listen to vhat the integral measurements are sayinmg.

Perey (Comment)

1 am glad you emphasized the ¥2 - test. My expenellce with the
theory of logical inference is that if you fail the - test you
are courting with diaster. o= N

Stevart (Comment)

i‘}f like sg substantiate Wolfgang’s (Poenitz) comments sbowt
the U. The £330 inelastic is perhaps incorrect in ENDF/B-V, not
only in the total but also in the partials which reflect incorrect
energy transfer ich could then effect ratios like
capture/fission. Py is probably in a similar condition simce
these data were evaluated at LASL in approximately 1966, and we
novw knov much more about level structure, spins, parities, etc.

=3
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CROSS SECTION ‘,IADJL'S'DBNTS USING INTEGRAL DATA
fi ‘ o
H. Gruppelaar and J.B. Dragt

Netherlands Energy Research Foundation (ECN),
P.0. Box 1, 1755 ZG Petten, the Netherlands

f
\ ABSTRACT *
[

&

Adjustment méthods currently used in France, the
Netherlands and the U.S.A. to adjust neutron capture
cross sections in the fission-product mass range are
reviewed. The methods 1nclude/1/eam-am79(tt1ng of
multi-group constants,; multi mctmn ad-
justment, model-parameter adjustaent and direct pomt :
cross-section ad_;u.t.ent. d1t1onal .comments are given
on logarithmic ad]ustnent and on other recent approach-
es, which stress the inclusion of "method" uncertain-
ties and the tre.at-ent of systematic ("neghgence")
errors. The eval.uuon of experxnental data, a-prlorx
cross sections and their covariance matrices is shortly
discussed. Finally some conclusions and recommendations

~&re summarized.

1. PREFACE

In this paper as review is given 6n rhe use of adjustment
methods in neutron cross section evaluation. This review is main-
ly based upon the experience of the authors in the field of fis-
sion-product cross section adjustmerit and refer mostly to work
performed at ECN [1-7], CEA-Cadarache [8,9] and HEDL fw—lz].

At these laboratories adjusted fission-product data files have
been obtained. Results of a first intercomparison between ad-
justed -uln-grqug capture cross sections (RCN-2A and CARNAVAL-
IV) were recenG Published [9] The HEDL adjustment code Dl]
was used to obtain \.ENDF/B-V fission-product cross sections [lZ_,
which are partly based upon integral data obtained at ECN and
1daho. The integral data measured at EBR-I1 on fission products
have also been analysed with the above-mentioned code [11];: the
results will be reviewed bv Anderl at this meeting [llo]. Final-

ly, extensive testing of JENDL-1 whluqted cross sections against.

integral data was reported by Iijimi ef al. [15). These results
will be incorporated in a future Ja‘unese evaluation.

I
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2. GENERAL LINEAR LEAST-SQUARES ALSUSTMENT TECHNIOUE

‘A quite general linear least-squares adjustment fomliu can
be d2rived from Bayes' theorem assu-mg caussun distributions for
the measured and adjustable quantities Ll_,. Combining the measured
quannnes in a vector §°3P with covas1ance matrix V and the a-
riori known para-eters in a vector P with covariance matrix
Yhe "best" estimate of the parameters is found as the vector P’

that minimizes”
a(p) = (R-RSXP)T vy~ (g - ReXP)

+ -7 g @-19, L)
)
where
r-8° = g(2-F%). @

Ir. these equations R° standg for quantities calculated from P
and the '’ sennl:unt? matrix G relates the variations R - R° and
P- P° It is further assumed that Rexp, !° are statistically
Independent and that there are no uncertainties associated with
G (see Sect. 3).

Eqs. (1) and (2) car be considered as a standard least-
squares ﬁ.ttlng problu (rather than an "adjustment” problem)
when the a-priori vector P? is supposed to result from direct
measurements. Then the "number of dogreos of freedom” n equals
the number of experimental data given in RE*P.

The solution of the above-mentioned -munzatmn problea
can be denoted as follows {1):

P -P°=ax, - »
-g= -4y T, “*)
with #
a=qg, (5)
x = ¥ @1

where §J is the covariance matrix of the difference of experiment-
al data (Y) and a—pnon data ()):

H-Vog\\nggg ¢))
A "goodnesa ‘03‘; Fien par-:ter is obtained from a x2-test,
vhlch leads to the inxer product'

* Superscript T indicates the transpose of a matrix.
® Also called "wode | matrix", "design matrix" or "method matrix".

-
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- x (Rexp

- &%, (8)

When y?°exceeds n it is advisable to increase the incertainties in
the adjusted data by multiplying the adjusted covariance matrix with
x%/n; see also Sect. 7.

1f the second term in Eq. (1) is dropped no a-priori informa-
tion is used and the system is only overdetermined when n exceeds
the number of parameters p to be fitted to the rimemtal data.
This fitting method was fol%owed by the French |8], with the addi-
tional constraint that P P~ should not exceed twice the standard
deviatiod“of P° othervue the excessive parameters are fixed at
the error lunts. This means that the statistical distribution of
P is assumed to//be rectangular. Moreover, correlations between the
parameters P° are used in some way 8]. In this application the
parameters P° are group constants (4-6 groups) which have been
collapsed to obtain the condition n> p. After adjustment the a-
priori multi-group constants are used to translate the adjusted
collapsed data into "adjusted" 25-group constants.

In solving Eqs. (1) and (2) one should take sdvantage of the
statistical independence of various components of lcxp and P°
(" -;artztwnna" %l 0]). When there are several independent subsets
of REXP it is easily demonstrated that ome could reduce the
adjustment problem to one subset first before adding new subsets
sequentially. On the other hand, when PO can be partitioned it is
possible to reduce the problem to a number of separate adjustment
problems. This could be useful in particular when one is only
interested in a "partial adjustment” [1] of P (see Sect. 3). An
interesting exanple of partitioning both R€XP and P°® is given by
Schmittroth [I(ﬂ in an application of neutron spectrum unfolding
using integral dosimetry results ("elimination of subsidiary pa-
rameters').

Another way to reduce the size of the adJustnent problu- is
to redefine the parameters to a vector of smaller size. Suppose
that the old vector K can be calculated from the new vector P.

" In that case the adjusted vector P' can be used to ohtaia K &Y

When only the reverse relation P-§K is knowm, the calculatiom of
K' is more involved. This situation occurs when § defines a multi-
;roup collnpun; scheme. The formal solutiom of this problem is
given in Sect. 4, Eqs. (16-18). Approximative methods for this wa-
foldmg process could also be adopted. However, in many

instances the collapsed group constaats P' are useful for the re-
quired application. Schmittroth [10] notes that when P° sad K°

are a-priori known to be statistically independest sequential
evaluation can be applied, k' playimg the role of integral data.




3. METHOD UNCERTAINTY

Multi-Group Cross Section Adjustment

Eqs. (1) and (2) are quite general. In a simple application
R®XP and PO represent measured reaction rates and multi-group cross

sections IQ respectively, G being a seusitivity matrix containing

well-known group fluxes corresponding to the neutron fields in
which the reaction rates were measured. Assuming that G has mo
“method" uncertainties, the solutxon of the adjustment problem is

given by Eqs. (3-7).

Multi-Group Neutron Flux adjustment

Another possibility is to assume that P ‘stands for multi-
group fluxes y while the sensitivity matrix G is filled with well-
known group cross sections. In this case the aim is to obtain ad-
justed flux spectra. Again nc uncertainties are assumed in G.

Adjustment of Cross Sections and Fluxes

Since both ¢ and I usually containluncetrainties, a straight-
forward approach is to store them in one parameter vector

SEre

This approach was followed by Perey [16] in his dosimetry un-
folding code STAY'SL. This code forces the user to introduce co- -
variance matrices for cross sections and flux spectra (as well as
possible correlations). It is assumed that the matrix G can be

written as ) e

g = (G &) (10)

with G, and G expressed in terms of I and p s respectively,

i.e. without iincertainties. From straightforvard appllcatlon of
Eqs. (3-7) adjusted parameters ' and t' and their covariances are
obtained. However, it is not ne&ded to follow this approach when
P; and P, are statistically independent, i.e.

Q= (9'9 ) (1)
2 9%
and when one is only iqterested in adjustment of EJ‘ In this case
the scheme of Egs. (3-6) can be followed for the quantities labeled
with index I, replacing Eq. (7) by
‘ . %
gyl 12)

vhere | ?l the contribution of P2 to the uncertainty in the cal-
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culated integral data: U = Gj 92 EzT . This was q'(alled "“partial ad-
justment” in Ref. [1], since the adjustménts in Py remain
implicit. In recent litterature U is called "method uncertainty"

[21,23].

Definition of ‘Method Error

In the above-mentioned example the matrix [ contains the "me-
thod error". A quite general definition of method error is ob-
tained when we assume that U accounts for any error in the calcu-
lated integral data which is not already contained in >. In this
definition it is not required that the uncertainties in G are ex-
plicitly known [16,23]), in which case one could always add the
elements of G to the parameter vector P and reformulate the ad-
justment problem [16]. For instance, when there is an uncertainty
in the calculational method used to generate integral data (e.g.
because of a multi-group approximation) this uncertainty cannot
easily be connected to elements of G. Another example provides the
adjustment of model parameters, where "inherent" statistical model
errors cannot be attached to parameters, although they constitute
an essential uncertainty in the calculated integral data (see
Sect. 4). In the last two examples one could assume that Eq. (2)

is replaced by
(R-R) = G&-P") +4-2° ‘ (3)

. . o . . .
where A is a "noise" vector (A =0) with covariance matrix u.
When Eq. (13) is denoted as

o n
®-5) = (¢ 1) (5_70) (14)

it is easily seen that we have reduced our problem to Eqs. (1,2)
by adding a noise vector A to the adjustable parameters. Thus, it
is always possible to reduce the adjustment problem to Eqs. (1,2).

The parameter vector A was introduced in this section as a
"noise" vector. In Refs. [:2'3,24] relation (13) is also adopted,
where the vector -2 is interpreted as a "bias" of which the a-
priori value —A" is known from previous comparisons between in-
tegral data and cross sections.

Correlations Between A-Priori Data and Method

In the previous subsection we did not assume correlations
between a-priori data and method, but thése could easily be in-
cluded when the elements of G are added to P. A quite general
formulation of the problem was given by Marable and Weisbin [23].
which in our notation can be.written as

B

e
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o fr-\ T R-g°
, |E-F 4 [E-P
Q= | a_e° c ¢-co s 15)
a-28° a-2%

v

with the comstraint of Eq. (13). In Eq. (15) a tilde means that
matrix elements are written as a vector. The covariance matrix €
is supposed to contain no correlations between R®*P and the a-
priori data. It is noted that Marable and Weisbin [23] follow an
alternative geometric approach to solye the adjustment problem.
In this subsection we give an example of a correlated a-
priori vector (neutron spectra) and method matrix (cross sect-
ions). This was the case in the adjug}t-ent of STEK flux and ad-
joint fluxes [l 7] of which the a-pridri values were obtained from
a core calculation using multi~group/ cross sections of the re-
actor ‘materials (e.g. 235U). The integral data used for the
adjustment included reactivity worths of B, 235U and Y/lrious fis-
sion rate: ratios. Obviously there are strong correlatjons between
the neutron spectra and 233U cross sections _):_u.indicazing that
Perey's scheme [16] should be followed, i.e. a combination of
spectra and’'cross sections in one parameter vector. However,
since the spectra are a function of heavy metal cross sections (mainly
233y) it is possible to express y in terms of I, such that a new
parameter vector can be defined with only group cross sectiomns
which are statistically independent for each sample. Thus, part-
‘ial” adjustment can be applied on this new vector, leading to an
adjusted vector”z'u , the adjustments in the other d?;’éi-etry cross
sections remaining implicit. From the vector I "adjusted" STEK
neutron spectra were calculated [17]. This example /shows that a
careful selection of a set of independent parameters and appli-
cation of partial adjustment can be very advantageous in adjust-
ment calculations.

14

Unwanted Implicit Adjustments

Once the neutron spectrum has been determined with corres-
ponding covariance matrices it can be used as a "reference" spec-
trum for the analysis of a large class of integral cross section
measurements. For instance, the STEK spectra:[17] were used in an
extensive series of fission-product cross section adjustments
[3,4]. From the previous discussion it is evident that in each
cross section adjustment calculation the neutrou spectra will be
re-adjusted. Although normally this adjustment is ssall it is amn
unwanted implicit adjustment, since ome usually prefers to use
very accurate cross se¢ction data for this purpose. Therefore, in
the case of analysis of STEK data the vector y was constrained to
the reference value, #lthough the corresponding method uncertain-
ty was included in the calculation of the covariance matrix of I.

N




4. MODEL PARAMETER ADJUSTMENT

Eqs. (1) and (2) are not restricted to the adjustment of multi-
group constants. Gandini and Salvatores [18] and Dragt et al. [l]
have suggested to adjust ‘the model parameters of the cross sectionms, 7
from which adjusted point cross sections could be calculated (“con-
sistent method"f[ld]). In this application the vector P~ contains
these model parameters and Q is their co-variance matrix. It is
advisable to adbpt a set of statistically independent parameters
(or independent subsets of parameters) as far as possible. |

The above-mentioned method is particularly useful when the
evaluation is entlrely based upon nuclear-model calculations and
when the uncertainties in the parameters can be easily derived.

This could be the case in capture cross section calculdtions [h 2,

6] utilizing a statistical model, of which the main model para—

meters are deduced from "external" sources (see also Sect. 8). In

practice, these parameters are often "tuned" to fit differential

measurements and it becomes more dlfflcult to estimate the uncer- |
tainties and correlations of the "tuned” parameters. Apart from - ' R
this difficulty model parameter adjustment 1<#attract1ve to the N
evaluator, because before recalculating the cross sectioms with . ¢ )
adjusted parameters he may interfere, av01dﬂhg unphysical ad-

justments. Another possibility is to improve the systematics of

important parameters such as the mean level spacing, average )
capture width [Q] or the y-ray strength function. N

In model parameter adjustment a notable "method error"

(Sect. 3) is encountered. This error arises fromi/inherent statis~
tical-model uncertainties caused by fluctuations in the neutron

widths or in the number of levels per energy interval Eﬂ. These
uncertainties allow for so-called "non-statistical effects",
which often reflect the uncertaimty in the statistical-model
estimate. A disadvantage of parameter adjustment with respect to
multigroup cross section adjustment is that these method errors

may lead to implicit adJustments, which are not noted by the

evaluator. A mixed approach is possible, however (see below)

Another drawback of parameter adjustment is that it is not
easy to apply it in the resolved resonance range,’ where the num-
ber of parameters can be quite large. Imn our application of para-
meter adjustment [6] we have assumed a number of important para-
meters only. By performing a mormal multi-group cross sect;on .
adjustment calculation the adjusted model parameters K and their
covariance matrix L' are obtained a-pos%ertorz from the relations

[1]:

K-k’ =BX, (16)

AR T & 7
with .

B-Lgc (18
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In Eq. (18) § is the sensitivity matrix for parameter variatioms.
The adjustment of rhe parameters corresponds with an amount
I, = S(k' -Eo), expresscd in multi-group constants. The r =7 Jlas]
:sjult-ent LI' = £' - Ij accounts mainly for adjustments in the re-
solved resonance range. Also adjustments in the range where there
are largc inherent statistical model errors are included in . '
The parameters ¥' are used to re-evaluate point cross sectioms,
the remaining problem being ther,‘jinclusion of residual adjustments
in the evaluation. Ji -

In the forthcoming RCN-3 fvaluation ‘_25:, vhich has béen com—
pleted now for 30 materials, ('”he above-mentioned procedure vas fol-
lowed starting from the unadjysted RCN-2 evaluation 726, . The ad-
justments were made to fit integral STEK and CFRMF data, reviewed
in Ref. [S]. In addition some revisions were applied (e.g. for Mo
{7]), based upon recent diffefential data. For most aaterials the
multi-group cross section adjustments [Io] in the resol-ed reso-
nance range were small, so that no revisions were needed in the
corresponding point cross sections which are stored in KEDAK for-
mat. In the case of 133Cs a correction was applied in the highest
part of the resolved resonance range by multiplying the capture
cross section with an exponentially increasing smooth correction
factor, which was obtained from a “rough fit" throagh the rela-
tive group cross section adjustments, see Fig. |. In general the
evaluator should be conservative in applying corrections im this
energy range, but in the case of 133Cs there are other indications
for missed strength in the highest part of the resolved resonance
range, e.g. the argument that the statistical model predicts high-
er average capture cross sections than those calculated from re-
solved resonance parameters [27,, see also Fig. 2. In Figs. 3 and
4 portions of the unadjusted and adjusted group cross sections
[ﬁf and corresponding point sections are shown, together with
available experimental data measured at laboratories indicated in
the legend (see CINDA literature index [28]). The adopted RCX-3
curve [25] is slightly different from the adjusted one. This was
due to the fact that a revision was msde in the calculatiom of
the total cross section. This also affected the capture cross
section since the same optical model was used to obtain the neu-
tron transmission coefficients in the capture cross section cal-
culation.

Instead of adopting a physical model parametrization
one could also use a mathematical parametrizatior.. This approach
was followed at HEDL, usinrg the following "finite-element™ repre-
sent.ation [11]:

o(E) = ); h; (B)o; . 9)
1

where hi(B) is a triangle or "roof" functiion with triangle coordinages
(log Ej.1,0),(log E;,1) and (log Ej4+},0). In this representation
additional end points have to be defined. Since the ccefficients
are just the point cross sections o; at neutron energies E; their
treatment is discussed in the next section.
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5. DIRECT POINT CROSS SECTION ADJL'S’."?EVXT

Instead of multi-group cross sectioms the vector 4 in Eqs. (I,

2) could also contain point cross sections = of which thc elements

Ti» energles Ej and an approprnate 1nc:rpolatxon scheme e.g. Eq.
(19) define the cross section at each energy. The miin advantage
of this approach is that disferential experimental duta «ould
easily be included in R.

The sensitivity matrix relating differential cross sections
and ~ is given by Eq. (19); for the relation with 1nCegra‘ “data a

"similar expression is used 1l : -

R = % Hi 7 . (20)
with ,

Hy = [ b(E)s(EME. - ; @n
Adjustwent calculations of cross sections in an extended resclved
resonance region become very tedious Ln thns scheme. Therefore,
average cross sections are introduced I2 in this region, e.g. by
introducing multi-group cross.sections in 2. In the thermal range
the cross section is usually smosth and Eq. (19) can be used. The
histogram part of the'cross section could be parametrized by means
of block functions or, approximatively, with triangle functions.
In the last-mentioned case adjustments do not conserve the block
shape of the histograms, as was the case in the apg}xcatnon of ad-
justment of ENDF/B fxssxon-product cross sections l2 .

The above-mentioned scheme is very convenient “to obtain ad-
justed point cross sections fitted to both integral data and dif-
ferential data. As in the prevloul sectxon. adjustneuts in the
resolved resonance range are difficult to include in practice.

A drawback of the method is that still the number of parameters
can be quite large. Morecver, the evsluator does not gain insight
in the adjustments of underlying physical mecdel paramcters.

Another approach to direct poxnt cross section adjustment
has been foilowed by Pazy et al. [IQJ who have formulated the ad-
justment problem in terms of continuous functions. In their
discription the a-priori cross section 7°(E) is a continuous
function of energy and the integral data r are functionals of
z(E) and may also be a continuous function of another parameter
£'. Their mininization problem can be denoted as: D

o

Ot~
(o) = rlo(E) 3 (r:)] v, (EME + r]’r(: 20 E)rOE T n e
L o#e®® 2x°(e") i F

(22)

where 40° and 4r° are standard deviations and v and v, are den-
sity functions which reflect the tr of measurements per emergy

us
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interval n which the a-priori quantities are based. In this picture
correlations are not included, although in applications w could be
interpreted as a constant over a wide energy interval. This incom-
nlete uncertainty treatment limits the applicatility of the above-
mentioned method.

. LUGAPITHMIC ADJUSTMEXT

A possible drawback of tne methods discussed before is due to
the assumed Gaussian distribution of P, which may lead to unrealistic
adjustments, such as negative values for cross secuons. Thls could
he¢ avoided by considering lognormal distributions | |0 ll or con-
straining the vecter P within prescribed error lu:uts _81, which
could be asymmetric.

1t is most appropriate to assume the logarithms of the cross-
sections P to be normally distributed. In the minimization of Eq. (1)
the second term is then to be replaced by

29T - (23)
with
Z=1lnp,
°x1n p° 49

The first term is not changed: integral data are still assumed to be
normally distributed. Several approximations with regard to the
dependence of R on Z (or P) are possxble, e.g.:

(a) Assume R to be Tinear in Z (i.e. variations in R proportionmal to
r.l2:iv¢ variations in P) Then the whcle adJustment procedure
remains the same as before, with P replaced by Z in the equations.
The a-posteriori distribution for Z' is normal ag«;un, i.e. the
adjusted cross sections follow a loganthnuc noryal dxstrxbunon.
This idea was followed in Ref. ‘IJ.

(b) Assume - as before — that R is linear in P (or can be linearized).
Then the a-posteriori distribution for P' is no longer logarithmic
normal. The most probable value for P' cannot be found from a
closed expression, but must be computed by iteration. This
approach has been worked out in much detail by Schmittroth :Ioj.

It seems to be reasonable to assume a lognormal distribution
for most a-priori cross sections, particularly in case of large
uncertainties. The distribution is especially appropriite if the
a-priori data originate from a measurement that contains certain
relative errors and short-range correlations, together with a relative
normalization error from an independent normalization measurement
(see Sect.' 8). The product of the two lognormal quantities is again
lognormal. ‘\‘

The best choice for the dependency of R on Z or P depends on the
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character of the integral data, In case of reaction rates the linear
dependency on P (case b) seems to be most realistic: variations in
reaction rates are proportional to absolute cross section variations
rather than relative ones. So case b seems to be preferable in this
application, in spite of the mathematical and statistical complexity.

It is very important to note that in these approaches the
mogt probable values are used as estimates for the cross sections
(both a-priori and a-posteriori), -and not the mean (or expectation)
values. For lognormal distributions (i.e. the prior distribution in
both cases and the posterior distribution in case a) the following
relation exists: )

7

<P > = P, exp }(QZ)kk . ?) = (25)
where P, is the kg—1 element of the most probable vector P used in
Eq. (24*. Such a simple relation does not exist for the posterior
distribution in case b. i

Likewise some care isneeded to translate an error matrix of P
into the corresponding error matrix of Z or vice versa. In case of
the lognormal distribution this relation is quﬂ

Q) = <P ><Py> (exp Q- 1). . (206)

The relation can be used to obtain the error matrix of the prior data
in the minimization expression (23), and the reverse relation
produces adjusted cross section errors in case a. The formula does
not hold for adjusted data in case b. It has been shown in Ref. [10]
that the linear .approximation :

Q) = <Pp><Pp> Qy - 27

used throughout in Ref.

. )

is always reasonable in ¥yactice. This simple linear relation was
L

7. SYSTEMATIC ERRORS

It is basically true that Eqs. (3-7) should only be applied
when there is statistical consistency between integral data and
a-priori information. In the formulation of Sect. 2 this means that
x2/n should be close to 1. The confidence interval of this quantity
follows from the x?-distribution for n degrees of freedom. When
x2/n exceeds unity it is "common practice" to multiply the initial
or {inal covariance matrices with x2/n to “force™ consistency.

However, it should be stressed that before doing i}l the evaluator

should try to find the origin of the discrepancy. In some cases one
could a-priori assume that (most of) the discrepancy is due to
systematic errors in either the integral data or the a-priori cross
sections. The French [8] implicitly assume that systematic errors in
the integral data are small by adopting a rectsmguler wacartaimty
distribution of the a-priori data with wide error limits. Ia this

way the a-priori information is almoat not used. When, for imstamce,
the shape of the a-priori cross sections is well-known from differeatial
data and the main uncertainty is the normalization, it might be better
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t> estimate this normalization from a comparison betwcen integral
and a-priori data. ‘

Recently, Chao E?O,le has inve;tigated the situation of
significant discrepancies between integral data and a-priori
information in much detail. He introduced the concept of "negligence’
to deal with neglected systematic errors. A simple estimate of this
negligence E and its covariance matrix F can be expressed in terms
of integral data by [21,22]"°
O _ gEXP_ g0 _ exp_Ego’ (28)

]

Cayey. (29)

ey

LI

. ) . ..
Tge Jransformation of t.he'_negl(fc_gl}:nce in terms of a-pridri parameters
P i much more involved [21,22 . The "best” estimates.of E and !;'
are“obtained from ,

1 o . .
E~JwE> (103

|

1 o . :
£=m£, ) ) : . (31)

- 1

where ) is related to X?/ﬂ,bY~¢ e ‘
w2 A+l : : ‘
A_s-—— 2):
o o (32)

assuming that x?/n exceeds |. These quantities could be used to
correct either the integral data or the a-priori data* (Chao calls
this "adjustment”, departing from the usual definition) befcre
combining them in the adjustment proces like discussed im Sect. 2. =

Also when it is not a-priori known which quantity should be
corrected, Chao [22] gives estimates for the corrections. These
estimates are as follows:

negligence in integral data:

1 -1 Lo
_E_R'm!(fj*!) E, (33)

negligence in a-priori data (iu terms of integral data):

-\ -1 .0

Ep = 7ax N+Y) T E . . (349)
Thus, the total negligence is still given by the previous Eq. (30).

We like to note that Chao needed an assumption in order to
arrive at a division between the two negligences Eqs. (33,34).
His "model" was to weight the negligence components in the
probability distributidns by the error matrices of initial experi-
mental and a-priori integral data, ¥V and N, respectively. This
leads immediately to the proportionalities with ¥ and N in Eqs.
(33,34). This aslu-pti&h leads to nice symmetrical results. It

+0r, more generally, to|correct only the suspected parts cof RE*P

l
\
or PO, \
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should be noted, however, that there is no physical reason whatsoever
for systematic errors to be related to the corresponding experimental
uncertainties. So the mathematically logical assumption of Ckzo is
physicaliy completely arbitrary, and may even be misleading. One
should use Chao's formulas with some care; they present a convenient
statistical tool/ﬁp be used if inconsistencies arise to gain
quantitative un” .standing of the discrepancies, but they can never
be a substﬁ”l,a’fbr the real task of the physicist, namely to find
the physicidl source of the discrepancy.

Using the corrections given in Eqs. (33,34) the results of the
adjustment of corrected integral data and a-priori values leads
exactly to the results of Sect. 2, provided that the posterior
covariance matrices are multiplied with x/n. This gives a foundation
to the practice of scaling-up covariance matrices with the factor
»</n when this quantity exceeds 1. i

In Ref. :221 Chao has also included model uncertainties, which
leads to differences compared to the above treatment, provided
that »° >> 1. His final expression for adjusted integral data in the
presence  of method uncertainties can be denoted as:

R' - Rexp = V(N4 V4 ‘. Ei_l EO, (35)

2+

Wt
1
el

which differs from the usual solution by a scaling factor (3+2)/3
of matrices Y and N. The corresponding covariance matrix is much
mote complicated rﬁ&j. It is remarkable to note the asymmetry in
this equation. This i‘-due to the fact that ’ is determined by

imposing a x‘-test on ‘;2: '
n= T Taengrep e g e (36)

Evidently, no "method negligence" is included, i.e. it is assumed
that [ has the character of statistical "noise" (Sect. 3). If a
“negl?gence" is included in the method as well, reformulation of
the adjustment problem as discussed in Sect. 3 reduces the problem
to th¢ previous situation, i.c. a solution given by Egqs. (3-7),
with covariance matrices multiplied with .- /n.

i 8. DATA EVALUATION AND UNCERTAINTY ASSESSMENT

Prior to any adjustment procodurF?all data, sensitivity
matrices and covariance matrices need tio be eva'uated. A few comments
uon the determination of neutron spectra have already been given
(Sect. 3). Some other remarks on the data evaluation problems
follow below. :

Experimental data; self shielding

As an example of the evaluation of [integral data we mention
here the analysis of the STEK integral data which are small-sample S
reactivity worths in five reactor cores Eﬂ. Most STEK samples were B
chemical and isotopic mixtures. subjedted to self-shielding.

N

I
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Another complication was that part of the reactivity worth is caused
by scattering rather than capture. When these effects are small,
corrections could be applied to obtain "clean" data, referring to
the capture reactivity effect of a pure isotope measured in infinite
dilution. In our application [I-ﬁ] we have corrected only for
chemical admixtures and scattering effects. In the adjustment a
number of isotopic mixtures having various degress of self-
shielding were considered. This approach avoids iterative procedures
which would be rieeded otherwise. On the other hand, the size of the
matrices involved in the adjustment process became quite large and
strong correlations were introduced in the a-priori cross sections
belonging to the various samples. By extending the a-priori cross
section vector with isotopic cross sections in infinite dilution

the required adjusted data were obtained ("indirect adjustment” [1}).
The covariance matrix ¥V of the (corrected) experimental data was
obtained by including uncorrelated statistical experimental errors,
errors due to uncertainties in sample composition, normalization
errors and errors due to the scattering correction [].5]. Another -
quite different - example of integral data evaluation is reported

in Ref. [29]. See also Refs. [13-15].

Iy

A-priori cross sections o

The assessment of uncertainties to the a-priori cross sections
should be made during the evaluation process. In the resolved
resonance range a straightforward way to obtain uncertainties in
multi-group constants is to use the uncertainties of the resolved..
resonance parameters and to apply the error propagation law
D]. Complications arise because of self shielding and correlations
between various resonance parameters [Cu At higher energies three
evaluation procedures could be distinguished, which are based on:
(a) nuclear model calculations with parameters from external sources
(1.e. no differenrial cross section measurements available),

(b) selection, averaging, smoothing, interpolation and extrapolation
of differential data,

(c) model calculations with parameters "tuned"” to available
differential data. o

In the first approach [1,2] the parameter; could come from
averaged resolved resonances (e.g. mean level spacing, average
capture width, neutron strength function), level scheme data,
Q-values, -differential data from rplated cross sections (e.g. optical-
model parameters from total cross section data), systematics or
theory. These "external" sources can be used to assign parameters
and their uncertainties (with possible correlations). From - hese
parameters the covariance matrix of (group) cruss sections can be
calculated [1,2]. Additional uncertainties in multi-group cross
sections dealing with the validity of the model cannot be attached
to parameters, but heed to be included also. Here we refer to Ref.

[2] for a discussion of these statistical-model errors. An advantage
of this approach is|that both "short-range" and "long-range"
correlations are inktroduced in quite a natural way.

In the second| approach [19] mentioned above the main task of
the evaluator is to|review the various differential data and to trace

i
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back the uncertainties and correlations. Usually the evalvitor can
only indicate for each mecasurement the statistical uncerrdinties and
a common normalization error, expressing the measured points by

o =nf;, 37)
where n is the normalization constant. For lognormal distributed
quantities the relative covariance can be expressed as !j]

Q..
—d = 1+ 04101, (38)
ﬁfxl,gj> itj5i) i

where c and r, are the fractional uncertainties. dnn and £. and p..
is the (unknowm) correlation coeff1c1ent of f. and f.. Assuming thit
Pys is a short-range correlation it could be para-etilzed as |11

p.. = (1-0)8,, +0 exp,[- -Ilf-] . (39)

“1] .1 ) 2+2
It is the task of the evaluator to assume reasonable values for ©
and y which refer to the fraction of short-range correlation and its
range, respectively. This information should follow from the
experimental method (resolution). From Eqs. (37-39) or similar
representations the co-variance matrix of the (group) cross sections
can be calculated. -

In the last-mentioned approach, which is probably closest to
common evaluation practice, the parameters are modified (mostly within
their uncertainties) to improve the agreement with differential data.
This may lead to smaller uncertainties in the parameters. However,
these uncertainties are difficult to estimate when the parameters
are "tuned" by means of "trial and error" methods. Therefore, it
seems better to introduce the differential data in an adjustment
process, like described in Sect. 5. Integral data could be included,
if needed, at the same time. Thus we advocate to base the a-priori
data and their uncertainties upon nuclear model calculations and to
adjust the calculated data to differential and/or integral data.

i
!

i 9. CONCLUSIONS
Ik
Most cross section adjustment problems can be formulated by
Eqs. (1,2) with (the solution [I given by Eqs. (3-7), assuming no
uncertainties 1n [iq. (Zi] and no correlations between experimental
data and a-pr1or1 data. I-portanh/a1-p1if1cationa may be obtained by
taking advantage of the statistical independence of the various
components (partitioning, partial ad;uatlent) or a transformation
of "the parameters N,10]. i
If the rvlat1on between a-prxorl integral data and parameters
is not rigid, “method" errors Un to be included in the covariance
trix of the /difference of experi intal and calculated intepral data
i{Eq. (lZi] This is easily showm by kxtending the adjustable vector
|
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with elements of G [I.I0.16,23:] and/or a "noise" term 4 to account
for those statistical uncertainties which are not included in the
elements of g (Sect. 3). In this reformulated adjustment problem the
adjustments in G and A are obtained explicitly from the usual
solution Eqs. (3-7).

‘ Instead of adjusting multi~group cross sections one could also
adiust the underlying physical model parameters [I,IB when their
number is not too large. In a practical application 6,25] a
selection of important statistical-model parameters has been adjusted
by applying Eqs. (16-18) [IJ after completing the multi-group cross
section adjustment. The parameters were used to obtain "adjusted"
point cross sections [25 . Adjustments in the resolved resonance range
are much more difficult to transfer to point cross sections (Sect. 4).

"Direct" point cross-section adjustment has been applied at
HEDL [lO—lZJ. This method is also problematic in the resolved
resonance range, but it has the important advantage that differemntial
experimental data could'be easily used together with the integral
data [l 2]. it

In principle it is also possible to formulate the adjustment
problem for continuous functions EIQJ, but it seems rather difficult
to include correlations in a proper way (Sect. 5).

Logarithmic adjustment I,IO,HJ, i.e. assuming lognormal dis-
tributed adjustable quantities, has to be recommendcd for most cross
sections, Lo, ensure positivity and to cope with asymmetric error
limits. The problem can be reduced to Eqs. (1,2) when the relation
between integral data and the logarithm of cross sections is assumed
to be linear [l . In that case the distribution of the adjusted cross
sections is again lognormal [1]. Otherwise, iterations may be needed
and the statistical distribution of adjusted parameters is wore
complicated DO] Furthermore, interpretation problems may arise due
to the difference between the expectation and most probalile values
{Sect. 6). '

The statistical x2-test (Eq. 8) is a useful tool to detect
inconsistencies, of whi-h the source should be investigated by means
of a re-analysis of all data involved. When this source cannot be
detected, but it is a-priori known that systematic errors are absent
(or small) in either the experimental or a-priori data still a
correction should be applied to the “suspected data. A statistical
estimate of this "negligence" [Zﬂ follows from Eqs. (30,31). If
the origin of the inconsistency is completely unknown a possible -
but arbitrary - approach follows from a distribution of the negligence
over both experimental and a-priori data in a ratio according to
their respective uncertainties EZZ . The result of this approach
leads to the usual solution Eqs. (3-7), except that the covariance
matrix of the adjusted data should be multiplied with the value of
x2 per degree of freedom. Inclusion of model parameters complicates
this picture. However, reformulation of the adjustment problem as
discussed in Sect. 3 reduces the problem to the previous situation
(Sect. 7). Chao tzi_‘ treats the special csse that it is a-priori
known that the negligence is not due to the method, assuming method
errors with a statistical ("moise™) character.

In practice a|large effort is needed to evaluate experimental
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data, a—prioriidata, sensitivity matrices and covariance matrices.
Usually the a-ﬁriori data are evaluated cross sections based upon
model calculations and differential data. A recommended approach is
to consider model parameters (based upon "external" sources) as
a-priori data. The calculated point cross sections could then be
adjusted to experimental data as described in Sect. 5 {11). In such a
procedure the three independent data sources, i.e. model parameters,
differential cross section data and integral data are used in a
con51stent way, provided that the covariance matr1x of the calculated
cross sections is derived from tkLe parameter covariance matrix
[l 2, 18] Other 'information used in this process is contalned in the

theoretical relﬁtlons and their method uncertainties.

|
|

=~ Bl
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Discussion
Peelle

For all speakers, what do you see as any desirable difference in
the use of simple integral experiments involving perhaps a single
reaction rate in a "clean" spectrum, and complex benchmarks like
critical axperiments. -

Rowlands (Comment)

I consider that it would be appropriate to take certain “simple”
types of integral measurement into account explicitly when
producing ENDF/B libraries. These ‘are measurements of reaction
rates in well-defined spectra and measurements for single
substances. For example, useful information could be obtained
from spectrum measurements in the iron block experiment on details
of cross section structure (such as minima), and this is best
taken into account in ENDF/B rather than an applications
library. However, more general integral data asre best taken into
account by adjusting an applications library.

I also have a question. You assume that fission product
cross sections have a lognormal distribution. Does this introduce
a bias into the average cross section for the sum of all fission
products present in a reactor? I suspect that if the
uncertainties are distributed in this way, the sum overestimates
the average cross section.

Gruppelaar

With regard to the possible effect of the lognormal assumption on
the summed fission-product cross section, I would likel to reply
that this is certainly & point that needs to be further
investigated. It is true that uncertsinties in these pseudo
fission-product cross sections are mainly of systematic nature,
and the effect you mentioned could be ome of the possible
contributions. !

Rowlands (Comment) «

As well as representing wethods uncertainties "explicitly,” it is
possible to represent integral measurement uncertainties in terms
of separate systematic error uncertainties (or bias), and, the
effects of composition uncertainties in the same way. It is not
necessary to introduce these additional variables becsuse all that
is required is the covariance matrix for (C-E). Bowever, it is
interesting to obtain these systematic error estimates (or bias
estimates) explicitly. The different. ways of trealing these

effects does not affect the ad justments. 0
| A
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Gruppelaar

I fully agree vith your” last point. The advantage of an explicit
formulation is that one is forced to think of all kinds of
possible uncertainties. It seems advisable to firmulate an
ad justments problem first in its most explicit form before it is
decided which parameters one would like to obtain from the
ad justment calculation, introducing method errors for the
remaining (implicit) parameters. I would like to note that
7 ‘certain uncertainties cannot easily be attached to explicit
e parameters, for instance the uncertainties introduced by neutron
A width fluctuations of the calculated (statistical-model) cross
4 sections. These error sources are easily overlooked, but they say
be very important because they allow for local variations in the
cross sections just above the resolved resonance range.

Pearlstein {(Comment)

The influence of integral data on ENDF/B can be exaggerated.
Recent adjustments of fission product cross sections based on
integral data is not typical of the general case. The ENDF/B 235y
fission cross section is based on what will be a good measurement
Y standard and not on what will necesssrily give good ansiirs in
S /// criticals. The systematic errors associated with integra! data
- ol still require csution in its use (integral data) to adjust
i differential data. Some small risks are taken to ensure that
) ENDF/B will be useful for applications because it is believed that
this is necessary to continue ENDF/B development.
The condi:ions for using integral data to improve
different‘ial//a'ata have still not been. addressed. Differential
da*~ can be/used in the forward direction to calculate integral
data because the laws of physics are assumed to be understcod.
This is all right provided the physicist has thought of
everything., But there are generally too many degrees of freedow
to improve differential dats working backward from integral
data. Consistency between integral dats and differential datas
does not necessarily imply understanding. In my analysis of 14 ‘
bare homogeneous criticals I used five parsmeters (cross i
sections), but actuaslly it is only a two indepemdent varisble
problem. The critical height can be observed to depend omly om
volume (buckling) and the ratio of hydrogen to ursnium. This
information is sufficient to predict heights for intermediate
cases. It ic not obvious that the use of a five parameter theory
to represent a two parsmeter problem will necessarily improve owr
understanding of differential data.




Perey

I like ver‘y much your presentation. I do not share, however, your
enthusisasm for the log normal distribution in wost applications
you seem to use it. I thinﬁ”“ybu use it mostly to treat relative
data, and in general it would take a very special ntuat:.on to
lead to a lognormal distribution. =

Gruppelaar ' )

The lognormal distribution was adopted at our laboratory mostly
for practical reasons, to avoid negative values of the sdjusted
capture cross sections at high energies, where the uncertaintig

are quite large and must be asymmetric. Auunmgﬁ lognormal f» .
distributed cross sections is a convenient way tok\ﬂgpe with thyse
problems. W

5 S

Menapace

In connection with the method of adjusting model parameters and
from discussions with one of the authors Gaadini, it was realized
that special care should be taken to properly account for .
correlations among the parameters (e.g., average __ and mean ~
level spacing). In addition, the ad justed parameters should be
considered cnly as an indication by evaluators who have to
consider their physical compatibility and then utilize this
information in a further evaluation.

Gruppelaar

;\

I think that what you are saying about T, aud D, is that these
two parameters are certainly correlated. And after adjustment
they are even more correlated. But these correlations could be
introduced. Of course, you must be very careful in:the
interpretation of any ad justed parameter.

- 1% -

L




SESSION IV

RADIOACTIVITY DATA
Chairman: C.W. Reich EG&G

- 161 -

4




EVALUATION PROCEDURES FOR EXPERIMENTAL DECAY DATA

R. L. Bunting and C. W. Reich

Idaho National Engineering Laboratory
EG&G Idaho, .Inc.
Idaho Falls, Idaho 83415, U.S.A.

ABSTRACT

The file of radioactive-nuclide decay data included
in ENDF/B is intended to provide a commonly available
base of evaluated decay data relevant to reactor research
and technology and to nuclear-power applications. Conse-
quently, the types of data ig contains have been care-
fully chosen to permit their)application to 2’wide
variety ot reactor-related problems while still retain-
ing a relatively compact size. In this paper, we
briefly review the history and purpose of the decay-
data evaluations for ENDF/B, together with the sources
and types of -experimental data considered. The impor-
tance of the generic relationships of the radiations
emitted following nuclear decay is discussed and their
treatment in ENDF/B is illustrated. For purposes of
illustration, an example of an experimental decay-data
evaluation is presented. The procedures for accounting
for the various atomic processes associated with nuclear
decay are presented. The increasing availability of
data from the study of the complex decay schemes of
nuclides with large decay energies (e.g., short-lived

“fission products) presents a special challenge, for re-
actor-related decay-data _evaluations. The unique
problems posed by inherent limitations in these data are
pointed out. The need for new data types and experi-
mental techniques specially tailored to produce the
information required for reactor-technology applications
is indicated. The potential relevance of existing beta-
strength-function measurements as one means of addressing
these problems is discussed.

I. INTRODUCTION
Seven years ago, the nuclear-data content of the Evaluated

Nuclear Data File (ENDF/B) was expanded to permit the inclusion
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of detailed information from radioactive-nuclide decay. The
impetus for this expansion was provided by the recognized need for
a common, reliable base of evaluated data for use in summation-code
calculations of the fission-product decay-heat source term. To
address this need an ad-hoc working group, the Decay-Heat Task
Force, was organized. The data base produced by this group ap-
peared in 1974 as the Fission-Product File in Version 1V of ENDF/B.
The INEL participation in the work of the Task Force centered in
two areas: (i) deciding on the types of decay data to be included
and their organization; and (ii) preparing evaluations of these
data for a number of “important"” fission-product isotopes. A
detailed discussion of the categories of decay data incorporated
into ENDF/B-IV and their organizatien, together with a listing of
those nuclides for which decay-data evaluations uere carried out,
is given in Refs. 1 and 2.

With the completion of this initial phase>of the decay-data
evaluation effort, as evidenced by the incorporation of the results
into ENDF/B-IV, the emphasis of this work was directed toward
future versions of ENDF/B. The decay data included in Version V
of ENDF/B differ in two respects from those in Version IV. First,
the nuclide coverage has been considerably expanded. Version 1V
contained INEL-evaluated decay data for 198 nuclides (and isomeric
states), 180 for the Fission-Product File and 18 for“the General
Purpose File [1]. For ENDF/B-V, decay-data evaluations have been
done for nuclides in three separate files: the Fission-Product
wa11e, the Actinide File and the Activation File. In the Fission-

Product File, exper1mental decay-data evaluations now exist for 318

wsotopes {(including isomeric states). In the Actinide and Acti-
fation Files, such evaluations are included for 60 nuclides and

;U nuclides, respectively. [In addition, a MOD for the Actinide
File is presently being prepared. This will include evaluations
for 42 more nuclides. This MOD, together with the Actinide File,
will provide coverage of all the isotopes in the major actinide
decay chains.]

The second respect in which the decay data in ENDF/B-V differ
from those in Version IV lies primarily in the treatment of several
processes not explicitly.considered in the Version-IV file. .
Generally these changes do not represent major modifications in o
the structure of the file but rather closer definitions of some
of the previously defined quantities. This permits tha-Vaersion-V¥
data, for example, to provide an improved description of the tempo-
ral relationships in delayed-particle emission, the radiation
spectra associated with internal-conversioh and the "continuous"
radiation spectra associated with such processes as internal
bremsstrahlung and delayed-neutron emission. Our experience to
date with this expanded data format has been such that we do not
foresee major changes in it in future versions of ENDF/B. Conse-
quently, it seems appropriate at this point to present a brief
overview of the types of d2cay-schene data that are presently
being incorporated into ENDF/B and the evaluation procedures that
are involved in generating this information.

W
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II. DECAY DATA E\ALUATION FOR ENDF/B

. A. General ConSIderatlons

The primary funct1on of the decay data in ENDF/B is to provide
a description of the energy emitted in radioactive decay, both the
form in which it appears and the time at which it is produced. In
this respect, the ENDF/B decay-data file is not intended to replace
such broadly oriented data compilations as the Nuclear Data

“Sheets [3] or the Table of Isotopes {4] but rather to present an
evaluated subset of those“data, tailored to.the identified needs
of the nuclear-power program.- )

The types of decay data included in ENDF/B can be broken down
into two general categories: level properties and radiation:
spectra. Data in the former category are providiéd only for ground
states and isomeric states. [Isomers, which by_donvent1on in' the
file are excited states,with half-lives >0. .1 sf¥are treated on
an equal footing with ground states: each isomeric state has its
own set of evaluated data, separate from those of its associated
ground state.] The level information inclucdes half-life, spin and
parity, decay modes and, for each decay mode, the total energy
available to it (Q- value) and the fraction of decays of the state
which proceed via that mode. In the schematic decay scheme shown

jn Fig. 1, for example,|the 1somér-c state AZ* decays via g, B +
e.c., delayed-neutron emission and via y emission (isomeric-tran-
sition decay) to the ground state; thus, information on four decay
modes must be provided. If isomers exist in the daughter nuclei
and are populated in the parent-state decay, the energy associated
with their decay will exh1b1t a time dependence different from
that of the parent. [Th1s can be a significant effect in some
applications, such as, fur example, decay heat.] The ENDF/B decay-
" data file takes this into account by tredting the feeding of a
daughter-nucleus isomeric state as being a separate decay mode,
distinct from that feeding the ground state (even though, of
course, the same type of radiation from the parent is involved in
both cases) In this case, the radiation emitted following the
isomeric-state decay is included in the data set for that isomer
and not in that for the parent nucleus. <In Fig..1, for example,
since it feeds both a gaughter-nucleus isomeric state and ground
state (in the e.c. + 8 decay), the parent isomeric state will have
five listed decay modes in ENDF/B, even though only four radiation
types are actually emitted in its decay. Furthermore, the tran-
sition y* will be found in the data set of the daughter-nuc]eus

isomer, (Z -1)*, and not in that of the parent state, Z* A good
example of how this situation is trg:ted in ENOF/B is provided by
the well-known case of 137CsThe characteristic 661. 6-keV y ray
associated with 137Cs actua]]y arrses\from the decay of 2. Ss-nin
137mBa, Even though thel ground state of 137Cs decays only via g~
emission, its ENDF/B data set lists tJo decay modes and no y radi-
ation; the 661.6-keV y ray is listed in the data set of 137l8a

|
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Data .in the second category, that involving radiation spectra, .
include energy and intensity information for the various individual '
transitions, as well as computed average-energy values. Radiation
t¥pes for which such spectral data are presently included are ¢ ,

8", a, v, conversion-electron, x-ray, annihilation_radiation and
internal bremsstrahlung. Delayed-neutron spectra, as well as those
of spontaneous-fission neutrons, protons, etc. can readily be
treated as well; but no such data have been included in ENDF/B at
the present. time. -Other information, unique to different radiation
types and which are useful in deriving important quantities from
them, is also given. Examples of these are the y-ray multipolari-

"ties, used to derive conversion-electron and x-ray spectral infor-

mation (see Sect. III.E below) and the forbiddenness character of
the 8* transitions, which is needed to compute average g8 energies

(see Sect. II1.A below). n
Since the focus of the present discussion is on the details

~gf the evaluation of decay data for ENDF/B rather than on the

structure and organization of the data within the file, we will not
emphasize this latter information here. Discussions together with
specific examples of this file format, at least as it is organized
prior to its translation into the.standard ENDf/B format, are

given .in Refs. 5 and 6. & ~

B. . A Sample Experimental Decay-Data Evaluation

" In order to more fully illustrate.the decay-data evaluation
process and the relationships of the adjacent members of a decay
chain, a sample evaluation for some members of the A=88 decay -
chain is given here. The data discussed in this“section and given
in the referenced figures are taken from Ref. 7. .

Fig. 2 illustrates one of the simplest types of decay schemes
which must be treated by the evaluator, one in which the intensity
of the decay branch to the daughter-nucleus ground state is known
to be zeroc. At the time this evaluation for 88Y was completed,
no single set of published y-ray data was conclusive enough to )
completely describe ail the details of the decay scheme:. To ‘
determine the absolute y-ray emission rate {cf. Fig. 2), the total
y-ray transition intensity to the ground state was first determined
using. a set of y-ray relative-intensity values. This set of evalu-
ated relative intensities was chosen such that the intensity values
from a number of studies could be referenced to a common ground-
state y-ray transition, namely that of v,. This choice of data
provided a common 1ink for the various references used in the
evaluation, Based on all the available data and the adopted con-
version and pair-production coefficients, the absolute y-ray
intensities were determined by requiring that the total y-related
feeding of the ground state was 100%. The above procedure is also
often referred to as anjintensity normalization.- (For clarity,
the uncertainties for tﬁe measured and deduced values have been
omitted here. The calculation of the uncertainties for the de-
duced quantities is straightforward and the details are contained
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in Ref. 7.) Finally, the electron-capture (e.c.) decay intensities
were determined from the y-ray transition-intensity balances at
each level. Additionally, the atomic vacancies produced in the
e.c.-decay and internal-conversion processes can be used to calcu-
late the conversion- and Auger-electron spectra; and the annihi-
lation radiation 1ntens1ty can be deduced: from the pair-production
coefficient, am, and thex Q\ intensity. References to ~30 published
_journal articles were used in the B8Y evaluation. The large number”
of references used in this evaluation correctly indicates that this
is a well-studied decay. However, the numerous publications
actually report selected measurements for only a few of the quanti-
ties (i%%., y-ray intensities) observed in the decay. The pro-
cedure illustrated here skows our method for arriving at a common
set of values for all of these quantities, consistent with this
extensive, but only partially overTapp1ng, set of results.

The second example, the decay of 83Rb, is given in Fig. 3. As o
in the previous example, this decay‘popu]ates levels in the ; S
daughter nucleus, 88Sr. Some of the y rays observed in the :28Y and ¥
88Rh decpys will depopulate the same 88Sr levels. Hence, the 24
‘ meaSurea’y-ray energywvalues in one decay may be improved if more
prec1se energy measureﬂents have been made for the other. Here,

8Y is a y-ray energy ca11hrat10n standard and was used as such

in the experimental determination of the 88Rb y-ray energies. For
the 88Rb decay there have been three relatively good measurements
of the intensity of the ground-state 8 transition, gy. This is
rather unusual, since the measurements of the intensities of ground-
state g transitions are seldom done as part of a "routine" decay-
scheme study: they are generally difficult to carry out and much
of the nuclear-structure information sought in these works can be
deduced without a precise knowledge of this quantity. The point to
be made here is that, even with a precise value for gy, the pro-
pagat1on of errors may lead to an unde51rab1y large uncertainty
in the absolute y-ray intensity determination (or intensity normal-
jzation). This lack of precision will also affect the reported
intensities of the y-ray and 8 spectra and, through them, the
average energies of the various decay modes. Groups located at.
several laboratories are addressing this problem of absolute y-ray
intensity determinations, but the available data encompass only a
few of the radionuclides for which otherwise good,decay-scheme data
are available. W

In some instances it may be possible to deduce the intensities ’ '
of an unknown ground-state beta branch from a careful analysis of cm
a decay chain containing at least one nuclide which has a well- b
known ground-state branch. This procedure is illustrated in Fig. 4.
Note that the tabular“data given in Fig. 4 correspond to those
given in Fig. 3. A carefu]]y measured ratio, R, relating the
y-ray intensity in the 88Rb-decay to that in the 88Kr decay for the
transient equilibrium condition given here, is required. The value
R usually represents a time-incegrated quantity and it is calcu-
lated at some time after the isolation of the 88Kr parent activity.
A calculated activity ratio, A, can be obtained by integrating the

) N,

\\\\
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parent-daughter decay curves. USIng these data, along with the
known intensity of the 88Rb ground-state beta branch, go(Rb) from
Fig. 3, one can calculate the 8Kr ground-state beta branch, go(Kr).
The values calculated for these results also illustrate the errvor
propogation for such calculations. The procedure described here
was used to determine the value (13+7)% for 8y(Kr). Before the
A=88 evaluation was completed, the results of a direct measurement
of By(Kr) were published. This measurement reported a value of
(13+5)% for gy(Kr). The excellent»qr"enent of these two values
supports the validity of the evaluatlon technques described above
for cases where unknown ground-state beta transitions must be

‘deduced from other considerations. The A=88 evaluation quotes

(1335)%, the measured value, as the adopted value for gp(Kr).
al ) . ) L

0

11 COMPUTATION OF AVERAGE-ENERGY VALUES FROM EVALUATED DECAY DATA

One of the .important categories of decay data included in

UENDF/B is the average energy (per decay) for the various emitted

radiation types. Provision in the ENDF/B format structure is made
for the inclusion of an average-energy value for each of the
spectrum types treated. Some of the possible spectrum types are:

(a) 8
(b) e.c. +s (e.c.=electron capture)
{c) a
(d) ni p )
(e) vy-ray
(f) e  (conversion and Auger)
* (g) x-ray, internal bremsstrahlung and ann1h1latlon radiation
(i.e., photons not resulting from a transition between
two nuclear levels). -

(At the present time no spectral information for protons or
neutrons is included in the file.) The average-energy data for
these radiation types-are further grouped into three general cate-
gories: electrons; photons; and heavy particles. The electron
category contains 8 , 8°, conversion electrons and Auger electrons.
The photon group 1ncludes contributions from y rays and the radia-
tions in (g) above, while the remaining contributions are included
under the heading of heavy particles.

The average energy and atomic-spectra calculations to be dis-
cussed here are performed using the computer code PCPDE [8], which
has been developed at INEL. PCPDE also carries out the necessary
file-editing steps to incorporate the calcu]ated results into the
f1na] evaluated decay-aata files. §\§§§

A The g* Spectra :
I
The gt endpoint enerdy, Eq ., and intensity, Ig., for the
individual g* transitions are generally determined from the

B



analysis of the decay scheme. The 8 spectrum of an individual
transition is, of gourse, _ continuous and the shape of this spectrum
is different for 3% and B~ as well as for the different angular
momentum transfers in the decay. The two distinct spectral shapes
treated in the ENDF/B evaluations are those of the allnwed and
first-forbidden: unique beta transitions. The first-forbidden
nonunique and second-forbidden nonunique spectral shapes cannot
generally be calculated and must be measured. Few measurements of
these spectra exist, however, and the allowed spectral shape is
assumed for these transitions for the purpose of calculating the
average energy, (EB), in ENDF/B. Al1 other transitions are assumed
to have the shape of a f1rst—forb1dden, unique spectrum. The
average energy for a g* transition is related to the g endp01nt
energy, EB s by the expression

{Ee;) = g (2 Eg.Shape) x Eg

In the above expression for (EBi> fg is a function of the B-

spectral shape, the daughter nuclide Z-value and the g-endpoint .
energy. The calculated values for fg(Z,Eg), or (Esi) /EBi’ used ) » .

in PCADE to determine the average energy for a 8 transition were
obtained using the computer code LPGFT [9,10] supplied by the

Nuclear Data Project at ORNL. L@GFT is also the general code _
utilized by the U.S. Nuclear Data Network for calculating the g -

decay and (g*+e.c.)-decay properties. Four tables of f, are used | ’ -

in PCBDE. These tables 1nc1ude the allowed and first-forbidden .
unique values for both g~ and gt transitions. Each table consists
of 160 values, 16 energy values from 10 keV to 10 MeV.for each of
10 Z-values from Z=10 to Z=100. A double cubic-spline interpola-
tion procedure is used to first define fB(Z E)]E1 for each energy

for the specified daughter-nucleus Z-value and then ‘compute
fo(Z,E; )(Z for each g-endpoint energy. A plot of fg for the

a]]owed 8~ transitions is shown in Fig. 5. The smooth curves were

generated from the cubic-splines interpolation procedure in PCADE , @

using a 100-point energy mesh. The overall average g energy for
the decay, (EB),ﬂis determined using the expression

(E ) = z:fsi(Z,E,Shape) X Eg, xX1Ig; ’ ?\

where the sum is over a]] the individual g transitions and IB is , "q

the intensity (in g's per decay) of thﬁ j- th g transition. i
| S

1. Uncertainty in the average B-decayhenergy - q(kg)

Special consideration has been g1an to the calculation of
the uncertainty in the average e-decay energy First we note that
the uncertainty in the endpoint energy,|q » of each
transition is as a general rule, equal [to tﬁé uncertainty in the

Q-value for the decay. Second, the sum of ti tal g-decay

/
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intensity is constrained to be equal to the #-decay fraction.
Because of this imposed constraint, a simple error propogation
based on the uncertainties in the ¢ intensities alone does not
provide amaccurate estimate of the uncertainty in(E:}. (It
significantl ' overestimates this uncertainty.; That portion of
a{E,) whick is due to the uncertainty in the £ intensities,
c'<TEB). can be shown [11] to be given by the expression

NG D2 T
o2 Ced= T CEey) 1.507% - > 85) ~
T Xty

The first term of Eq. (1) is the usual expressicn of the variance
for the unconstrained problem, while the second term gives the
reduction in o'({Ec)as a consequence of the constraint. To complete
the caiculation of o€E=?, the uncertainties in the overall .-
intensity normalization and the J-vaiue are coubined 11 yudagrature
viith c'é? . 3

(1

B. Electron-Capture (e.c.) + Positron Decay

In the case of e.c. + gf decay, gdditional contributions to the
total average energy cther than the 2 treatment described above
exist and must be taken into account. Each positron givcs+rise to
two annihilation quanta (E = mgC2 = 511 ke¥). The total =
intensity, then, can be used to calculate the contribution of the
annihilation radiation to the phgton spectrum. Also electron-
capture is always present when g decay is possible. This process
gives rise to the production of x-rays.(and neutrinos as well, but
these latter radiations are not included in the data file). To
calculate the x-ray intensities, the atomic vacancies produced in
~ the electron-capture process must be computed. The probability,

PK(PL) of producing an atomic vacancy in the K(L)-atomic shell
is defined as the number of K(L) vacancies per e.c. decay. These
probabilities are determined from calculations based on L@GFT
[9;12]. These probabilities depend on the energy-available to the
electron-capture transition, Z and the different angular momentum
transfers in the decay. .The electron-binding energies used in
PCADE for the K through N, shells are taken from Ref. 13. The

total qumber of K-shell vacancies, VK; in the e.c.-decay process
is given below as a function of the calculated probabilities, Py,
and the electron capture intensity per decay, le.c.i,

Vg = _E:Ie.c;iPK(z’Ei) .
A similar expression can beﬁwritten for the L-shell vacancies.
The calculation of the x-ray and Auger-electron spectra resulting
from the filling of these vacancies is discussed in section III1.G

below.
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C. The a-Decay Contribution to the Average Energy

“ The energy values listed for the individual , transitions in
the ENDF/B files are the observed :-transition energies. These
differ somewhat from the decay energy available to these tran-
sitions. The difference between the available energy and the
observed energy is carried by the recoiling nucleus. 1n calcu-
lating the average u-decay energy given in ENDF/B. this recoil
energy is included. This is done by multiplying the observed
a1 energy by the factor A/(A-4), where A is the mass of the decaying
nuclide (and 4 is the x-particle mass). Since the sum of the «
intensities is constrained to be equal to the :.-branching fraction
of the parent nuclide, the calculation of the uncertginty in
(Eg)is carried out in a@ manner similar to that for : and <
radiations [see Eq. (1)]. -

\

\

N

The Treatiént of Neutron and Proton Energy Spectra

Provisicns exist for incorporating both continuous and dis-
krete rneutron and proton spectra in ENDF/B. However, there are no
current examples of these spectral types in the file and since the
procedures for treating these data are straightforward, we have
chosen not to discuss them here. '

y

€. The Gamma-Ray Spectrum V4

The treatment of the v-ray spectrum is straightforward. The
average energy per decay, (Ev), is given as the sum of the products
Eyilyi for each y ray, i, 1n the spectrum. The intensity values,

IYi, in this case repkesent the number of photons emitteq per

decay. Since the y-ray intensities are rot “constrained®’ in the
same sense as are those of the primary radiations (e.g., 5°,a),
the uncertainty in {Ev) can be calculated using a standard error
propagation expression, viz.

:72 <EY) = 1_2[(O(Eﬁ)'Ivi)2+(c(lvi)'f‘ri)2] .

The internal-conversion prccess, generally associated with y-ray
processes, is considered in somewhat more detail in ENDF/B-V
than it was in the Version-1V File. The known y-ray multipolar-
ities and/or measured internal-conversion coeffxcients, which are
included in the file, are used to calculate the conversion-
electron spectrum and associated electron-shell vacancies. The
use of y-ray multipo]aritles to calculate the conversion-electron
information is preferred pver the use of measured internail-
conversion coeffipients.ééihce the multipolarity is generally
derived from a much broader range of experimental data. The use
of the y-ray multipolarities for these calculations is also
preferred since the theoretical internal-conversion coefficients

'
L
~ad
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derived frou them are generally more precise than the measured
values. In a number of well-documented situations, the measured
internal-conversion coefficients differ significantly from the
theorerical values. Examples of this are provided by the LI— and

LII-shell conversion coefficients for some highly retarded El

transitions in the actinide region and measured penetration effects
for certain M) transitions. In such cases, the evaluators gener-
ally choose to use the measured values, rathec than the theoreti-
cally predicted ones based on the y-ray multipolarity, to compute
the conversion-electron and x-ray spectra.

F. ng_ConversioniElectroﬁ Spectra

The ENDF/B conversion electron spectrum is generated from
known y-ray energies and intensities, using their associated
internal-conversion coefficients or y-ray sultipolarities. (See
section 111.E aboves) Up to six electron lines (K, Lps Lyps Ligpet

M and N+) are calculated for each’y-ray transition. The M+ (or N+)
notation signifies the M (N) plus higher shells.) The energy of
the conversion-electron eJected from the j-th atomic (sub)shell is
calculated from the relation

CE{j) = £, - BE(J) .

wheré BE(j) rébresents the atomic electron binding energy for the
j-th (subj)shell and Ey is the y-ray energy. The corresponding
conversion-electron intensity is calculated from the relation

CI(3) = Lo %
where I, is theHY ray intensity (in photons per decay) and 15

is, the J ~-th .(sub)shell internal-conversion coefficient. The
number of electron vacancies generated in the K- and L-shells from

/this process is given by the relation,

’ = I and
=1 (u taq *ta ).
LT e eyt
respectively.
If a y-ray entry has associated with it a mu]tipo]arlty.
PCPDE calculates a set of theoretical internal conversion coeffi-
cijents for theK, LI’ LII’ LIII’ "I? .« o ey Hv, and Nt atomic

shells using the’theoretical values in Refs. 14, 15, 16, 17.

-‘The electron spectrum resulting from the internal conversion of

this transition is calculated as indicated above. The five M-
subshell lines.are contracted into a single M-shell entry by
summing the electron intensities and calculating a single inten-

: sity-ueighted energy value. All non-zero conversion data for the

K, L I’ LII’ LIII’ and N+ shells are entered into the spectrum.
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The calculated Tgs Qs Opgy and TTOTAL values are also recorded with

the appropriate y-ray record in the final ENDF/B file.
Uncertainties in the conversion-electron intensities are

calculated from the uncertainties specified in I, and oy The
uncertainties in aj are determined using either the quoted un-

certainties in the mixing ratio of the transition or an assumed 3%
uncertainty in the theoretically calculated a; values, whichever is
larger.

A similar procedure is used to calculate the conversion-
electron contribution from the y rays for which the K-, L- and M-
conversion coefficients are specified. The electron energy associ-
ated with these shells is given as CE(K), CE(LII) and CE("III)"

respectively. The uncertainty in the electron intensities is
defined as above, using the stated uncertainty in the aj's.

Because the conversion-electron list can become quite ex-
tensive, only those entries are retained in the ENDF/B file
contents whose intensities are either greater than 12 of the wost
intense line or whose contribution to the average conversion-
electron energy is at least 1%. All of the computed conversion-
electron lines are used in-the calculation of the average energy,
even though not all lines are listed in the ENDF/B electron

spectrum.
G. The X-Ray §Qgctrum

The x-ray spectra contained in ENDF/B are calculated from the
number of K- and L-shell atomic vacancies generated in electron-
capture decay and conversion-electron emission. Other data re-
quired for-these calculations include values for relative x-ray
emission rates and fluorescence yield cata.

For each spectrum, the riumber of /K-x-ray lines included
depends on the Z-value for the 7inal nucleus according to the

following: 7~
Z <6 no x-ray ca]culations are perforned

720 Ky Ea
Z < 36 KQ]’ 2. KB
z < 100 Kq'la Kaz: KB]I \-K é .

{The notation used: here is the standard Siegbahn notation [18].)
The Kg; component includes the Kg, + Kgy + Kg. lines and the Kgs.

component includes the Kaz + K34 1ines. The expressions used to

calculate the K-x-ray intensities and energies in ENDF/B are con-
ventional expressions based on the values for the relative x-ray
emission rates, Ka/Ks, Kazlkal and Kazlxal. and electron binding

energies. The values for the relative X-ray emission rates are
taken from Ref. 18. Valuesifor wi and wy» the K-shell and average

)
0
oy
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fluorescence yields; and Pt the number of L-shell vacancies

created in filling a K-shell vacancy, a:e obtained from Ref. 19.
It should be noted that the relative intensities of the various
\.onponents of the K-x-ray peak structure can be reliably calcu-
lated using these expressions and give goog\agreement with-those
observed experimentally.

In contrast with the situation for the K x-rays, the relative
intensities of the L-x-ray spectrum cannot be reliably calculated.
The total L-x-ray intensity, however, is related to the total
number of K- and L-shell vacancies, and this quantity can be calcu-
lated rather simply and with some confidence. Consequently, for
ENDF/B, ‘the total L-x-ray intensity has generally been collected
into a single line. The energy of this L-line has been chusen to
be that of LBI' This choice appears to provide a reasonable

average of the L-x-ray spectra for a number of measured cases in
the actinide nuclei. - "

In a number of cases in the actinide nuclei, measurements cf
the L-x-ray spectra have been reported. In these cases the
experimental data are given in ENDF/B for the four prominent peaks
in the spectrum (namely, Ly, Lz, L8 and i>).

Two additional data types which are included in the ENDF/B
x-ray 1 <tings are: (i) the annihilation radiatiov produced in

g* decay and in pair-production processes involving higher-energy
(>2moC2) photons; and (ii) the continuous-energy photon distri-
butions, such as those produced in internal bremsstrahlung. These
data contribute to the overall photon spectrum_but do not arise
from direct transitions between nuclear levels.

1v. THE CHALLENGE OF COMPLEX DECAY SCHEMES

The increasing use of the techmques of on-line isotope
separation and fast radiochemical separation in nuclear spec-
troscopy is producing a large amount of new decay-scheme data on
short-lived nuclides. These data have provided a wealth of new
and- interesting nuclear-structure information. However, they
present potentially difficult problems for an evaluator interested
in incorporating them into an energy-oriented data file, such as
ENDF/B. These difficulties result from the fact that such nuclides
generally have large Q-values (greater than, say, 5 MeV). For
the medium-heavy and heavier nuclei (A:100), these decays populate
regions of rather high level density in the excitation spectrum of
the daughter nucleus. In such cases, which in many respects
reseable the situations encountered in neutron-capture gamma-ray
spectroscopy;-an_appreciable fraction of the gamma-ray strength
may be unobserved. “fonsequently, ach%eving a realistic intensity
(and hence energy) balance within these complex decay schemes
becomes difficult, if not impossible.

| v ii

\
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Attention has been called to this problem by Hardy et al. [20].

Using statistical arguments in the context of a spec1f|c case,
namely the electron-capture decay of !“"Gd (Qe.c. = 5 Me¥), they
demonstrated that much of the ,-ray 1ntens1ty could remain un-
observed under normal experimental conditions. They suggested
that this (unexpected) nonobservation of a significant fraction of
the y-ray intensity called into question the validity of many
complex decay schemes determined from conventional nuclear-
spectroscopic methods.

This possibility has significant implications for the evalu-
ation of decay data for ENDF/B, in particular for the short-lived
fission products. A knowledge of their decay data is important
for the calculation of the decay-heat source term, especially at
short cooling times. It also calls into question theé utility of
the conventional nuclear-spectroscopic studies as a means of
producing realistic values for those quantities important for decay
heat. [Note that this problem is independent of the usual, and
well-recognized, problems of unassigned or misassigned y-ray
transitions and inadequate counting statistics.] Thus, for complex
decay schemes, the conventional evaluation methods, using the
measured y-ray intensity information to deduce : intensities and
compute average-energy values may lead to a systematic (and un-
realized) biis in these quantities.

To produce accurate values for these average energies, 1t
appears that specialized experimental techniques, designed spe-
cifically to measure them, may be required. Total-absorption ;-
and y-ray spectroscopy seems to be a promising method to do this.
In fact, examples of the use of such information to provide
"experimental” (Eg) and (E) values already exist in the ENDF/B-¥
Fission-Product’ F1le The measurement of g-strength-function data
for a number of short-lived fission products [21] employed a total-
absorption technique. It has been pointed cut [6,22] that this
g-strength-function information could be used, at least in
principle, to infer {Eg) and (Ey) values for the fission-product
isotopes studied. Since no other measured data had been reported
for the radiations emitted in the decay of 38 of these isotopes,
these deduced average-energy values were included in the ENDF/B-V
Fission Product File. The initial motivation for this was primari-
1y to increase the number of nuclides in the file for which
"experimental” average-energy data were listed.

It should be pointed out that the g-strength- function data of
Ref. 21 were not measured with the specific objective of pro-
ducing average-energy values, and the accuracy required to deter-
mine these values may not be inierent in the data. Consequently,
our use of these data for this purpose, while "in principle”
Justified, may in practice be open to question. However, for those
iisclides which have both measured g-strength data and convention-
a]/‘iy measured decay-scheme data, the agreement in the two sets of
~average-energy values appears reasonably good [6,22]. It seems
likely that, for future versions of ENDF, the “data of choice" for
average-energy values of short-lived fission products will result,




not from the conventional nuclear-spectroscopic studies, but froo
new exper:ments, specially designed for this purpose.

1.

10.

n.

4

4

j REFERENCES
C. W. REICH, R. G. HELMER and M. H. PUTNAM, “Radicactive-
Nuclide Decay Data for ENDF/B," USAEC Rep. ANCR-1157 (ENDF-210; .
ldaho National Engineering-Laboratory (1974). '

(. W. REICH and R, G. HELMER, "Radioactive-Nuclide Decay Data
in Science and Technology," in Proc. Conf. on Nuclear-{ross
Sections and Technology, Washington, D.C. (1975}, NBS Special
Publication 425, Vol. 1, p. 14-20.

Nuclear Nata Sheets, Arademic Precs. New York and Landon,

C. M. LEDERER and V. 5. SHlRLEY; editofs, Table of Isotopes,

Seventh Edition, John Wiley and Sons, New York (1978;.

C. W. REICH, "Status of Beta- and Gamma-Decay and Spentaneous-

Fission Data From Transactinium Isotopes," in Proc. IAEA

Advisory Group Meeting on Transactinium Isotope Nuclear Data,
(ar]s§uhe (1975) REPORT IAEA-186, Vol. III, p. 265-308
1976 ,

C. W. REICH, "Applications of Fission-Product Decay Data,"
in Proceeding of the Isotope Separator On-Line Workshop, ;
Brookhaven National Laboratory, {1977), USDOE REPORT BNL- )/
50847, p. 109-148 (1978). i

R. L. BUNTING and J.J. KRAUSHAAR, “Nuclear Data Sheets for
A=88," Nucl. Data Sheets, 18, 87 (1976).

[

R. L. BUNTING, “PCADE-A Computer Code for Generating Atomic
Spectra.and Average Nuclear Decay Energies using the INEL
Decay Data Master File,” Idaho National Engineering Labora-'

_tory, Unpublished (1979).

W. B. EWBANK, "LOGFT-A Computer Code for Calculating s~ - and’
Electron-Capture-Decay Properties,” Qak Ridge National Labo-
ratory - Nuclear Data Project, Private Communication (1977).

N. B. GOVE and M. J. MARTIN, "LOG-f Tables.for Beta Decay,"
Nucl. Data Tables, 10, 206 (1971).

F. W. SPRAKTES, Idaho Natignal Enq1neer1ng Laboratory,
Private Communication (1976). .

-176 -




iz,

13.

- 14.

15.

17.

18.
" K and L Relative X-Ray Emission Ra*es," At. Data and Nucl.

19.

20.

21.

22.

M. J. MARTIN and P. H. BLICHERT-~TOFT, "Radioactive Atoms.

Auger-Electron, +-, .-, -, and x-ray Data," Nucl. Data

Tables, 8, 1 (1970).

J. A. BEARDEN and A. F. BURR, “Reevaulation of X-Ray Atomic
Energy Levels," Rev. Mod Phys., 39, 125 (1967).

R. S HAGER and E. C, SELTZER, "Internal Conversion Tables.
K-, , M-Shell Conversion Coefficients for Z=30 to Z=103,"
Nuc] Data Tables, A4, 1 (1968). .

0. DRAGOUN, "H. C. PAULI and F. SEAMUTZER, “Tables of Internal
Conversion Coefficients for N- Shé&J Electrons," Nucl. Data
Tables, A6, 235 (1969).

1. M. BAND, M. B. TRZHASKOVSKAYA and M. A. LISTthad
"Internal Conversion Coefficients for Atomic Numbera
At. Data and Nucl. Data Tables, 18, 433 (1976).

W. B. EWBANK, Oai R.dge National Laboratory -/Nuclear Data
Proaect Pr1vate Communication (1976) Data walues from Refs.

7

» 15, 16 on magnetic tape. %

S. 1. SALEM, S. L. PANOSSIAN and R. A: KRAUSE, "Experimental

Data Tables, 14, 91 (1974). =

M. J. MARTIN, Oak Ridge National Laboratory - Nuclear Data
Project, Private Communication (1976).

J. C. HARDY et al., "The Essential Decay of Pandemonium:
A Demonstrat1on of Errors in Comp]ex Decay Schemes," Phys.
Letters 718, 307 (1977).

K: ALEKLETT, G. NYMAN and'G. RUDSTAM, "Beta-Decay Properties
of Strongly Neutron-Rich Nuclei," Nucl. Phys. A246, 425
(1975). _

Y

C. W. REICH and R. L. BUNTING, "The Use ot Data from g-
Strength Function Experiments to Calculate Average 8- and
y-Decay Energies,” Contributed paper to the Second IAEA
Advisory Group Meeting on Fission-Product Nuclear Data,
Petten, the Netherlands {1977).

- 177 -

////



Ve
i
\f‘\\\ )
“'\'\\_J\
\\\
l] i
1it
T2z |
‘z-
Tq1ol2) =
| 12{ e {f//
.,_‘A"lZ+ 1) + » ‘
Tqs2(2-1)*
Ty2i2-)

Az +1)

Fig 1) A schematic decay scheme illustrating possible decay modes
for a hypothetical state AZ* Four distinct radiation types depopu]ating

AZ* are denoted by the square//c;rackets However, gince an isomeric
state in the daughter nucleus is also fed in the g decay, five decay

modes (two for [ B+]) are necessary to represent the AZ* decay in ENDF/8.
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Fig. 2) A sampie ENDF/B decay—data evaluation (for 88Y) illustrating
the use of an evaluated set of y-ray intensities to deduce the (g +

electron capture) intensities. -

-179 -




 Bo A Technique I
786.2% + 4.0 2n;

[ 754% + 2.5 /28
- 88g, 3 lrransia| anfp ]
: 4 76.8% + 1.2 | Weighted Average
. Z (y-transitions to g.s.) = 1023 in y-ray relative int~nsity units
N-Z(y’s to g.s.) = 100~ 35 (Rb)

Case N  [o(%)] K1836Y)%
1 | 0.0233** | 17]23.3 + 3.9
2 | 0.0241%%.| nv10] 241 =+ 25
3 | o0221" | ~ve 2214 + 14
4 | 0.0226" ]| ~v5]226 = 1.2

Fig. 3) The absolute y-ray intensity normalization for the 58Rb
decay as determined from four values of the intensity of the 88Rb
ground-state 8 ‘decay transition. The effects of the error propagation
are shown in the final values deduced from the normalizetion procedure.

<
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Fig. 4) The use of a decay chain to detemlne the: va}ues of an unknown
ground-state g~ decay 1ntens1ty The intensity of the~unknnwn branch,
[sg(Kr)], can be expressed in terms of a known va]ue.([BO(Rb)], and
the relative y-ray intensities for the two decays at Pqu1l1br1um
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Discussion ¢ Y

Smith
Is the decay file consistent with internationally accepted
intensity and energy standards? ©

Buntin . ‘
dunting 0

For the nuclides on the Activation File there is some overlap of } .

the evaluated decay data and what can be termed” as primary or

secondary reference standards for energies and intensities. In y

these cases an attempt has been made to incorporate the reference = : )
data into the file. The Fission-Product File is a different ~ R
story. Because of the usually short fission-product half-lives,

;r;a:r:: are only a wery fae of rthe 31R fissicn-product muciides that
can be related to reference standards. These few cases_grise from
situations similar to that indicated for l:he8 Rb and decays. ’ 7
For this case, the Y -ray energies for the A=88 dec.ay chain wvere v \//
deduced y the experimenter and evaluators using the '
accepted:°°Sr v-ray energies. There is little that can be done by

the evaluator for most of the nuclides other than to accept the

author's published list of Y-ray energies and intensities. A true ;

ad justment procedure:. would require detailed knowledge about the

individual experimental calibration procedures for energiés and

intensities. These details are rarely given in the published

results, The evaluator's major task for these files usually .

involves verifying ° that the reported transitions are indeed

properly assigned to their parent activity rather than attempting . 7
to ad just the Y -ray energies and intensities K 4

i

) ) = \\\/_/; - B !

{
Also in reference to your question, we arek,aware of certain
commonly accepted evaluations, such as, for example, the Rytz . .
tables of alpha energies 'and intensities. There is also at L
present a coordinated research program with the IAEA to -produce ’
standard absolute-intensity values for the Y -rays from certain
important “actinide isotopes. In situations .6f this sort we
attempt; of course, to incorporate this information into the
file. ‘The purpose of the file is not to produce yet another set -
of evaluated data; and where possible, where we think' is I . )
realistic, we try to include the results of what are co-only o
referred to as accepted standards for. intensities and energies.
B 4 a
Smith | ‘ ;
Smith \
o \ B
N
Reich | 5 A i N

Reich

Should the experimenter use this file “u 2 reference standard?

In that regard, the present file is of "uneven" quality. We hope == «

that, for Version VI, the file cowkonto can be used for this

purpose.
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THEZORETTCAL ESTIMATES OF DECAY INFORMATION
FOR "NON-EXPERIMENTAL" NUCLIDES.

F. Schmittroth

Hanford Engineering Development Laboratory
Richland, Washington 99352, U.S.A.

ABSTRACT

Methods of estimating nuclear decay data for short-
lived neutron rich nuclides are reviewed. The emphasis
is on average decay energies. The connection with other
data such as half-lives, delaved neutrons, and anti-neu-
trino spectra is noted within the context cf the beta
strength function. Integral data tests ar: made by com-

parisons of calculated and measured decay heat for 235,

INTRODUCTION

In decav heat summation calculations, about cne-third of the
computed decay heat immediately following a reactor scram arises
from short-iived theoretical nuclides [1]. The te m "theoretical
is used to indicate that the experimental decay data for these
nuclides is too meagre to estimate their average decay energies
(and sometimes half-lives). Although the fractional contribution
of these nuclides decreases rapidly with increasing shutdown time,
they still contribute nearly 10Z at 100s cooling time, a time im-
portant to reactor Loss-of-Coolant-Accidents (LOCA). Moreover,
since any estimates of their decay energies have relatively large
uncertainties, they contribute disproportionately to the uncer-
tainty in decay heat summation calculatioms.

This paper reviews ways that decay data can be thecreticallv
estimared for verv short-lived nuclides. The emphasis is on decay
energies; however some consideration is given to half-lives, de-
layed neutron calculations, and even antineutrino studies. Much
of the discussion is in the context of beta strength functions
although other simple models are noted. Practical applications of
these methods are discussed and carried through to data testing.
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CONNECTION WITH BETA STRENGTH FUNCTIONS

The total number of beta decays to an electron energy range
AE_, and a range of final state energies AEf in the daughter nuc-
lelis is

s - ()
AN =T CN(Ef) AEs AEf , 1)

where T(_) is the beta-decay transition operator and £_(E, ) gives
the density of states in the final nucleus (a 3-function for dis-
crete transitions). Another convenient quantity is the relative

beta feed to levels near Ef:

f U-Eg
S )
b(E)) = —F | axg {T } By - @
where the normalizing integral is the decay constant
] Q-Ey
o= __%!‘_(2_) = dE dE,, {T(—) } 0y - &)
1/2 = .
o (]

The integrals in Eq. (2) can be evaluated in the customary way to
give

P (E.) uf?
- NF av | () _ .
b(Ef) ['“——-—:;‘——"]f (Z'QB Ef) r1/2 %)

where (") is the statistical rate function and d = 6270 s. Eq. (4)
provides a natural definition for the beta strength functfon which
is identified with the term in brackets and contains the nuclear
structure information in the reduced matrix element IHI:V:

.
i

I — 2
Sg(Eg) 3 oy(Ep M2, - 5)
Average beta and gamma energies are given by

<EB>- r.s dN |, (6)

<EY> -fEY dN . 7)

One other item of interest is the relative beta feed to levels
above the pairing energy

and
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%
o’ = b(E;) dE. . (8)
P

Next, following England [2], we use his approximation for
allowed spectra,

. ?

dpP 2. B -
dEB F("LH‘B) oC Pz . (9)

where W, is the total relativistic energy and the other symbols
have thgir usual meaning, to further evaluate Eqs.(6-8). The

results are

a1
<ES> 1 g2
Tne_c7 = = ] SB(Ef) [x (X*+ 4X + 3)] dE; , (10)
Qg
<€y 1 ) B 1
e [v]
and
Q
o = — L S, (E )[x’(x2 + 5% + 10)] dE 12)
n g f £
where
Q
- 3x? + 5% + 10) | dE (13)
n SS(Ef) [x (X J LT
o]
and
Qg - E¢
x = —-:?—————- . (l‘)

Given the uncertainties in Se(Ef), the allowed approximatjon is

of 1littie concern here.
One striking feature of these integrals is the large powers

of X in the integrand. As a consequence, transitions to low ly-
ing states (small E_) are strongly emphasized. These transitions
are governed by bet‘ decay selection tules so that the prediction
of average decay energies is complicated, and the usefulness of
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strength functions is curtailed. The need for a proper treatment
of these low-lying transitions was emphasized by Yoshida [3] .
Nevertheless, in some applications such as reactor decay heat cal-
culations where numerous short-lived nuclides can contribu‘e to-
gether, the calculation of average decay energies with a slowly
varying strength function still makes sense.

Delayed neutron yvields and half-life systematics are also
directly obtainable from these equations but are not pursued in
detail here. Delayed neutron yields are given by the beta feed
above the neutron separation energy with a correction for gamma
competition [4] , and half-lives are obtainable from Eg.{3).

Another closely related area of recent interest is the cal-
culation of anti-neutrino spectra from fission reactors. These
spectra are crucial to the interpretation of recent weak-inter-
action experiments designed to shed light on the fund-mental pro-
perties of the neutrino {3]. Once the beta-strength function is
known, the beta feed for fission-product nuclides with unknown
branching can be determined. The desired reactor anti-neutrino
spectrum is then obtained by folding in a spectrum for discrete
transitions and summing over all fission products [3].

BETA STRENGTH FUNCTIONS

Both theoretical and experimental approaches have been used
to obtain beta strength functions (see Hansen [0] for a compre-
hensive review). A major theoretical effort was initiated by
Takahashi and Yamada [.] in their gross theory of beta decay. In
their work, a smoothly varying strength function is obtained on
the basis of assumed collective Fermi and Gamow-Teller excita-
tions. Yoshida [3] has implemented their approach to obtain esti-
mates of decay energies for a number of short-lived fission pro-
ducts important to decav heat.

On the experimental side, a large number of strength func-
tions have been measured for short-lived neutron-rich nuclides at
the OSIRIS facility by Aleklett, Nyman, and Rudstam [8]. They
summarize their results by noting that the reduced matrix elexent
iMl?  in Eq.(4) is roughly constant with respect to the excita-
tion energ; E. for energies above the pairing energy. This be-
havior is equ;valent to a strength function proportional to the
nuclear level densitv. Davis et al {5] have exploited this trend
to calculate anti-neutrino spectra from fission reactors. As
with the average decay erergies, the transitiors to low l¥in;
states must be treated separately. In the approach by Davis et al,
systematics were developed for a” the relative beta feed above the
pairing energv. The residual branching l-a” was then distributed
among three hypothetical states at 0, P/3, and 2P/} (P = pairing
energy).

In the work based on the gross theory of beta decay, Yoshida
[3] has used » slightly different method to account for transi-
tions to low-lying states. Based on the gross theory, all the
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branching below a hypothetical state in the daughter nucleus at

an energy ¢ was collapsed to this state. Systematic values for
00 X . . . <

Q_ were then obtained by adjusting Q to obtain the experiment-

a ?y measured average decayv energies %% for 19 nuclides. Values

of Qoo of 0 to 2.5 MeV were obtained with an adopted value of

v 1 MeV. It was also found that adjustments of Q to half-

life data improved the prediction of avarage decay energies.

THEORETICAL ESTIMATES OF DECAY DATA

In spite of the rough approximations inherent in the beta-
strength function approach, Eqs.(10 & 11) are quite constraining
and in general predict that <E_> and <E_> are roughly proportion-
al to QE' In fact, the simple prescription <EB> = <E > = _%_ Qa

used by Tobias [9] and by Blachot and Fiche [10] works quite well.

A more elaborate parameterization was used for ENDF/B-IV [11].
About 150 nuclides with experimental decay energies were used to
obtain the following equations:

<E;> 1 Q, 0.474 + 0.0177P + 0.00406(N-Z) - 0.002524, (15)
. V]

0.0399 - 0.0110 P + 0.0100(N-Z) + 0.000191A. (16)

<F >
i / QE

For example, for ®7Br these formulas give <E > / Q, = 0.344 and
<E > / @, = 0.214 with Q, = 6.6 MeV, values quite lose to the
1/3 @, pFescription. It"is interesting to note the significant
(N-Z2)"term for <E_>. As one moves toward neutron rich nuclei, the
trend is for a greater proportion of gamma energy. A similar
trend was noted by Spinrad's group at Oregon State University.

For ENDF/B-V, a beta-strength function approach was used
similar to the work of Davis et al [5] in estimating antineutrino
spectra. A constant reduced nuclear matrix zlement was assumed,
or equivalently a strength function proportional to the nuclear
level density ¢,. There are large uncertainties in the strength
functions and, accordingly, a simple constant temperature formula
for ¢, was chosen. Because cf the importance of beta tramsitions
to low-lying states, one additional parameter J was introduced
which describes the relative normalization of an assumed constant
nuclear density below the pairing energy:

D Ef <Pp
cAE.) = 17

(1-0y eF¢/T  Eg 2P

the nuclear temperature was parameterized by a single vari-
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able CT:

T=CpToe » (18)

where TGC is the nuclear temperature determined by Gilbert and
Cameron .12]. The normalization O vas allowed to have a very
simple A-dependence by Introducing two parameters O; and O for
the light and heavy fission product mass peaks respectively. The
three parameters 0;, O, and C, were then determined by fitting
to the decay energies for 276 nuclides evaluated by Reich for
ENDF/B-V [11]. Additionally, measured a” values for 67 nuclides
reported by Aleklett et al, were included in the fit. The results
obtained are Oy = O = 0.5 and C. = 3. The least-squares resid-
uvals were not sensitive to very Inll changes in these parameters
and rounded values were selected for convenience. This parameter-
ization was then used to generate average beta and gesma energies
for all ENDF/B-V fission products where experimental values were
unavailable. For a few nuclides, decay energies were estimated
by Reich and Bunting by the direct use of measured strength func-
tions [13).

Many more short-lived fission products have experimental half-
lives than have experimental decay energies, and the estimation of
theoretical half-lives is of less practical concem. These esti~
mates can be obtained the same as for decay energies; however
simple parameterizations suffice. 1In general these descriptions
are close to the well known rule [14]

-5
'1‘1/2 oc QB . 19)

DATA TESTING

This section gives a very short review of the effect of
these thieoretical estimates in decay heat summation calculations.
Figure 1 shows a breakdown of the relacive contributions of three
categories of fission-product nuclides to the decay heat following
a fission pulse of 2%y (thermal):

(1) 276 experimental nuclides evaluated by Reich [11],

(2) 38 nuclides evaluated by Reich [13] on the basis of
measured strength functions, and

(3) 430 nuclides with theoretical decar energies,

all from ENDF/B-V [11]. For decay times beyond 100 s, the contri-
bution of the thecrecical nuciides rapidly becomes negligible.

For a more realistic finite reactor operating history, their com-
tribution is further diminished.

Decay heat calculations based on three different evaluatioms
of decay data are compared in Figure 2. Graphs are shown sepa-
rately for the total decay heat and the beta and gasms components.
Each graph dilplays the fractional deviation of the calculatiom
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from a recent comprehensive decay heat evaluation for 235y [15].
ENDF/B-IV yields [11] were used in all cases. The dotted curve
labeled ENDF-IV represents the use of the complete ENDF/B-IV
fission product data file. The ENDF-V (prelim) dashed curve uses
theoretical decay energies based on the same parameterization
Eqs. (15 & 16) used for ENDF/B-IV but with updated Q, values. The
substantial changes seen are mostly due to revised dgcay data
(half~lives and decay energies) for the experimental nuclides.
Also, many nuclides that were classed as theoretical in version
IV have been changed to experimental in version V of ENDE/B.
Finally, the solid curves, labeled ENDF-V (revised), represent
the use of decay energies based on the strength function para-
meterization described above. The small differences seen between
the use of the different decay energy parameterizations reflect
their relative consistency and the dominant effect of the experi-
mental nuclides.

The lack of improvement in the decay heat calculations based
on the latest theoretical decay energies, especially for the gamma
component, is disappointing. Unless the experimental decay heat
evaluations are seriously in error, the calculated gamma component
is about 20% low for decay times less than 100 s. Since this
component is low even at 200 s where the experimental nuclides
contribute over 90% of the total gamma energy, there is an indica-
tion of a systematic error in the experimental evaluations for the
short-l1ived nuclides. Such an error would also affect the theo-
retical estimates since they are based in part on the experimental
values. As a practical matter, one must continue to depend strong-
ly on experimental decay heat assessments for the short cooling
times. Improvement in the calculated values is still highly de-
sirable, however, because of the flexibility such calculations
afford and because once their general wvalidity is established,
they can be confidently applied in areas where direct measure-
ments are unavailable.

The assessment of uncertainties in model estimates of decay
energies is difficult, especially where one 1Is extrapclating be-
yond the measured values. Some general comments can still be
made however. The standard deviations obtained from the variance
between the theoretical values and the experimental values were
0.37 MeV for <E_.> and 0.82 MeV for <E_». The larger value for
<E_> reflects tge larger dispersion of experimental values for
<E'>. Beta Q-values are typically known for experimental nuc-
lides. However many [16] of the Q-values for the theoretical
nuclides are estimated from semi-empirical mass formulas. This
source of uncertainty contributas, very roughly, an additional
25X uncertainty [16]. Because this source of uncertainty is ex-
pected to be strongly correlated over the different nuclides, it
is an important component of the total ‘uncertainty in decay heat
calculations at very short (<100 s) cooiing times.

Not too long ago, decay heat suunﬁtion calculations were
thought to be very unreliable at very short times because of the
lack of data for the short-lived nuclides. This situation has
been dramatically improved. Neverthelésg there is still room for
substantial improvement, especialiy for the separate beta and
gamma components.
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Discussion
Lone

What model do you use to calculate zamma energies (spectra) from
the decay?

Schmittroth

The decay scheme 1is governed by the beta-strength function; and
then it is assumed that , once the beta decay takes place, all the
energy from that level then goes into gamma energy. We are not
computing the gamma spectra as such. We zare just computing rhe
average decay energy.

Lone

In this case there 1is no competition between the particle emission
and the gamma emission or is the whole solely going intn gamma
energy?

Schmittroth

We have considered it. There would be some competition from the
delayed neutrons, but we have totally ignored that.

Lone

Recently, a lot of work has been done at Chalk River on the
unstable nuclei looking at the total liferimes and also the gamms
and neutron emission. The model which fits the garma spectra
fairly reasonably is the same we use for the stable nuclei, which
is the Brink-Axel model. The high energy transitions are wmore
pronounced and that consequently gives you more yield in the gamma
channel, even when the neutron and other channels are available.
So, that may be one cther reason that your gamma energy is low.

Schmittroth
It would be worth looking into.

Reeder

This may be more of a comment. The Studsvik group, and Rudstam in
particular, have done similar calculations using their own data
base. In particular, they calculated the antineutrino spectrum
and decay heat. As 1 recall. their agre2ment with the
experimental values in both cases was somecwhat better than what
ENDF if giving. 1Is that still the case?
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Schmittroth

I am really not sure. 1 might say that sometimes these
comparisons aren't z1l that obvious. The comparison we made was
with an evaluation that we made. Many of the comparisons you see
are with some particular experiment, the Oak Ridge experiment for
example. These measurements for short times are a little bit
discrepant among themselves.

Rowlands

As I understand it, Eagre is an inconsistency between calculatinn
and measurement for U and for Pu total decay heat. Do the
new data bring more consistency into this situation?

Schmittroth

I don't think so. The only difference between the Pu and U when
you make the calculation is in the fission-product yields. Bob
Schenter has done some calculations where he has used the ENDF/B-V
vields as opposed to the ENDF/B-IV yields. The differences you
see in decay-heat calculations are small, like %, 2%. They
really are a different order of magnitude than the differences we
see here.
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STATUS OF AND QUTSTANDING PROBLEMS IN DELAYED NEUTRON
DATA, P, VALUES AND ENERGY SPECTRA*

P. L. Reeder

Pacific Northwest Laboratory
Richland, Washington 99352, U.S.A.

ABSTRACT

This review gives an experimentalist's view of the
current status of delayed neutron data for individual pre-
cursors. The emphasis iS on precursors among the fission
products although some new results on precursors outside
the fission product region are discussed briefly. Delayed
neutron emission probabilities (P,) reported since the
1979 Vienna Workshop are presentea along with world average
Pn values and uncertainties. A comparison is made betweer
delayed neutron energy spectra measured by 3ite spectro-
meters at three different laboratories. Comparicons are
drawn between spectra measured by 3He spectrometers and
spectra measured by proton recoil spectrometers. The
uncertainty analyses used by several researchers measur-
ing spectra are presented to illustrate the diversity of
approaches presently in use. Average neutron energies
obtained from spectra are compared to average energies
obtained by an independent ring ratio technique. Dis-
crepancies for sraectra with low average energies are
noted. From the fission yields and data on individual
precursors, one can calculate “group™ properties for a
specific fissioning system. Comparisons of calculated
group properties (i.e. yields, average energies, energy
spectra) to experimental group properties are made,

INTRODUCTION

This survey will cover from an experimentalists viewpoint the
current status of research on properties of individual delayed
neutron precursors. The justification for much of this research

*This paper is based on work sponsored by the Divisicn
of Nuclear Sciences of the Department of Lrerev ars
perforned under DOF Contract No. DE-ACOR-7E0LN-1830,
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is the importance ¢f delayed neutrons in reactor kinelics, 3% Iore
emphasis will be given to how weighted corbinatinns of data on
individual precursors corpare to delayed neutron reasure~ents on
unseparated fission products.

Most of the known delayed neutron precursors are a7ung *he
fission products, but the process is possitle for neutron rich
nuclides throughout the nuclidic chart. _tor exarple, energy
spectra for delayed neutrons from 11Li 27-31%4  and 42-51% have
recently been measured [1,2,3]. Very recently, the process of
beta-delayed two neutron emission has been nbserved in 14 and
30,31,32Na [1,4]. However, most of this talk will be concerned
with precursors in the mass region 73 - A - 142 whi.n are produced
by fission.

For reac*or purposes, the date of primary interest are the
half-life of the precursor, the neutron ermission probability,
the energy spectrum of the neutrons, and the fission yield of the
precursor. The fission yields are very important when corbining
data on individual precursors, but it is a separate topic whick
will not be considered in this talk. If the energy spectrum s
known, it is a simple matter to calculzte the average energy of
the spectrum. The average energy can also be measured directly
as will be discussed later.

For nuclear physics purposes there are many cther properties
of interest such as the beta decay energy (Q.), the neutron bind-
ing energy {(Bp), the competition between neutron and gamma
emission, and the population of excited states in the final nu-
clide (i.e., the 8ny process). Detailed neutron and gamma spec-
troscopy including n- ¥ coincidence measurement provide informa-
tion on the density of excited states and the beta strength
function. These nuclear physics topics are currently of great
interest to experimentalists and theoreticians, but will be
omitted from further discussion here.

For many years, the study of individual precursors was
difficult so that reactor physicists developed techniques for

lumping the precursors into six groups based on half-life.
Experimentally there were measurements of group half-lives and
group abundances for several fissioning systems as illustrated
by the data of Keepin[5]. Low resolution energy spectra for
four of the half-life groups were available from the work of
Batchelor and Hyder[61.In recent years, the use of on-line isotope
separators has made possible detailed studies on individual pre-
cursors. MWe can now calculate group half-lives, group abundances
and group energy spectra for any fissioning system by use of the
data for individual precursors and the appropriate fission yields.
Furthermore the delayed neutron properties for unseparated
fission products under equilibrium conditions can be calculated
as a function of fissioning system and excitation energy from
individual precursor data and fission yields.

- 200 -



The accuracy of these group and equilibrium calculations
depends or the accuracy of the input data, so in the following
sections we discuss the experimental problems in pbtaininag the
data on individual precursors.

INDIVIDUAL PRECURSORS
Half-lives

At the 1977 Petten conference, Rudstam compiled average haif-
lives for 67 precursors [7]. Table I lists these values with
slight revisiors and additions based on some recent
publications [3,9,1G]. Haif-lives from different laboratcries
generally are in good agreement except for a few cases near the
1imits of known nuclides. Half-life measurements have been made
by beta, gamma, or neutron counting techniques. Neutron counting
gives much simpler decay curves than beta counting so half-lives
based on neutron counting are usually preferred. Some typical
results from beta and neutron counting are shown in Table II [11].

Emission Probabilities - P,

Delayed neutron emission probabilities have recently been
reviewed by Rudstam for the 1979 consultants' meeting in
Vienna [12]. Some 65 precursors including a few isomers were
evaluated. Since that reeting, the Studsvik group has pub-
1ished some new Br and I values [10] and slightly revised some
of their data [9] included in the 1979 review.

The uncertainties quoted on many of the P, measurements
range from 2 to 10% - yet the values reported often range over
much larger factors. Thus there has been a serious problem of
systematic uncertainties in measurements from different labora-
tories. As an example, our own measurements on Br, Rb, I, and
Cs precursors published in 1977 [11] were about 25% higher than
the world average P, values. Our technique was to determine
the number of precursor atoms in the sample by direct ion
counting with an electron multiplier whereas most other measure-
ments determined the number of precursor atoms by beta counting
and decay curve analysis. We therefore performed a new set of
Pn measurements on Rb and Cs precursors using both the ion
counting and beta counting techniques to look for systematic
differences. The two techniques gave similar results, but we
did find some systematic effects which caused our earlier results
to be too high. The 25% discrepancy was a combination of several
effects. A 10-15% reduction in ion counting efficiency was dis-
covered due to ions striking the first dynode of the electron
muitiplier giving no secondary electrons and thus zero pulse
height. Another significant correction was due to asymmetry in
the emission of neutrons from the 252Cf source which was used to
calibrate photoneutron sources used in determining the efficiency
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of the neutron counter as a function of enercy. The P, values we
now obtain [13,14] agree within the assigned uncertainties {107}
with the values measured by the Studsvik group.

In the past, a number of P, measurements were performed by
an indirect method in which the delayed neutron yield was measured
2na the number of precursor atoms was determined from measured or
estimated fission yields. Because of the uncertainties in fission
yield values, this indirect method is inferior to the direct
imethods possible at on-line isotope separator facilities.

Another problem in P, measurements was insufficient knowledge
of the energy dependence of the neutron counter efficiency. We
now know that the average energy for a particular delayed neutron
energy spectrum can range from 200 to 600 keV. Except for the
Studsvik and cur own work, experimenters have usually measured the
neutron counter efficiency at one energy and have assumed an
efficiency which was independent of energy. This could lead to
errors of the order of 7% in our own counter for example.

In view of the revisions in our own data and the new publi-
cations from Studsvik, 1 have recalculated some of the world
average P, values and have listed them in Table I. The changes
from Rudstam's 1979 Tist are relatively small, but the uncer-
tainties have been reduced in a number of cases. However, we
do have a difference of opinion as to how to estimate the uncer-
tainty on the weighted average P, values.

In Ref. 12, Rudstam calculated two uncertainties for each set
of P, measurements. One uncertainty was based on the weighting
factors and is given in Eq. (1) os = ]/'E'ﬁ; m

2
where W: = 1/ oF and 9; is the uncertainty assigned to a
particuiar measured value. The other uncertainty was based on
the standard deviation of the distribution as given in Eq. (2).

Y
s = {zw; (x; -x22 \*

\ (-1 ZW; (2)

The adopted error was the larger of qz orsS_ .

However, because of the concern over the ]aﬁge spread in experi-
mental values ouiside the uncertainty estimates, Rudstam made an
additional correction to the error based on the value of chi- 2
squared per degree of freedom { x,, ). If the square root of X
was greater than 1.0, the adopted error was multiplied by (Xz)ﬁ

otherwise the adopted error was unchanged. In our opinion, the
additional correction (xilg is not needed, so the uncertainties
with the P values given'in Table I are the larger of the two
values, o_ or S _ .
x X
As_a final con.ent on the P, data, the 97, 98Y, ]47’]‘88a,
and 1472 values listed in Table I are unpublished values from
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5. Engler [15] and are rather large compared to predictions based
on energy systematics [16,17,18].

Delayed lieutron Spectra

Delayed neutron spectra for individual precursors have been
measured at three iaboratories by use of 3He ionization chamber
spectromaters [19 20,21]. 1In addition, the spectrum for 87Br has
been ﬂeasured using a proton recoil detector [22]. A mixed spec-
trum of &7.E8Br has been measured by the time-of-flight
technique [23] Other time-of-flight measurements have been per-
formed on Rb precursors but have not been published [24]. Other
tine-of-flight experiments are in progress [25] or are being set
up [26]. The most extensive work has been done with 3He
spectrometers so the following discussion will focus on the
results, problems, and error analysis of the 3He spectrometer
technique.

To illustrate the extremes in delayed neutron spectra, we
show in Fig. 1 the spectrum for ¢/Na, measured by Ziegert,

al. {2}, which is a light mass precursor not found among the
usual fission products. The spectrum contains one intense peak
with possibly some other peaks of much lower intensity. In this
light mass nuclide, the density of states in the emiiter nuclide,
271g, is relatively low and the neutron peak is clearly the result
of a transition from a s1ng]e level. A more typical spectrum is
that shown in Fig. 2 for 93p, again taken from the Mainz
group [19]. This nuclide is an odd Z, even N precursor decaying
to an even Z, odd N emitter which gives a final nuclide with
even Z, even N. The density of states in the emitter nuclide is
quite high but neutron emission goes only to the ground state of
the final nuclide. The resulting spectrum appears to have many
overlapping peaks but it is not clear whether ezch peak is due
to a single transitigﬂ from an isolated level. A further example
is the spectrum for 7%Rb shown in Fig. 3 [19]. In this case the
density of states in the emitter nuclide is high and neutron
emission goes to many excited states in the even Z, odd N final
nuclide. By neutron-gamma coincidence experiments it has beern
snown that this spectrum is the superposition of complicated
spectra to the ground and at least 3 of the excited states

n 93sr [27].

The spectra shown 50 far have all ceme from the Mainz group.
Their spectra are characterized by good resolution (= 12 keV on
the thermal neutron peak = 1.6% resolution FWHM) and by good sta-
tistical accuracy in comparison with spectra from other labora-
tories. However in view of the large corrections for detector
response, efficiency, etc., it is useful to compare the spectra
frnm other laboratories directly. Spectra for 93,94,958p and

143Cs are available from the Studsvik aroun [20] and the SOLAR
group £21] as well as the Mainz qroup. These spectra are compared
in Figs. 2-7. The spectra first published by the Studsvik group
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were cut off below about 100 ke¥. The spectra shown here are the
result of a revised analysis which extended the spectra down to
about 50-75 keV and reduced the relative intensity at energies
below 20Q keV [28]. One concludes from tie comparison plots that
the general shape of the spectra are reproduced by all three
laboratories and the peak structures are also reproduced. How-
ever, the peak intensities show some variations particularly
below 200 keV. For example the strong peak at 13.7 keV in “he
Mainz spectrum for 95Rb has an intensity which is 10% of t -
intensity between the limits of 100 to 1000 keV. In the _JLAR
spectrum, this peak corresponds to 4% of the intensity between
100-1000 keV. The conversion of the raw pulse height soectrum

to the neutron emission spectrum is very sensitive to how the
conversion process is done - especially at the low energy end of
the spectrum. As another example of this problem, the Mainz
group analyzed their spectrum for 1371 to obtain beta strength
functions in a paper published in 1979 [29]. However, a new
analysis published in 1980 gave a neutron intensity below 300 keV
which was 40% lower than that in the earlier aralysis [30].

The measurement of delayed ng:tron spectra is difficult for
many reasons. First of all, the “He spectrometer has a low
efficiency (=.01%) which means that experiments require long
running times (several days). The detector is sensitive to
acoustical noise and vibrations so that great care must be taken
to achieve good resolution over long time periods. Background
corrections are usually quite important. Low counting rates
means that the statistical accuracy is significant particularly
for the Studsvik and SOLAR data. At iow energies the subtraction
of the large peak due to thermalized neutrons is important.
Neutron scattering is an important problem so the shieiding and
other material in the vicinity of the source and the detector
must be minimized. The calibration of the detector response to
monoenergetic neutrons is a complete problem by itself and care
must be taken to ensure that the calibration and measurement
conditions are identical. A complete response function analysis
of the experimental data requires a complicated computer analysis
and not all researchers have done this. Corrections must also
be made to the data for gamma pile-up pulses which produce high
energy tails on the peaks. Finally the detector efficiency as
a function of neutron energy must be carefully measured.

If one considers the proton-recoil technique new calibration
and analysis problems are involved. A direct comparison of the
87Br delayed neutron spectrum measured by both the 3He spectro-
meter technique and the proton-recoil techniaue is shown in Fig.8.
Note that the energies of the peaks are reproduced well but the
intensities of the peaks are quite different. In the proton-recoil
experiment massive lead shielding was used to reduce gamma-ray
effects rather than pulse-shape analysis. Part of the discrepancy
in intensity might be due to the experimental environment. However,
the lower average energy obtained from the spectrum by proton-
recoil is supported by an independent measure of the averaone
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energy discussed below.
The analysis of the uncertainties associated with the delayed

neutron spectra has only recently been given serious attention.
Many of the spectra have been published without error estimates on
the final spectra. In our own work [21] (SOLAR) we have estimated
the uncertainties for each of the corrections independently and
have made no attempt to look for correlation effects. A response
function analysis was not used - instead the ratio of valley
height to peak area was determined from calibration svectra.
Following the procedure of Evans and Krick, [31] we used a sub-
traction process, beginning at the higjh energy end of the
spectrum, to correct the number of counts in a given channel for
the counts due to higher energy neutrons by use of the valley
height to peak ratio. The uncertainty on this continuum
correction was rather arbitrarily assumed to be 207 of the cor-
rection to account for the non-uniformity of the tail region. This
uncertainty was a major contributor to the overall uncertainty

for the energy region below about 400 kev. Above 400 kev, the
major uncertainty was due to the statistical accuracy of the
pulse-height data and the background subtraction. The combined
uncertainties were equal to the observed data for some of our
spectra above 1 MeV. However as shown in Fig. 9 for 93rRb, the
uncertainties were of the order of 10-15% at the most intense part
of the spectrum (250 keV). The uncertainties that Rudstam
assigned to the spectra from Studsvik [28] were about the same as
those from SOLAR except that to achieve comparable statistical
accuracy, the Studsvik spectra were lumped into larger energy

bins as shown in Fig. 10.

The Studsvik group has always analyzed their data by use of
response functions. This procedure has now been adopted by the
Mainz group and by the Birmingham group.

The general procedure is to fit the experimental pulse height
response curves, such as shown in Fig. 11 for monoenergetic
neutrons at 961 keV, with an expression with six or more para-
meters. The expression used by the Birmingham group [32] for
example is given in Eq. (3).

Y(E)=P(1){EXP (-%(;—;—?— )2) +P(3) exp (-3; (E_-(_i.'(‘;_“_)))z)w(s)w(g)}

where
Y(E) is the magnitude of the pulse height distribution at

the energy E
En is the energy of the incident neutrons
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w(E) is the wall effect prediction [taken from Ref. 33)

P{1) is a normalizing factor

P(2) - P(6) are the parameters obtained by a least square fit

The parameters P(2) - P(6) as a functicn of incident neutron
energy are fit by polynomial expressions of up to fourth order.
The spectrometer response to neutrons of any given energy can
then be obtained by interpolating values of the parameters P(2} -
P(6) from the polynomial expressions and calculating the response
from Eq. (3).

Yarious procedures have been employed for unfaolding the
neutron spectrum from the pulse-height spectrum. The iterative
procedure used by the Birmingham group is as follows.

The measured pulse-height distribution A{I) is related to
the true neutron spectrum C(J) by the response fynction matrix
R(1,J) where R(1,J) is the probability that a neutron in the Jth
channel will give a pulse in the Ith channel.

A(I) =X R(1,2)C{9) (4)
J

The response matrix is normalized to the efficiency of detecting
a neutron of energy J, i.e. EFF(J)

% R(I1,d) = EFF(J) (5)

R(I,J) can then be replaced by Z(1,J) EFF{J) sthere Z(I,J) is the
response matrix normalized to unity. Eq.(4) then becomes

A(l) =2 Z(I,J)EFF(J)C(J) (6)
Y

The iteration process begins with an approximation to C(J)
designated as C-{J) determined by dividing the measured pulse
height spectrum A(]I) by the efficiency EFF{(J). Eq.(6) is then
used to calculate an approximate pulse-height spectrum designated
as A,(I). An improved estimate to C(J) is then obtained from the
following expression:

C1(9) = C-(3) + A(1) - A, (1) (7

The process of calculating A, (1) is repeated until suitable
agreement is obtained with A*I) as determined by a chi-squared
test.

Because the unfolded spectrum is obtained from the matrix
relationship of Eq. (4) a complete error analysis should take into
account both the uncertainties in the pulse height data A(I)} and
the response matrix R(1,J). A1l the covariance information
should also be inctuded. This is currently being attempted by
the Birwingham group. -

Rudstam orignally used an iterative procedure, but recently
has gone to a modified deconvolution scheme [34]. The uncertain-
ties in the response function parameters are treated as systematic
uncertainties and are combined quadratically with the uncertain-
ties in the counting statistics. The response function uncertain-
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ties are obtained by variation of a parameter by 20% and deter-
mining the effect on the resulting spectrum.

The Mainz group has been able to obtain a large number of
delayed neutron spectra with good counting statistics. With
12 keV resolution on the thermai peak, the spectrum analysis
has been done down te about 10 keV. !ith such good energy
resolution, much of the effort at Mainz has gone into detailed
analysis of the peak structure with the emphasis on the nuclear
physics information to be obtained. Peak fitting routines such
as SAMPO and NEUTRH have been used to obtain centroids and peak
areas. With high resolution detectors, the fraction of pulses
in the tail region was thought to be small (=10%). However,
when_the complete response function correction was applied to
the 137] spectrum, the intensity below 300 keV was reduced 40%
as mentioned above. It is not clear whether similar changes are
necessary in other spectra from the Mainz group.

To summarize the present status of delayed neutron spectra,
measurements have been performed on 32 different precursors. The
quality of the spectra in terms of statistical accuracy and res-
olution varies greatly depending on the technique and the labora-
tory doing the work. There are substantial uncertainties in the
intensities of the spectra below 200 keV although overall shapes
and peak structures have been reproduced at different laboratories.
There is a need for measurements done by techniques other than the
3He spectrometer, such as time-of-flight and proton recoil. It
is particularly desirable to develop new detectors with higher
efficiency and better resolution.

Average Energies

If the energy spectrusi “rem & given precursor is known, the
average energy can easily be calculated. Estimating the uncertain-
ty on that average energy is mare difficult because of possible
systematic uncertainties in the spectrum unfolding procedures.

We have therefore developed an experimental procedure to
measure the average energies directly [35, 13]. The technique
is based on the ratio of counts in rings of counter tubes embedded
in different thicknesses of pilyethylene muderator. The technique
can be applied to precursors with very low neutron emission
probabilities or to precursors with low fission yield because of
the high efficiency of the neutron counter. Average energies
measured by this technique can be compared to average energies
calculated from the spectra to check the data analysis procedures
used to obtain the spectra. In Fig. 12 is shown a comparison of
average energies obtained by the ring ratio technique to average
eneryies calculated from the spectra obtained by the Mainz
group [19]. Above 350 keV, there is reasonablz agreement. However,
below 350 keV the ring ratio technique gives lower average
energies than those calculated from thte spectra. One advantage
of the ring ratio technique is that it has no cutoffs at high or
low energies. Both techniques are s 1sitive to the background
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subtraction used. In fact, the average energy for the 97pb
spectrum measured at the OSTIS facilitv at low counting rates

was 724 keV [36]. The same spectrum measured at ISOLDE at
higher counting rates had an average energy of 533 keV [19]. The
cause of this discrepancy is not known which suggests that the
experimental environment may have unknown effects on the observed

spectrum.
Aside from checking the validity of spectrum measurements,

the average energy might be used as a simpla parameter to
approximate the delayed neutron spectrum. The promot neutron
spectrum from fission has often been described by a Maxwellian
distribution with the general form

N(E) = AE exp (-E/T) (8)

where A is a normalization constant and T is a parameter related
to the average energy by the expression.

E=3T (9)
2 .

We are currently calculating delayed neutron spectra from
Eq. (8) using E values for particular precursors and comparing
them with thg actual spectra. Such a comparison is shown in
Fig. 13 for 4pb. A one parcmeter formula obviously cannot re-
produce the peak structure seen in many delayed neutron spectra.
However, it might be a suitable approximation for reactor kinetics
calculation.

GROUP DATA

Half-life and Abundance Data

As more information becomes av2ilable on the individual
precursors, there is less justification for lumping the pre-
cursors into six half-life groups. In agreement with Rudstam's
comments in 1977, [7] the six group classification should be
abandoned whenever possible.

From the experimental viewpoint, there is little change in
the group half-life and abundance data since the review articles
by Amiel in 1973,[37] Tuttle in 1975,[38] and Rudstam in 1977 [7].
The calculations of group parameters {rom P, data and fission
yields for individual precursors has been done by many authors
with the most recent calculation for 235U published by Alexander
and Peng [39]. The total delayed neutron yield was in excellent
agreement with the experimental! value from Keepin. However, the
three longer lived groups had lower calculated yields than the
experimental yields and the three shorter-lived groups had higher
calculated yields than the experimental values by roughly 10%
each way. The authors Suggested that the P, values might be at
fault. An alternative explanation might be that the fission yields
of the short-lived precursors are too high relative to the fission



yields of the long-lived precursors.
Group Average Energies and Spectra

Experimental delayed neutron spectra separated into half-life
groups are available from the work of Batckelor [6] and from
Fieg [40]. The delayed neutron spectra in the current ENDF/B-V
file can be weighted by the appropriate fission yields and summed
to calculate grcup spectra and average energies for the groups.
An alternative procedure is to take the average energies for
individual precursors measured Ly the ring ratio technique,
weight them by the fission yields, and calculate group average
energies. The results of such a calculation are shown in Table III
and comparecd with the experimental values. HNote that none of the
experimental spectra extended below 100 keV.

EQUILIBRIU! DATA
Total Delayed Neutron Yield

The dependence of the total delayed neutron yield (Gﬁ) as
a function of fissioning system and excitation energy was covered
in the review articles by Tuttle [38,41]- Recent calculations
of v4 using the FNDF/B-V fission yields have been reported by
England, et al_[4?]. They report that 15 out of 20 calculated
Vg values agree within the uncertainties with evaluated
measurements.

Equilibrium Spectra

Experimental spectra of delayed neutrons from unseparated
fission products have been measured by Fieg [40], Sloan and
Hoodruff E43], Eccleston anc loodruff [44], and Grant and
Woodruff {45] by means of proton-recoil detectors. Similar
experiments have been cone by Evans and Krick [31] and Weaver
ei al. [46] by use of the 3He spectrometers. The spectra
measured by Woodruff and co-workers have more intensity at
energies below 200 keV than the spectra reported by others.

This discrepancy is still unexplained.

In the same manner as for the group spectra, it is possible
to use fission yield data and spectra for individual precursors
to calculate the equilibrium spectrum for any fissioning system.
This has been done by England [47] using the ENDF/B-V yields
and a set of 24 spectra supplied by Rudstam, Comparisons of
the calculaipd spectrum and the measured spectrum for fast
fission of 235U are shown in Figs. 14 and 15. An interesting
conclusion from the current calculations is that the shape of
the spectrum is the same for thermal, fast, and 14 MeV neutron
induced fission in spite of large changes in the fission yields
and total delayed neutron yields. r
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3ETA-DELAYED THWO HEUTRON EMISSICH

For nuclides which are extremely neutran-rich, it ray be
energetically possible for beta decay to go to excited states
which are above the binding energy for a pair of reutrons. For
example, the beta decay energy for 111§ 5 20.7 YeV, the binding
energy for a single neutron in the daughter nuclldedl Be is
0.503 MeV, and the binding energy for two neutrons is 7.315 Mel.

A recent publication from the ISOLDE group [11 gives the Py, value fpr

single neutron emission as 43 *9. and the Pz, .2lue for *wic neutron

emission as 9+ 3 . Additional examples =7 Zn emission 7ave

recently been discovered at ISOLDE [¢]. The reasurec Py, valuss for
-32Na are 1.2, 0.7, and 5.7 respectively.

From energy systematics, one can calcuiate the beta decay
energies (Q.) and two nautron binding energies (Bp,) for precursors
in the fission product region {48]. The predicted two neutron
precursors all have very low fission yields and conseguent?y would
have little influence in reactor ghys1c;. However, predicted two
neutron precursors such s 98pp, 1471, and 192Cs are
all accessible by present on- 11ne 1>otope separatnr technigues.

The beta-delayed two neutron emissicn is interesting to nuclear
physicists because of the possibility of studying n-n correia-
tion effects.

CONCLYSIONS

There have been great improvements in tfe last ten years in
the quantity and quality of Jatea on individual delayed neutron
precursors as evidenccd by the data given in Table I. Discre-
pancies and uncertainties in P, values have been reduced for the
major orecursors of concern to reactor physics to the point where
uncertainties of 5 - 107 can be assigned. Delayed neutron spectra
of individual precursors are available. However, data analysis
procedures have not become standardized. Particularly at energies
below 200 keV, there are noiable discrepancies between spectra
measured by the same technique at different laboratories and
between spectra measured by different technigues.
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TABLE I. Delayed neutron precursors, half-lives, emission probabi-
lities and mean energies.

Half-1ife Pn E

Precursor (sec) (%) (keV
79 Ga 00+ . 098y 419 €070
80 Ga 1.66 + .02 .84 + .06 370+70
81 Ga 1.23 + .01 12.0 + .9 370+70
82 Ga .60 + .01 21.4 = 2.2

83 Ga 31+ .00 43.0 + 7.0

83 Ge 1.9 : 0.4

84 Ge 1.2 +0.3

84 As 5.6 + .3 .061+ .026

85 As 2.03 + .01 53. +18. 730:150
86 As 0.9 +0.2 12.  + 3.

£7 As .73+ .06 44, +14.

87 Se 5.60 + .16 .19 ¢+ .03

88 Se 1.52 =+ .06 .6 + .3

89 Se .41 = .04 5.0 £ 1.5

9] Se 27+ .08 21. + 8.

87 Br 55.6 * .1 2.48 + .11 180+40
88 Br 16.0 = .2 6.55 + .28 220+30
89 Br 4,38 + .03 13.0 = .8 460420
90 Br 1.92 + .02 22.5 + 1.4 500+100
91 Br .542+ .008 15.6 =+ 2.6 8804180
92 Br .362+ .012 22. + 6.

92 Kr 1.85 =+ .01 .033+ .003

93 Kr 1.29 = .01 1.96 - .14 340+70
94 Kr .208+ .009 5.7 1 2.2

92 Rb 4.50 + .02 .0108+ .0007 16040
93 Rb 5.85 + .04 1.31 + .06 390+20
94 Rb 2.76 + .02 9.92 =+ .28 410430
95 Rb .384: .005 8.45 + .25 450430
96 Rb 197+ 003 13.3 .5 46020
97 Rb .170¢ .002 25.1 +1.3 540+30
98 Rb Jd16: .005  15.1  :1.2 480+100
99 Rb .066: .008 14. £3.

100 Rb .051 .017

97 Sr .43 + .03 .27 &+ .09

98 Sr .80+ .10 .36+ 01

99 Sr .6 = .2 3.4 2.4

97m Y 1.13 + .04 06 = .02

98 Y .60 + .05 3.44 + .95

93 Y 1.4 &+ .2 1.2 + .8
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TABLE I. Delayed neutron precursors, half-lives, emission probabi-
lities and mean energies. (Continued)

Half-life Pn E
Precursor (sec) (%) (eV)
123 Ag .39 +.03
127 In 3.76 +.03 .68 + .06
127m In 1.12 .02 .04 1+ .04
128 In .84 +.06 .059+ 008
129 In 1.26 +.02 2.5 = .5 550-110
129m In .59 .02 .25 + .05
130 In .58 +.01 1.40 + .09 510100
131 In .28 .01 1.72 + .23
132 I .155+.04 4.2 + .9
133 Sn 1.47 +.03
134 Sn .08 +.02 17. 47, 530:110
134 Sb 10.4 +.1 .112+ .009
135 Sb 1.71 .02 15.5 +1.4 860:180
136 Sb .82 +.02 23.  :8.
136 12 17.5 .2 .9 + .4 300: 20
137 Te 2.8 =*.7 2.5 = .5
138 Te 1.4 .4 6.3 =+2.1
137 1 24.5 .1 6.49 + .31 550+ 30
138 1 6.53 +.08 5.32 + .36 420+ 40
139 1 2.31 +.03 9.3 =+ .4 410: 80
140 1 .60 .01 8.8 1.1 400+ 80
141 1 .44 .01 26. *3. 270+ 50
141 Xe 1.73 +.01 .044+ .005
142 Xe 1.24 .03 .42 + .03
143 Xe .30 £.03
147 Cs 24.9 .2 .037+ .007 190+ 30
142 Cs 1.71 .01 .093+ .006 210+ 40
143 Cs 1.78 +.01 1.61 + .08 270+ 30
144 Cs 1.002+.005 3.06 =+ .25 270+ 40
145 Cs .585+.008 13.6 1.0 320+ 20
146 Cs .335+.007 13.3 + .6 400+ 20
147 Cs .21 +.03 25.4 3.2 5104100
147 Ba 2.23 .20 5.21 + .50
148 Ba .50 .05 23.9 2.1
147 La 10.0 :1.0 .50 + .17
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TABLE 1I. Half-lives (sec) of Rb and Cs precursors®
Mass Beta Counting Neutron Counting
92 4.54 +.02
93 6.12 +.08 5.82 :.03
94 2.83 .03 2.73 .01
95 .377 +.004 .369 =.005
36 .205 +.004 .197 +.002
97 .182 +.007 .167 2.002
142 1.70 +.02 1.70 .08
143 1.79 +.02 1.79 +.04
144 1.00 .04 99 :.02
145 .65 +.03 .577 +.006
146 .28 +.03
a
Ref. 11
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TABLE I1I.

group E for various fissioning systems.?

Comparisons of calculated group € and experimental

Group  Fraction b Cale. E€ Fieg E 4 Batchelor E ©
235U + Thermal Neutrons

1 1.00 + .00 .18 =+ .04 .28 + .03 .25 + .02
2 1.00 + .00 .42 + .04 .48 = .05 .46 = .0}
3 .98 + .01 .44 = .02 .45 + .05 .41 - .02
q .92 + .04 .49 + 05 .43 = .04 .45 + .02
5 .56 + .09 .53 + .08
() .81 + 12 .47 + .02

Total .88 + .02 .46 = .02 .43 =+ .04

235U + 14 MeV Neutrons

1 1.00 ¢ .00 .18 + .04 .29 + .03
2 1.00 + .00 .34 =+ .03 .46 = .05
3 .97 + .01 .44 + .02 .43 + .04
4 .95 = .03 .49 + .05 .48 + .05
5 .53+ .10 .52 + .07
6 .89 + .08 .45 + .02

Total .92 + .02 .44 + 02 .45 + .05

238y 4+ 14 MeV Neutrons

1 1.00 + .00 .18 + .04 .28 + .03
2 1.00 + .00 .44 + 05 47 + .05
T .96 = .02 .44 = 02 .44 = .04
4 .91 = .04 .52 * .06 .43 = .04
5 .62 =+ .09 .50 = .06 .38 = .04
6 .89 + .07 .44 + 03

Total .87 + .03 .48 + .03 .45 + .04
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TABLE III. Comparisons of calculated group E and experimental
group E for various fissioning systems.2 (Continued)

d

Group Fraction b Calc. E € Fieg £ Batchelor E ©

233, + 14 MeV Neutrons

1 1.00 + .00 .18 + .04 .30 + .03
2 1.00 =+ .00 .35 + .03 .48 + .05
3 9% + .01 .44+ .02 .41 + .04
4 92+ .07 .50+ .07 .43+ .04
5 33+ .15 .48+ .05
6 92+ .05 .46 + .02

Total .86 + .05 42 + .03 .43 + .04

2 A1l energies in MeV

b Fraction = fraction of delayed neutron group yield for
which average energy data are available

€ This work. Fission yields from B. Rider, NEDO-12154-2E
4 Ref. 40

€ Ref. 6
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Fig. 3. Delayed neutron spectrum of 24Rb.
Data from Mainz,Ref. 19
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Fig. 4. Delayad neutron spectrum of 93Rb.
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Dotted curve = data from Studsvik, Ref. 28
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Solid curve = data from Mainz, Ref. 19
Dashed curve = data from PNL, Ref. 21
Dotted curve = data from Studsvik, Ref. 28
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Solid curve = data from Mainz, Ref. 19
Dashed curve = data from Penn State, Ref. 2Z
Dotted curve = data from Studsvik, Ref. 28
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Comparison of average energies determined by ring ratio
technique with average energies calculated from delayed
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Ring ratio data from PNL, Ref. 13
Spectral data from Mainz, Ref. 19
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normalized to give equal areas in the energy range from 100
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Fig. 15. Comparison of delayed neutron equilibrium spectrum
calculated from ENDF/B-Y yields with experimental
spectrum obtained by Weaver, et al., Ref. 46, Fissioning
system is fast neutrons on 235!1.
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Discussion
Poenitz

Leona Stewart pointed out that these spectra are not represented
in the ENDF/B file right now and that it made some quite important
differences. What actually is used and has anybody looked into
what kind of effects would be the result of using these much
softer spectra?

Reeder

I am glad you asked that question because I have two more slides
that I didn't have time to show which show a comparison that Tal
England made. Rudstam sent the Los Alamos group a set of 28 or so
spectra that he had which were then weighted by the fission yields
and combined into an equilibrium delayed neutron spectrum. We can
g0 to the last two slides. The solid curve (see Fig. 1l4) here is
the L?SL calculated equilibrium spectrum for fast neutron fission
of 23y, an interesting result of the calculation is this peak at
low energy which was not present in the previous versions of
ENDF. They had assumed that the delayed neutron spectrum just
went down to zero because there were no data available. Now with
the spectra that Rudstam has supplied, a peakgés seen at this low
energy region and I emphasized when I showed ““Rb that there is a
very strong peak at 14 keV, which is one of the contributors to
this peak. If we compare the Eccleston-Woodruff experimental data
for the same system (this is a delayed neutron spectrum taken by a
proton recoil detector) they end up with a lot more intensity in
the region below “200 keV. That is very disturbing. We have the
same comparison of the calculated values (see Fig. 15), this time
the experimental3 data were obtained by Weaver, the Birmingham
group, using a ~He spectrometer. Again they end up with a lot
more intensity at the low energies and in this case they end up
with excess intensity at high energies relative to these spectra
which are calculated from fission yields and the individual
precursor spectra. You gave me an opportunity to give the last
half of my talk. Did 1 answer your question?

Poenitz

Is there any knowledge about what the effects on reactor
parameters would be?

Reeder

I would refer you to the Workshop on Delayed Neutron Data at the
Vienna Conference. There is a paper by Philip Haummer. He
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discussed the effect of delayed neutron spectra on reactor power
calculations, %k, and I think he would be satisfied with
something like 1§¥ uncertainties on the delayed neutron spectra.
That would still give him 1Z uncertainties on k,¢¢-

Stewart

One of the problems, I think, is that many of the measurements are
relative, correct? The spectral measurements are not absolute.

Reeder

They are not absolute. They are normalized by way of the fission
yields and P value.

Stewart

Secondly, you may be missing some of the neutrons from some of the
precursors because you don't have all of them.

Reeder

The set available right now is a limited set, but it does include
85% to 90Z of the intensity.

Stewart

I realize that. I am just trying to make the point. I think that
one of the things that perhaps Wolfgang (Poenitz) was mentioning
is the difference in what is in File 5 which is, quite often, what
the reactor physicist uses. That is a six-group set and that
comparison, I think, is one that he was asking about, I'm not

sure.

Reeder

I am sorry, I am not equipped to handle that.
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GENERAL REVIEW AND DISCUSSION (SESSIONS I-1V)
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SUMMARY REVIEW FIRST DAY {22 September)

(Processing Needs, Unc.rtainties, Integral Data,
Radiocactivity Data)

J.J. Schmidt

Nuclear Datas Section
International Atomic Energy Agency
Vienna, Austria

I do not know whether I should thank the organizers of this
workshop for the mammoth task they entrusted to me, i.e. to
summarize the high lights of each day of this Workshop. However,
after having listened to all the very interesting and inspiring
talks and discussions today, I consider it a real privilege to be
with you in this meeting. I shall try my best to summarize
today's major results and outlooks while being conscious of the
fourth alternative of a discussion speaker, pointed out this
worning by our Workshop Chairman, that aftervards I will remember
what I should have said. While I apologize for not being in a
position to give detailed credit to each paper znd / ich speaker, I
hope to bring out the major stimuli and concerns expressed in
today's sessions. After having finished ay summarv remarks, I
would like to ask the Chairmen of the individua! sessions to
correct and add to my remarks so as to complete the picture of
today's achievements.

Let me start by recalling to you the situation as it was in
about 1960. This is illustrated in Figure 1. At that time the
nuc lear data users were essentially thermsl and (increasingly)
fast reactor physicists. They had certain ideas of the nuclear
data they would need and asked other physicists, henceforth called
evaluators, to provide the data. These evaluators tried for the
first time, to consolidate the rather sparse data information then
available into the first rather embryonic evaluated data files.
These files were then converted into rather crude multigroup cross
section libraries for use in still fairly simple neutronics
calculations for reactor design.

Today's lectures have exemplified how much more complex this
situation has becoie over the past 20 years. The present
situation in 1980 is visualized in Figure 2. Starting with the
bottom of the figure, we have many more application fields and
much more sophisticated data uses than in 1960. They cowprise not
only various types of thermal and fast breeder reactors and the
fuel cycles associated with them, but also aafeguards, safety,
radiation damage and associated dosimetry, shielding of reactors
and accelerators, fusion research and technology, medical therapy
and radioisotope production, to mention only the more important
fields. In order to wmeet wodern design, operation and safety
criteria, the required data detail and accuracies for the most of
these applications have become much more stringent over the past
two decades.
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The data requirements are apparently strongly application-
dependent. In thermal reactors the thermal neutron reaction rates
and hence, the thermal cross sections sre most important; in fast
reactors the keV and MeV cross sections. Fusion data needs center
in the MeV range up to about 16 MeV. Shielding physicists are
particularly concerned with the neutron windows caused by the deep
cross section minima of iron and other shielding materials. Much
sophisticated experimental work hss gone into the acrcurate
determination of the cross sections in these wminima. Medical
therapy and radicisotope production need neutron and charged
particle data to S50 MeV and higher. Going to these higher
energies iwplies adding a new degree of complexity to evaluated
data files due to the increased number of reaction exit channels
and increased complexity of reaction products. MNeutron dosimetry
applications for the determination of fission and fusion reactor
radiation dsmage need a limited number of activation reactions
with high accuracy to about 50 MeV.

As you can see from Figure 2, originally, evaluated nuclear
data libraries were planned to be application-independent.
However, with the increased diversity of aspplications there is a
growing tendency for separating specialized evaluated nuclear data
files, e.g. fission product nuclear data, dosimetry data and
others, from the larger bulk of general purpose files. Once the
size of evaluated dats files to be processsd becomes unwieldy, one
might think of creating application-oriented special preprocessed
evaluated data libraries as an interim step between the big
application-independent files and multigroup data processing, as
was pointed out this morning by MacFarlane. 1 shall come back to
this problem later.

Let me now start with 2 systematic consideration of Figure 2
starting at the top. We have apparently reached a stage vhich was
typical in Greek antiquity,that all science starts with philosophy
and eventually ends up in application. I trust Francis Perey will
agree, that unlike the Greeks who sometimes produced a philosophy
without going to an application, he will eventually turn his
theory of logical inference to practical applications. 1 should
stress that his theory hss the strong merit of being directed
towarde the nightmare of every evaluator, i.e., the trestment of
systematic errors, and promises to provide a mathematical tool for
dealing with those probabilities which cannot be expressed in
frequencies like statistical probabilities.

The problem of systemsiic errors, the major hindrance in
every evsluation (to arrive at scientifically reliable wvalues)
must certainly be given the greatest possible attention. Another
(though small) difficulty occurring in all cross section
evaluations has to do with the fact that continuous functions have
to be described by sequences of discrete points which have to be
interpolated. MNothing can be done about this except using, vhere
possible, formula descriptions of the dsta in order to reduce the
magnitude of the data storage sand handling problem.
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Until about two years ago, evaluated nuclear data libraries
contained only point cross section data, paraseters and
formulae. Since then, with the ENDF library taking the lead,
there is an increased user demand for associating uncertainties,
or wmore generally variance-covariance information with the
evaluated data. The data adjustment session today gave a vivid
illustration of the work needed to arrive at meaningful covariance
data and how to store, use and process them. A reaily good job in
this area demands a much larger effort than previcus data
evaluarion without uncertainty specification and has to be very
well justified in each case on the basis of user needs. In this
context one should remember a point which was not clearly brought
out in today's discussions; that the usefulness of covariance
matrices is intimately connected with the truthfulness of the
information that goes into them. With limited or insufficient
information in hand, a good thumb-rule estimate of an evaluated
data uncertainty will be easier, cheaper, and more efficient than
deriving a complex covariance matrix.

On the other side let me remind you that Francis Perey
emphasized on previous occasions that in principle one has to take
covariances into account. One cannot deal for exawple with one
cross section of cne nuclide independent of cross sections of
other nuclides if they have all been measured Ly the same method
or against the same standard. Taking into account those and other
correlations will improve the description of evaluated data
uncertainties.

Such an improvement has already taken place e.g., in the
field of reactor dosimetry cross sections. 1In the first step,
dosimetry data files now contain covariances accounting for
correlations between different energies for one and the same
muclide and reaction. What will be needed in a next step are
covariances between different reactions and nuclides. Again to be
practical, this is a small field with a limited number of
reactions, and to put all the covariances together for these
reactions and process them by neutron spectrum unfolding for
radiation damage estimates is still a manageable job. However,
wvhat gabout deriving comwmplete correlation matrices for all

reactions for one full nuclide in ENDF/B, say 238y Talking about

23811, one has to immediately consider 2350 etc, and there is
virtually no end to all the correlations which would have to be
considered. I can only confront you with this question, without
knowing the answer. This is not a question of principle, but a
question of practicality. With more experience in correlations we
will gain more insight and come closer to an answer to this
question.

Let me now discuss the three major inputs into contemporary
evaluation. The classical and most isportant input continues to
bs the measured data. However, applied nuclear theory, nuclear
sodels, and systematics have undergone significant progress in
yacent years and inter-and extrapolation and "local" (data in a
Az A A range) fitting and prediction, represent an important
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addition and consistency check to experimental data. However,
since all theory is based on parameters derived from experimental
evidence, it cannot replace an accurate experiment 1for an
important reaction.

The third input comes from ad justment of microscopic data to
what one may roughly subdivide into simple and complex integral
data. With John Rowlands I would call one reaction for one
nuclide in a well-defined neutron spectrum a simple integral
datum. An example would be an infinite dilute capture resox‘;’_lggce
integral or an average fission cross section measured in the cf
prompt fission neutron spectrum.

I trust everyone will agree with me that there is no harm in
a physically carefully conceived adjustment of a small limited
portion of an evaluated data file to such simple integral data.
The unique feedback to evaluated microscopic data becomes
difficult and ambiguous as the integral data becomes wmore
complex. Here, I am thinking of measurements in more complex
benchmarks such as ZPR facilities or in reactors. Complex
integral data are subject to so many influences from many
materials, many reactions, and heterogeneities in wmaterial
composition etc., that one has to make sure that what one changes
in an evaluated data library is consistent with all possible cases
of integral data: for example, a range of reaction rate ratios,
K,g¢ values etc., for a range of critical asszmblies. One should
afso bear in mind that integral data, whether simple or complex,
are not necessarily more accurate than differential data since the
use of a fission chamber in a differential or integral fission
measurement should not really make a difference in the
uncertainties associated with such rieasurements. Considerable
progress has been made over the past years in data adjustment.
The three talks which we heard today during the data adjustment
session illustrated considerable improvements in the mathematical
as well as physical sophistication which goes into today's
ad justment. procedures. However, I would still continue to foresee
a major role for complex integral data adjustment in pinpointing
possible inconsistencies in microscopic data and enforcing their
reevaluation or re-measurement.

Now let me turn to the right side of Figure 2. Present-day
evaluated data libraries contain a large, ever increasing volume
of point data, supplemented by parameters and formula, (this is
true particularly of ENDF/B) and uncertainty information. In this
morning's panel discussion Carter drew attention to the large
increase in data pointa from Version IV to Version V of ENDF/B.
Evaluated data libraries risk becoming so large that they may
present serious data handling problems.

The panelists, in particular MacFarlane, pointed out that one
should and could make more use of parametric data representation
and in this way reduce the volume of data to be stored. Extensive
pointwise tabulations of well-defined resolved resonance cross
sections for a number of fission reactor materials can be replaced
by lists of resolved resonance parameters and the appropriate
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formlae which describe the cross sections . The lists can then
be used directly as input to multigroup cross section codes.
Another example is the parametric description of neutron elastic
scattering angular distribution data. At high energies say above
15 MeV, they resemble a rather simple diffraction pattern.
Instead of using 30 or 40 Legendre polynomial coefficients they
could be described by fairly simple functions thus allowing a more
compact representation and easier multigroup data processing
afterwards.

The detail to which the data are needed, often depends
strongly upon the specific application of the data. The deep
minima in several structural material resonarces are of paramount
interest in shielding design, but of no interest in reactor
design. On the other hand, present day facilities such as ORELA
can measure neutron cross sections often to a much greater detail
t-an may he needed or realistically be handled by the datz user.
Cie example for this, which in fact illustrates an immense
scientific achievement, is the detailed set of ORELA measurements
of the change in neutron elastic scattering angular distributions
over many iron resonances.

These facts and considerations wunavoidably 1lead to the
principal question which Alan Smith brought forward and which will
certainly become even more stringent in the future; do the data
users, reactor and shielding designers and other users, really
need data to such a detail? The effort, i.e. money and manpower,
spent in generating data must be in balance with the user's
realistic data requirements. There is a continuing need for
various classes of users to specify the practical detail to which

»y require nuclear data.

New applications such as FMIT or biomedical applications,
will increase the upper energy limit of evaluated neutron data
libraries from the current 15-20 MeV to about 100 Me¥ and thus
lead to a size increase of such libraries. To ease the
concurrently increasing data handling problems in these and other
special applications (where different user classes would need data
in non-overlapping energy ranges or in different detail, or a
limited number of nuclear reactions and isotopes) pre-processing
or further split up of the general-purpose evaluated data
libraries should be contemplated.

The more complex and voluminous evaluated data libraries
become, the more serious become the problems connected with the
testing and updating of these )ibraries. I sympathize with the
points brought forward by Macrarlane and Ozer during the panel
discussion this morning i.e., one should not easily give up what
has been achieved in the last version of an evaluated data library
and changes should be introduced only if they are absolutely sure
to achieve a definite improvement in all pertinent applications.
The size of the effort put into a re-evaluation and an assessment
of data uncertainties should be in proportion to the importance of
the data in question.
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So far, when I spoke about evaluated data uncertainties, I
meant uncertainties directiy connected with the data. Additionasl
uncertainties arise or may arise through the stages of pre-
processing and multigroup processing of the evalvated data and
their eventual application in nuclear calculations. With
Henryson, one may therefore question the need for an accurste
evaluation if afterwards in the application, this sccuracy may
risk being diminished or even lost.

This brings me to the final question: how long will nuclear
data evaluation be needed. Poenitz gave one straight-forward
answer to this question, i.e., since the data required for current
nuclear technology applications are still not wmet, more
evaluations (and certainly more experiments) are still needed.
The new upcoming application fields will need additional
evaluation effort, and in a way the field is open-ended.

Having said all this 1 almost feel that evaluation is not
only an art, but at least very close to a science, but maybe I am
overimpressed by today's challenging talks and will change my mind
by tomorrow. I will certainly not change my conviction that
evaluation is an art.
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SESSION V

STANDARDS AND OTHER PRECISION DATA EVALUATIONS
Chairman: P. Young LANL
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DATA INTERPRETATION, OBJECTIVE EVALUATION PROCEDURES
AND MATHEMATICAL TECHNIQUES FOR THE EVALUATION OF
ENERGY-DEPENDENT RATIO, SHAPE AND CROSS SECTION pATA*

W. P. Poenitz

Applied Physics Division
Argonne National Laboratory
9700 South Cass Avenue
Argonne, Illinois 60439 USA.

ABSTRACT

The evaluation of several energy-dependent cross
sections which are of importance for practical applica-
tions is considered. The evaluation' process is defined
as the procadure which is used to derive the best knowl-
edge of these cross sections based on the available
direct experimental data information, and, using theo-
retical models, on the auxiliary data base. The experi-
mentai data base represents a multiple overdetermination
of the unknown cross sections with various correlations
between the measured values. Obtaining the least-squares
estimator is considered as the standard mathematical pro-
cedure to derive a consistent set of evaluated cross sec-
tion values. Various approximations made in order to
avoid the monstrous system of normal equations are con-
sidered and the feasibility of the exact solution is
demonstrated. The variance - covariance of the result,
its reliability and the improvements obtained in itera-
tive steps are discussed. Finally, the inclusion of
auxiliary, supplementary information is considered.

I. INTRODUCTICN

The subject of the present considerations and review is the

evaluation of neutron cross sections which are of specific impor-
tance and thus have to be known with lesser uncertainties than

others. This involves cross sections used in practical applica-
tions such as 235U(n,f), 238y(n,y) as well as the standard cross

*This work performed under the auspices of the U.S. Department
of Energy.
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sections (H(n,n), ®Li(n,a), *YB(n,a), !UB(n,ay), Au(n,7)). For
reasons which will become clear later on, some other cross sec—
tions are involved as well (®Li{n,n), 1YB(n,n)). Following the
intent of this meeting, we not only consider the state of the
evaluations of these data but the evaluation process as weli.

It should be clear from the outset that an evaluator is not
expected to derive his opinion of the subject of the evaluation
but the best knowledge of it. Nuclear data evaluations can be
divided in historic terms into an

'Age of Archaic Evaluations',

where unjustifiable and subjective evaluation methods were used,

an
'Age of Enlightenment’',

where it was recognized that the archaic evaluation techniques
had severe drawbacks, and an

‘Age of Renaissance',

where it was discovered that exact solutions techniques were
developed some 180 years ago. As in other areas of history,
these periods cannot be sharply divided. But clearly, about
10 years ago, evaluation procedures for nuclear data were still
in the 'Dark Ages' whera archaic techniques were well entrenched,
and appropriate methods were used only inirequently. Wild lines
were drawn through data points and subjective opinion carried
the day. It has been recognized in the last few years that
appropriate techniqeus were well developed and applied in other
disciplines of science and engineering and should be employed
as well in the evaluation of nuclear data. Increasingly, im-
proved techniques were used, but unfortunately, the archaic age
is slow in dying: e.g., it would be easy to point out a number
of evaluated cross sections in ENDF/B-V which were based upon
one data set where many were available. Because of this staying
power of unscientific, archaic methods, techniques and zrcgumen-
tation, it will be hard to avoid to point out fallacies which
will be obviously recognized as such by many.

As we desire to derive the best knowledge of some quan-
tities existing in nature, we have to consider what this knowl-
edge consists of.

I.1. The Best Knowledge

The philosophy or theory of knowledge, developed by many
important men, and culminating with Kant's 'Critique of Pure
Reason' [1], tells us that knowledge has two sources: ‘'a
priori', which is knowledge developed from reasoning along, and
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'a posteriori', which is knowledge after the fact, e.g., after
performing an experiment. As we are not in the area of logic or
mathematics, where knowledge may be derived purely 'a priori', we
have to be concerned whether our knowledge is purely 'a posieriori'
or, to some extent, can be derived 'a priori'. Certainly, laws
of nature have been found in physics, but the area applying to
nuclear cross sections is still in a state of modeling and our
knowledge is empirical, thus it is derived 'a posteriori'. A
good example are cross sections which may be derived frowm the
optical model. The optical model was not conceived 'a priori'
but 'a posteriori' following the pioneering measurements of total
neutron cross sections by Barshall [2] which showed systematic
structure as a function of energy and nuclear mass. It was pos—
sible to predict other cross sections with this model. But, as
measurements for such predicted cross sections became available,
the model predictions were found in conflict with these experi-
mental results. The conflicts lead to refinements of the model,
in successive steps, changing the shape of the potential, adding
a surface absorption potential, spin-orbit coupling, introducing
non-local potentials, etc., always in response to disagreement
with new measurement results. As of now, the optical model is
still a model, of great value, bu: dependent on numerous parame—
ters derived from fitting experimental data. It obviously fol-
lows that predictions with the optical model cannot be better
than the quality of the whole of the experimental data base.

This does not mean that optical model predicitons cannot be
better, in some instances, than a singular experimental data

set. A case in point is the total cross section of 233y, The
ENDF/B-IV evaluation used a line through the available experi-
mental data. An optical model fit of these data would have pro-
vided a more physical shape but still erroneous values. It was
appropriately recognized by evaluators for ENDF/B-V [3] that the
experimental data for 233y in the energy range below 1 MeV were
in conflict with data for neighboring nuclei. A prediction based
on a parameterization with data for other nuclei was utilized
instead. However, then a new data set became available and the
evaluation was changed to match this data set. Experimental data
are uncertain, thus, the best knowledge of the 233y total neutron
cross section would be obtained by a simultaneous fit of the
transactinides with the optical model, accounting for uncer-
tainties of the data and the model. Such simultaneous optical
model fitting is now being done, for example, by Madland and
Young [4] and Poenitz [5].

The best knowledge of the quantities to be evaluated is
derived by including all the direct and indirect information
available. The primary source is the experimental data base,
differential and integral, as our knowledge is 'a posteriori'.
nuclear models and integral systems models provide the link
between the data. Figure 1 shows a schematic of the maximum
information leading to our evaluatéd (or best knowledge) cross
section. This maximum information hhas been used, for example,
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Fig. 1. Information Available for Cross Section Evaluations.

by Schenter's group [6] for the evaluation o1 fission product
nuclei. The result of such evaluation (which includes the
integral data) is often callied an adjusted cross section set.
An adjusted, best knowledge cross section set is justified
and desirable, specifically in cases of sparce differential
information, as in the case of fission produc* nuclear data.

One may require, however, another approach, based on the
intended use of the evaluated data. A separate evaluation of
the differential data with utilization of the nuclear models
provides for a “testing” of the integral systems modeling nf
experimental integral values. The large nunber of parameters
involved in an integral systenm causes a diffusion of the lack
of knowledge for some parameters (discrepancies) by distributing
the blame between all of the parameters (cross sections). The
French library data on the components of stainless steel provide
an exanple. Though this library predicted available integral
data very well, it was due to compensation and a design calcula-
tion for a different compositon of stainless steel would have
resulted in erroneous predicitons [7].

Thus, in the following we restrict our considerations to
the evaluation of differential data of the primary data base and
the utilization of auxlliary information provided by the nuclear
models.

I.2. Outline of an Objective Evaluation Process

One of several features of an objective evaluation process
is not to select data based upon subjective judgment. However,
the fitting of the available experimental nuclear data with
nuclear models involves non-linear fitting of such monstrous
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proportions that it is obviously beyond the range of present
technology. This suggests to divide the evaluvation process into
steps as shown schematically in Fig. 2. The first major step
consists of assembling the available experinental data, extrac-=
tion of actually nmeasured quantities, and the application of
corrections to the reported values and their errors if such can
bte proven to be required. Cpdating constants (Tp 1) vtc., used
in the calculation of these values, recalculation of corrections
with improved techniques (Monte Carlo} and data used in their
calculations are acceptadle. Howewver, reintroduction of subiec—
tive methods (for exanple unjustified re-assigarents of uncer-
tainties) oust be rejecred.

ASSEME TN

3
LaTA FILE

(NEa A PRIED?

Fige 2. Schematic of the Evaluation Procedure.

The second step is th¢ evaluation of the experinmental
data in a sinmultaiecus least-squares !it as discussed below
which vields a consistent get of values which represent the

- 253 -



best xnowledge from the experimnnts. The third step is the
utilization of nuclear models which permit to use auxillary
data information. The process is then repeated in iteratiwve
steps in order to obtain further improvenents.

li. THE MEASUREUENT PROCESS AND INTERPRETATION OF THE
EXPERIMENTAL DATA BASE

It is obvious that the evaluation process should be con-
sidered in context with the subject of the evaluation, the data
base. An understanding of the measurement—process and the quan-
tities derived appears required. Mathematical procedures can
lead their own independent life, but the answer will surely be
nisleading if they are based upon a misconception of its eleuents.
This may well be a danger we are facing now, as more and nore
evaluators become enchanted with powerful tools provided by
statistical analysis, but do not understand the data base and
thus “"take off into a dream world”.

Ift.l. Types of !easurements, Originally Measured {Juantities

It must be realized that experimenters in the area of cross
section neasurements rarely present what they have neasured. A
neasurenent of the shape of the ratio of two cross sections, say
on.((335y)!on’n(lﬂ), will surely be presented as a measurcment
of the ZJbU(n,f) cross section after using sone reference for the
#(n,n) cross section and normalization to some other absolutely
measured or more or less arbitrarily choosen value. Conparison
with other measurements are then nade, differences pointed out
and poassible explanations given. All of which is an exercise
in futility because the quantities measured were not the values
discussed. This does not mean that the measurenment was neaning-
less, in the contrary, it may have been an very important input
for the quantity, for example a cross section shape, which was
actually measured.

The first task for the evaluator, who wants to derive the
best knowledge of one or several unknowns, is to rediscover the
actually measured quantities, thus to reduce the given informa-
tion to the truly new information obtained in the specific
experinent. An example for the problens resulting froon ignoring
the originally measured quantities is the connon procedure to
evaluate a specific cross section for which N measurements are
available without differentiating between K measurements which
were made relative to the same reference cross secton and N-K
absolute and independent measurements. Such procedure is iden-
tical to forming the averazge between 3 and 4 by calculating (3 +
I+ 4+ 4+ 4+ 4)7 (assuning N=7 and K=5). Such fallacies nay
not be very obvious if cnrzect and sophisticated techniques are
used for the derivation of the evaluated cross sectlon.
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A measurenent may have been presented as a cross section
neasurenent over an energy range (Ek,Ei) but in reality the
shape may have been measured in two segments, (Ey, %), (E3,E5),
(with E5 < Eg) and a normalization point obtained at E, (with
Ex O S E{). The true information obtained from these neasure-
ments which should be used as input for.the evaluation are three

sets of data: 1. the absolute value at Ejp, 2. the segoent in
(Eg, Ex), and 3. the segnment in (E;,Ej). The conposite cross
section should not be used, it will bias the evaluation as will
be seen later on.

The types of measurements used to derive the data under
present consideration are transmission experinents which vield
total cross sections, reaction cross section or ratio measure-
ments, shape measurements of cross sections or ratios which
leave the normalization of the data undeternined, and absorp-
tion cross section measurenments. Total cross sections are
derived from the expression

CO(E) - bo - }1; boi(E)

1
o (E) == in " i (g (1)
tot a C(E) - b b3 bi(E) j j

1

where a is the sanple constant, b is a constant background and
bj(E) an energy dependent background. The fj(E)'s are correc-
tion factors, for example for deadtime, resonance self-s' felding,
etce The Cu(E) and C(E) are the detector counts without and
with the sanple. Reaction rross sections are derived from

X1

Cx(E) - bx - X b _(E)

ox(E) = N a - N f(E), (2)

i
c®E -b - g b (E) . “i 5
i

where Cy(E) and CL(E) are the count rates for the observed reac-
tion and the neutron detector, respectively. The aj are indepan-
dent on energy and stand for sanple masses, efficiency calibra-
tions etc. The f;(E) are energy dependent corrections and the
energy dependence of the counting efficlencies. The same exnres-
sion [2] applies for ratio easurements with Ch(E) + Cy(E) and
0x(E) * Rxy(E) = 0x(E)/0y(E). 1In a shape measurement {cross
section or ratio), the product ] aj remains undeternined and

only the energy dependence of the cross section is obtained:
S(E) * C « o(E) with C = rlai an unknown factor. The central

expressions in (1) and (2) can be restated as
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b I bxi(E)
c_(EX(1 - - )

b d Cx(E) Cx(E)

3

b ) b 3 bni(E))
Cn(E) Cn(E)
which shows that background corrections are energy dependent
correction factors. Equations (1), (2) and (3), obvious to the
experimenter, were recounted here in order to show that i) no
additive terms occurs, and ii) the shape neasurement is a
measurement of *he energy dependence of the cross section with
an undetermined factor and not an undetermined bias. An evalu-
ator who uses polynomials in fitting experimental data will not
find support for an interpretavion of the ag-term cf the polyno-
mial as a background of the measured values. Ir addition, the con-
stant background which enters as an energy dependent background-
to-foreground ratio is usually small and well determined, thus of
negligible error and not adjustable.

(3>

Cn(E)(l -

11.2. Overdetermization of the Daza Base

If severzl measurements exist for the sane unknown quantity,
it is well recognized that an overdeternmination exists and it
is well accepted, that the best estimator for the quantity is
obtained as a weighted average of the measured values. This is
the least—squares—estimator, if it is based on the minimization
of the sums of the squares of the deviations between the measured
values and the average value.

Another form of overdetermination exists if a value was
measured for one quantity, another value for a second quantity,
and a third nmeasurenent was made, for exanple for the ratioc or
sun of the two quantities. Obviously, three values were oeasured
for only two unknown quantities.

These two types of overdetermination are dealt with mathe-
matically identical. However, we note here that an inportant
difference may exist which makes the second type more valuable
for obtaining an unbiased estimator: Measurenents of the sanme
quantity may be subject to similar errors, specifically the
psychological error explained below, and thus result in an biased
evaluated value. Measurenments of different quantities are more
likely to be subject to different errors and therefore nore
probably provide a data base with overall random errors.

Absolute neasurements of several cross sections are of
equal value (assuming equal accuracy) and our best knowledge
of any one of these cross sections is determined by all of the
measurenents if ratio measurenents between them are available.
Because of the equivalence of any absolute meisurement, a real
justification for declaring some cross sections “standards™ or
even "primary standards” and “secondary standards” does not
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exist. However, defining some cross sections as “standards”
because their physical behavior provides for convenient detec—
tion schemes has resulted in a concentration of absolute
measurements on these cross sections. This permits us to limit
our considerations to these "standards” and some cross sections
which are important for applications and for which therefore
also absolute measurements were carried out.

Removal of the second type of overdetermination is sometimes
referred to as a consistency fit or a simultaneous evaluation
of several cross sections. Such simultaneous evaluations were
carried out, for example, for the thermal parameters [8], and for
standard, fission and capture cross sections {9,10].

II.3. Errors, Uncertainties, and Correlations

It is assumed that the experimental values have been reported
in terms of the following parameters.

E The average energy at which a value was measured,
AE The uncertainty of this energy,

Rag The energy resolution or energy spread,

a,R The measured cross section or ratio,

oo The total uncertainty of the measured value,

dagy The statistical uncertainty of the measured value

It is a basic feature of the measuring process to result in
uncertain values. The true uncertainty is composed of several
components, which may be subdivided as follows {9, 11, 12]:

bdap The normalization uncertainty, which is the uncer-
tainty of a, [ a; in Eqs. (1) and (2). This is
i

an energy independent systematic uncertainty and
thus totally correlated for all measured values
6(Ej). It contains the uncertainties of the
sample masses, calibration etc.

dag The energy dependent systematic uncertainties
which were estimated or calculated from the uncer-
tainties of models and parameters used to cal-
culate corrections, background subtraction, energy
dependence of efficiencies, etc. Because of the
energy dependence of these uncertainties, these
errors correlate the measured values only par-
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tially, often causing larger correlations for
values at adjacent energies than between values
measured at substantially different energies.

bogye The statistical uncertainty caused by the
limited number of events counted for the primary
reaction rates as well as for the background.
Note that the statistical error may become a

totally correlated systematic error if a shape
neasurenent is normalized to an absolute value or
if two segments are normalized to one another in
the overlap range.

The accidental error which may be revealed by
repeating the identical experiment (i.e. repro-
ducibility),

Lo

The unknown error, which is systematic in nature
and_caused by not recognizing necessary corrections
or underestimating uncertainties,

Ao

Aops The psychological error which is caused by sat-—
isfaction with agreement obtained with values
reported by others, thus neglecting the search for
additional effects in the measuring process or
equipment which would require corrections, or, the
opposite, that is the dissatisfaction with a dis-
agreement with prior reported values and the sub-
sequent search for one-directional corrections.

The last three error sources affect the evaluation in a similar
way, that is, as an unkonwn error. However, their differences
help to understand sone effects, for example historical trends
in reported cross sections as shown in Ref. 9.

We may differentiate between two types of correlations in
considering the interdependence between different measured values
caused by correlated errors:

i) Measurements of a cross section or ratio at different
energies in one experiment are usually made with the
sanme sample and detectors, thus all values are par-
tially correlated.

ii) Measurements of different cross sections may be based
upon the same neutron detection technique and thus
causes these measurements to be correlated. Correla-
tions between different measurements of the same cross
section may be caused because the same sample or the
same detecktor was used.
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Figure 3 shows schematically how the different types of errors
will influence an evaluation and what the correlation matrix for
the energy-dependent measurement will look like. We assume for
this demonstration an absolute measurement of a cross section as
a function of energy and one additional independent measurement
obtained only at one energy.

DOMINATING CORRELATION MEASUREMENTS/EVALUATION
ERROR MATRIX o
1
a1
STATISTICAL ( 1a1 )
1411
1a11a11
g
1
91
NORMALIZATION 991
9991
99991

ENERGY-DEPENDENT

&
1
N ——— 91
.8.91
8891
.7.8891
E
&
1
81
591
471
13571

E

Fig. 3. The Effect of Dominating Errors on an Evaluation. The
Correlation Matrix is Shown for the Energy-Dependent
Measurement.

Our knowledge is improved only at the energy where the addi-
tional measured value was obtained if the dominating error is
statistical. However, our knowledge is improved over the whole
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energy range by the additional independent measurement if the
domipating error is due to the normalization. The effect on
the evaluation result for dominant energy dependent errors is
similar as for the case of dominant normalization er-rors if the
energy dependence of the systematic errors is weak. Strongly
energy dependent systematic errors cause a “flexibility™ of the
shape measured in the one experiment.

An additional cross section uncertainty is caused by the
energy dependence of the cross section and the energy uncer=-
tainty, AE. This can be derived approximately from

ag, 2
> 3\ , ( o )2( 1) 2
sa (aE) BEZ + E .3fi 3E AE

of E 9f 3JE * (4)

where the first term is the cross section uncertainty caused

by the energy dependence of the cross section and the second
term is that caused by the energy dependence of efficiencies
and corrections. The third term is a pairwise sum which causes
a reduction if two of the factors have the opposite energy depen—
dence. The first term usually suffices because of the second-
order nature of corrections and the choice of flat-efficiency
detectors. The same expression [4] applies for ratio measure-
ments with 0 * R. However, the cross section uncertainty of a
cross section measdured relative to another cross section and
used as such in the evaluvation is given by

2

3o a0
30 \2 R dc R
2 = (22 2 —_ 2 _ 9 90 R Ap2
AcE (aE) AE +(3E ) AE 2 3% 3F AE . (5)

A measured value differs from the true cross section by the
true errors:

m 301
o = g + z p —_— ﬁf + v » (6)
17 %7 o) Pk FE, T 1

where 0§ is the measured value, o, is the true cross section
30y/3f4) is the sensitivity of the crosc section to the k.th
factor used to derive the measured value, and Af;, is the
estimated uncertainty for this factor. The pj have some dis-
tribution (normal if the uncertainty is statistical) but are
unkoown. Also unknown is the additional unknown error vj.

It is not possible to determine the true errors (along with the
true value 0,) because the system of equations obtained with
repeated measuremernts remains hopelessly underdetermined.
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II.4. Energy Range, Average Cross Sections, Fluctuations

The energy range choosen for an evaluation which has the
aim of vobtaining the best knowledge must be selected based on
regions of available absolute data information. A liaited
energy range may be of interest for particular applications,
for example fast reactor design calculations. The best knowl-
edge of the r~ross sections in this range is not only determined
by measurements within this range but by well known absolute
thermal and 14 MeV cross sections as well. Energy dependent
absolute and shape measurements provide the link between the
range of interest and such particular sources of information
as valves at .0253 eV and 14 MeV.

We are interested here in the evaluation of average cross
sections. At thermal energy this is simply the value at
0.0253 eV. 1In the resolved resonance range bin average values
would be used. Above the resolved resonance range the cross
section values at specific energies, averaged over fluctuations
which exist for some of the cross sections in the unresolved
energy range, are the subject of the evaluation.

Experimental values measured in a range of fluctuating cross
sections depend on the resolution of the measurement and require
a correction in order to obtain average cross section values.
Such corrections can be obtained from high resolution measure-
ments which are available for Au(n,Y), 2 8y(n,y) and 235U(n,f).
Where such measurements are not available (e.g. above 100 keV)
an error may be estimated by extrapolation from the high resolu-—
tion data available at lower energies [15, 16, 17].

For many evaluations an energy grid is established for which
cross section values are obtained [9, 12, 13, 14, 17]. The
energy grid density should be choosen to present the gross
structure of the cross section. Somewhat different techniques
are used to obtain "experimental values" at these grid points.
The method used here and at previous occasions [12] is demon-
strated in Fig. 4. Experimental values from one data set which
are within the range given by the centers between neighboring
energy grid points are extrapolated to the grid point by using
the shape obtained from (in sequence of preference)

i) an analytical a priori representation of the cross
section (for example available for the H(n,n) cross

section)

ii) a polynomial fit through neighboring points of an a
priori cross section.

The weighted average value is then obtained at the grid
energy point. The error of this point consists of the minimum
systematic error of the contributing data values and a reduced
statistical error.
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Fig. 4. Energy Grid and Procedure to Obtain “Experimental”
Values at a Grid Energy.

Another approach is used by Schmittroth and Schenter [14],
who introduce triangle or "roof” functions centered around the
grid point. This procedure corresnonds to the above, using
linear extrapolation. Bhat [13] uses a polynomial fit of the
difference between the experimental values and an a priori cross
section. The latter procedure requires that grid values are
on