
3 

J 
I 
I 

I 

3 
I 

3 

ORAU/IEA-79-15(0) 
Occasional Paper 

ARE THE ALTERNATIVE ENERGY 
ST RATE G I ES AC H I EVABL E? 

Alvin M. Weinberg 

September 1979 

Institute for Energy Analysis 
Oak Ridge Associated Universities 

Oak Ridge, Tennessee 37830 

I DISCLAIMER 

This book wde pielisred asan account 01 work rpanrared by an agency o f  rhe United Stater Govornment 
Neither the UnNred Stales Govrrnmen~ nor any agency thereof. nor m y  01 ,hell emaioyeer. maiesany 
warranty. ~ X P W I I  Or mp18ed. or assumes any legal l8abiIity or resOOnPib#l#ty lor the aCCulaw, 
c~molefenesi  or usefulness 01 any mformallan. apparatus product. or ~ r o c e i  d8KIored. or 
represents thm i t s  use would no1 mfr8nge privaiely owned riahis Reference here80 to any iDecific 
mmmercisl Omduct. Ploceli. or service by trade name. trademark. manufacturer. or Olherwiie. does 
not necesur8ly ronititute or imply i t s  endorsemenl recammendat8on. or favoring by the United 
States Go~iirnrnenf or any agency thereof The views and op~n~anr  01 authors expressed herein do not 
nmesar8ly state or ref lect  those 01 the UnNted Slates Government or any agency thereof 

This docuneut is 
PUBLICLY RELEASABLE 

Authorizhg cffficial 
Date: 

K G M S h L  
/ 3 / 'ZS / d  

Occasional Papers are publications for which the author assumes primary responsibility and do 
not necessarily reflect the views of the Institute. 

This report is based on work performed under Contract Number DE-AC05-76OR00033 
between the Department of Energy and Oak Ridge Associated Universities. 



DISCLAIMER 
 

This report was prepared as an account of work sponsored by an 
agency of the United States Government.  Neither the United States 
Government nor any agency Thereof, nor any of their employees, 
makes any warranty, express or implied, or assumes any legal 
liability or responsibility for the accuracy, completeness, or 
usefulness of any information, apparatus, product, or process 
disclosed, or represents that its use would not infringe privately 
owned rights.  Reference herein to any specific commercial product, 
process, or service by trade name, trademark, manufacturer, or 
otherwise does not necessarily constitute or imply its endorsement, 
recommendation, or favoring by the United States Government or any 
agency thereof.  The views and opinions of authors expressed herein 
do not necessarily state or reflect those of the United States 
Government or any agency thereof. 



DISCLAIMER 
 
Portions of this document may be illegible in 
electronic image products.  Images are produced 
from the best available original document. 
 



a 
3 

ABSTRACT 

1 
3 
I 
b 
I 
1 

The constraints on penetration of energy technologies are time and 

information, net energy, and capital cost. As D. Spreng has pointed 

out, time, energy, and information constitute a triad: energy can 

be substituted for time, information can be substituted for energy. 

That energy can save time follows from irreversible thermodynamics, 

but the principle can be extended to the social sphere. Related to 

the energy-time exchange is the economic cost of intermittency of energy 

supply. Renewable energy sources, particularly solar sources, are 

characteristically intermittent. 

cost which must be considered in planning energy futures based on re- 

newable sources. 

technologies -net energy and capital cost -are briefly considered. 

As for net energy, estimates of energy paybacks for solar thermal 

electric converters differ by factors of three; this introduces large 

uncertainties in the energy subsidy required for this technology. As 

for capital cost, the Peterka theory of  technological change is shown 

to place limits on the amount of subsidy required to introduce a new 

energy technology. 

To eliminate intermittency imposes a 

Two other constraints on penetration of energy 

ii 



ARE THE ALTERNATIVE ENERGY STRATEGIES ACHIEVABLE?* 
I , f  

Many of the technologies discussed at this conference have long 

been available; some have been used fairly widely. 

described here, only two - large-scale solar thermal electric conversion 

Of the options 

I 

and satellite solar systems -are really unconventional. Why, then, 

have common technologies such as biomass, wind, geothermal, even conser- 

vation, not dominated our energy system? 

The simplest answer is that there have been alternatives based on 

fossil fuels or uranium that have been cheaper. 

answer might be that political or administrative decisions have, in some 

cases, so distorted the economics as to favor one energy option unduly 

and thus allow it to capture a disproportionate share of the market. 

The best example of such distortion, I suppose, is the extraordinary 

A more sophisticated 

growth of the use of natural gas in the United States largely at the 

expense of coal. 

regulated to prevent its rising as the price of competitive fuels rose. 

This growth occurred because the price of gas was 

Here I shall try to identify constraints other than the usual eco- 

nomic ones that might limit the penetration of some of the energy al- 

ternatives that otherwise seem so attractive. The constraints that I 

shall discuss are time and information, net energy, and capital cost. 

Most of what I say is drawn from the work of D. Spreng;l W. van Go01;~ 

Vant-Hull and Meyers;3 S .  Baron;4 W. Devine, D. Boyd, and W. Gilmer;5 

K. Cohen;6 and V. Pete$ka.7 
< 

*Presented at the Conference on Energy Alternatives, United Nations 
University, Honolulu, Hawaii, January 11, 1979. 
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In  a r e c e n t  paper ,  "On Time, Information, and Energy Conservation," 

Daniel Spreng o f  Alusuisse  Ltd. and t h e  I n s t i t u t e  f o r  Energy Analysis 

has examined t h e  t r i a d :  time, energy, and information,  and has shown 

t h a t  t o  a degree,  each o f  t hese  i s  exchangeable f o r  t h e  o t h e r .  

first asks  t h e  ques t ion ,  If conserva t ion  o f  energy i s  such a good th ing ,  

why haven ' t  we conserved as much as  p o s s i b l e  a l ready?  

Spreng 

The simple answer i s  t h a t  our  energy system has been shaped by 

economic f o r c e s .  

conserve.  When energy becomes scarce ,  o r  a t  least  more expensive,  then  

conserva t ion  takes hold.  

If energy is cheap, t h e r e  i s  l i t t l e  i ncen t ive  t o  

But t h i s ,  as Spreng argues,  i s  an ove r s impl i f i ca t ion .  Time i s  a l s o  

a l i m i t e d  resource  and i n  some c u l t u r e s  i s  valued very  h ighly .  

time and energy are o f t e n  conjugates  i n  t h e  sense  t h a t  t o  do a t a s k  more 

quick ly  u s u a l l y  r equ i r e s  more energy (not merely more power) fol lows 

from i r r e v e r s i b l e  thermodynamics. A r e v e r s i b l e  process  r e q u i r e s  i n -  

f i n i t e  time; t h e  fas ter  t h e  process  i s  performed, i n  genera l ,  t h e  less 

i s  i t s  energy e f f i c i e n c y .  

That 

T h i s  exchange o f  energy f o r  time has long been known t o  des igners  

o f  process  equipment. 

v e r s i t y  has given a genera l  theory  o f  t h e  l o s s  o f  furnace  e f f i c i e n c y  as 

Professor  Robert Essenhigh8 o f  Ohio S t a t e  Uni- 

t h e  ra te  o f  product ion inc reases .  If one cons iders ,  say,  a b r i c k  k i l n  

whose output  i s  measured by t h e  amount o f  h e a t  H t r a n s f e r r e d  t o  t h e  
S 
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product  p e r  u n i t  time ( t h i s  would be a measure o f  t h e  number o f  b r i c k s  

produced per day) ,  then  t h e  input  enthalpy t o  

very general  cond i t ions ,  obeys an  equat ion  o f  

where 

the  furnace  (H ), under 

t h e  form 

1 f 

(1) 

H"f = entha lpy  r equ i r ed  t o  balance wall l o s s ,  e tc .  (" idl ing" 

enthalpy)  

Ii! = maximum output  corresponding t o  a d i a b a t i c  flame temperature  

(no h e a t  l o s s ) ;  cxo = cons tan t .  

Equation (1) is  concave upward i n  t h e  reg ion  o f  p r a c t i c a l  design 

(Figure 1); it i l l u s t r a t e s  t h e  p o i n t  t h a t  t o  inc rease  t h e  product ion 

ra te  c o s t s  energy p e r  u n i t  of product ion,  o r ,  as van'Gool pu t s  i t ,  h a s t e  

makes waste. 

Another example i s  seen i n  Figure 2, which is  c i t e d  i n  Spreng's 

paper .  

road speed. The e f f i c i e n c y  fa l l s  a t  speeds h ighe r  than  about 30 miles 

p e r  hour, t h e  drop-off  being sha rpe r  f o r  l i g h t e r  cars. 

speed t h e  e f f i c i e n c y  is ,  of course,  low s i n c e  some energy i s  requ i r ed  t o  

overcome engine f r i c t i o n  and t o  i d l e  t he  engine.)  Nevertheless ,  d e s p i t e  

Here is  p l o t t e d  t h e  e f f i c i e n c y  o f  an  automobile as a func t ion  o f  

(At very  low 

t h e  lower e f f i c i e n c y  a t  h igher  speed, people  seem t o  be r e l u c t a n t  t o  

g ive  up t h e  time t h a t  ope ra t ion  a t  t h e  optimum would e n t a i l .  

was t h e  s u b j e c t  o f  an e d i t o r i a l  i n  Newsweek of  October 2 3 ,  1978, where 

P ro fes so r  Charles A. Lave complained t h a t  t h e  55-mile speed l i m i t  c o s t  

This p o i n t  

3 
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F I G U R E  1: INPUT ENTHALPY AS FUNCTION OF RATE OF PRODUCTION 

(After Essenhigh*) 
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Curve Curb Engine 

no. weight, Ib. horsepower 

1 1,700 40 
2 3,200 145 
3 3,480 230 
4 4,750 325 
5 4.300 280 

0 10 20 30 40 50 60 70 
Road Speed (miles per hour) 

FIGURE 2: EFFICIENCY OF AUTOS AS FUNCTION OF ROAD SPEED 
(from R .  ~ i n f r e y g )  
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6 t he  United S t a t e s  about 1 0  man-years p e r  year ;  t h e  saving i n  o i l  is  

perhaps 0 . 2  quads. 

Where Western man has a choice,  he usua l ly  chooses technologies  

t h a t  save t ime. The a b i l i t y  t o  a l l o c a t e  time as  one chooses, r a t h e r  

than a s  d i c t a t e d  by t h e  vagar ies  o f  na ture ,  is  an a t t r i b u t e  o f  human 

freedom. 

he had e s s e n t i a l l y  no power t o  a l l o c a t e  h i s  t ime. 

I n d u s t r i a l  Revolution gave t o  man i n  harnessing f o s s i l  energy was i n  

good measure t h e  power t o  a l l o c a t e  t ime. 

The g a l l e y  s l a v e  is t h e  epitome of  man b e r e f t  o f  freedom; 

The power t h a t  t h e  

Spreng has used d a t a  c o l l e c t e d  by A. Szalai 'O t o  c o r r e l a t e  f r e e  time 

H i s  c o r r e l a t i o n  aga ins t  energy use  p e r  person i n  11 d i f f e r e n t  coun t r i e s .  

i s  shown i n  Figure 3 .  

is  c o r r e l a t e d  with s p e c i f i c  energy use,  although, except f o r  Peru, t h e r e  

seems t o  be some r e l a t i o n  between t h e  two. 

p o i n t s  o u t  t h a t  t h e  l a r g e  amount o f  f r e e  time found i n  Peru (a low energy 

soc ie ty )  may be explained i n  p a r t  by t h e  l a r g e  number o f  s tuden t s  i n  the  

sample, the presumption being that students may have more free time than 

do r egu la r  workers - a t  any r a t e ,  a s tuden t  u sua l ly  spends i n  c l a s s  about 

ha l f  as much time each day as a worker spends on t h e  job. Also, Spreng 

argues t h a t  i n  coun t r i e s  r epor t ing  r e l a t i v e l y  l i t t l e  f r e e  time p e r  u n i t  

o f  energy, most women work; t h e  r eve r se  is t r u e  i n  coun t r i e s  with more 

f r e e  t ime. If one counts t hese  two c l a s s e s  o f  coun t r i e s  s epa ra t e ly ,  t h e  

c o r r e l a t i o n  between f r e e  t i m e  and energy i s  improved. 

As p l o t t e d ,  one can hardly say  t h a t  f r e e  time 

On t h e  o t h e r  hand, Spreng 

Conservation i s  of two kinds: measures, such a s  reducing output  

r a t e  o r  speed, t h a t  a f f e c t  our  l i f e s t y l e  (of ten  i n  a way t h a t  many o f  
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@ Belgium 

F.R.G. 0 

0 Yugoslavia 

I @ Poland 

@ U.S.S.R. 
France 

@ Czechoslovakia 

@ Bulgaria 

Hungary 

G.D.R 

FIGURE 3: FREE TIME vs. ENERGY USE IN VARIOUS COUNTRIES 
(After SzalailO and Spreng') 
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us would f ind  somewhat ob jec t ionab le ) ;  and technologica l  measures t h a t  

ach ieve  t h e  same output  with lower energy input ,  and t h e r e f o r e  do no t  

a f f e c t  o u r  l i f e s t y l e ,  but  which r e q u i r e  a d d i t i o n a l  c a p i t a l  equipment o r  

t echn ica l  innovat ion.  Now, as van Goo1 and Spreng independently have 

poin ted  ou t ,  such c a p i t a l  equipment i t s e l f  embodies energy; moreover, 

t h i s  energy must be spent  a t  t h e  o u t s e t .  I t  i s  an  investment t h a t  i s  

r e p a i d  over  the lifetime of  t h e  equipment. Where t h e  energy optimum 

( inc luding  both c a p i t a l  energy and ope ra t ing  energy) l i e s  depends upon 

t h e  pe r iod  over  which t h e  equipment is amortized. If t h e  amor t iza t ion  

i s  very  s h o r t ,  it does n o t  pay t o  spend very much c a p i t a l  energy s i n c e  

t h e  c a p i t a l  energy i s  l o s t  when t h e  equipment is r e t i r e d  (unless  t h e  

materials can be r ecyc led ) ;  conversely,  i f  t h e  amor t i za t ion  is long, t h e  

optimum c a p i t a l  energy i s  correspondingly l a r g e r .  This is  i l l u s t r a t e d  

i n  Figure 4, where Spreng p l o t s  t h e  energy requirement f o r  hea t ing  and 

i n s u l a t i o n  as a func t ion  o f  i n s u l a t i o n  th ickness  and o f  energy amortiza- 

t i o n  t ime. As one sees ,  t h e  optimum i n s u l a t i o n  th ickness  i n  h i s  example 

l i e s  a t  10 cm, 24 cm,  and 38 c m  f o r  amor t iza t ion  times o f  2,  10, and 

50 yea r s  r e spec t ive ly .  

Spreng stresses t h a t  t h e  appropr i a t e  amor t iza t ion  time i s  uncer ta in :  

i f  one bu i lds  a house, t h e r e  is  always a chance t h a t  one w i l l  move away 

before  t h e  mortgage has  been paid,  o r  even t h a t  t h e  house might burn down. 

This lack of c e r t a i n t y ,  o r  as Spreng p u t s  i t ,  lack o f  information,  i t s e l f  

affects t h e  energy optimum. 

lower capital  investment and h igher  ope ra t ing  costs; i f  one conf ident ly  

An u n c e r t a i n  pe rcep t ion  of t h e  f u t u r e  favors  

3 
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FIGURE 4: ENERGY REQUIREMENT FOR HEATING AND INSULATING 
AS FUNCTION OF INSULATION THICKNESS 

(After Spreng’) 
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looks forward to a very long future, 

very long time, and sturdy buildings 

ones. 

Spreng visualizes time, energy, 

then one builds things to last a 

embody more energy than do flimsy 

and information as forming a triad: 

each, to some extent, is substitutable f o r  the others. Thus by going 

slower (and spending time) we can save energy; or  if we have more infor- 

mation - say, of the future - o r  are more technologically sophisticated, 

we can better optimize the design of our energy system; o r  if we are 

prepared to waste energy, we can often save time o r  make up for lack of 

information (for example, by grossly overdesigning a reactor pressure 

vessel, and thus increasing its embodied energy to make up for our 

inability to calculate in detail its thermonechanical behavior under 

radiation and temperature stresses). 

These ideas are summarized in what I call the Spreng triangle 

(Figure 5) .  

state of  the system is Characterized by the three parameters: 

energy, and information. The sides of the triangle correspond, re- 

This is a three component "phase diagram" in which the 

time, 

spectively, to maximum available' energy (Modern Industrial Man), maxi- 

mum available time (The Primitive Savage), and maximum available informa- 

tion (The Starving Philosopher). As indicated, if an individual, o r  

an organization, o r  a country is in a state characterized by the use of 

specific amounts of energy, available time, and available information, 

then one can save energy (as indicated by the arrow labeled - A E )  by 

using more time (At) and more information ( A I ) .  Of course, the units 
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I = O  Maximum Available Time 
(Primitive Savage) 
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FIGURE 5:  THE SPRENG TRIANGLE 

E = O  
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of time, information, and energy are quite arbitrary: the vector de- 

composition of AE into At and AI is merely schematic. 

To be sure, Spreng's considerations have a rather philosophic, 

almost a poetic quality. Nevertheless, I believe he catches the essence 

of the underlying energy dilemma: Western man, especially in the United 

States, has been driven t o  exploit his energy resources by his desire to 

allocate time as he wishes. In this exploitation his control over infor- 

mation allows him to be more efficient. But the rate at which new 

energy technologies, especially conservation, will in fact be introduced 

will depend on how we perceive the trade-off between time and other 

resources, and our sophistication and understanding of the new tech- 

nologies. Thus a conservation measure doesn't happen automatically: it 

happens only if the economic penalties imposed by not conserving outweigh, 

in the individual's perception, the loss of time that the conservation 

measure entails; or if the individual can be persuaded t o  take a view 

of the future that is long range enough t o  justify his investing in the 

additional capital equipment necessary to save energy over the long run. 

Intermittency: Its Cost 

Closely related to the time-energy trade-off is the matter of inter- 

mittency of energy supply. If, as some propose, our  future is to depend 

entirely on renewable resources - i.e., upon the sun - then we must come 

t o  terms with intermittency. For some, this is a small matter: after 

all, the construction industry and much of agriculture is conducted 

3 
3 
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intermittently. When it rains, bricklayers stay home; despite the 

randomness of inclement weather, construction has adapted to this in- 

convenience. 

Nevertheless, most industry finds intermittency wasteful. Can we 

estimate the cost of intermittency? 

do thisLL by asking its largest industrial customers to estimate costs 

of power outages of different durations, from one minute to one day. 

The Ontario Hydro company tried to 

The responses are shown in Figure 6. Generally speaking, an unexpected 

outage was more costly than one that wa's expected and could be prepared 

for; and a short outage was, per kilowatt hour, more expensive than a long 

outage. Of course, as Gilmer5 points out, an outage that is so long as 

to jeopardize the plant or the solvency of the company would be cata- 

strophically costly. 

Thus, in considering alternative energy technologies in a 30 TW 

world, it will be necessary to consider intermittency seriously. To 

be sure, the prospectus for this conference stressed the necessity for 

diversity of energy supplies, and if supply is sufficiently diverse, 

intermittency will be reduced. But one can imagine a scenario that 

denies the world its nonintermittent alternatives: fossil fuel if C 0 2  

is deemed really serious; nuclear fission if it proves politically un- 

acceptable; fusion if its technology remains insu'rmouritable. What, then, 

would the world do if it had to get along only on solar energy with a 

little geothermal and tidal energy? 

This possibility seems so remote that policymakers generally ignore 

To me it seems to be central to the great debates on energy policy: it. 
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DURATION OF INTERRUPTION IN HOURS 
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FIGURE 6: ESTIMATES OF COST OF ELECTRICAL SERVICE INTERRUPTIONS 
FOR 115 LARGE INDUSTRIAL CUSTOMERS OF ONTARIO HYDROll 
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the implicit, and often not so implicit, assumption of  many who argue 

against the nuclear option is that solar energy can do the job. 

if solar is to stand by itself unsupported by a powerful nuclear o r  

fossil-based grid, then the issue of intermittency becomes central. 

But 

In principle, we can eliminate intermittency by providing a suf- 

ficiently large storage o r  fuel-based backup system; o r  by intertying 

the intermittent system to a large enough grid (though in the latter 

case there is always the possibility of  a massive system failure). 

question is, How much would we have to pay to eliminate intermittency in 

a largely solar society? W. Devine, D. Boyd, and R. W. Gilmer have been 

studying this question at the Institute for Energy Analysis. 

our studies are unfinished, our approach may be of  interest t o  this 

conference. 

The 

Although 

Devine et al. consider a society in which energy services are pro- 

vided primarily by solar flux sources. They seek to determine the cost 

of such services as a function of the intermittency of the system. The 

system is characterized by five parameters: collector area, A; storage 

capacity, C; auxiliary fuel or electricity used, F; auxiliary system 

capacity, B; and the degree of intermittency in energy supply caused by 

variation in the solar flux. 

insolation at the site, by collector area A, and by storage capacity C. 

The latter is determined by the solar 

The cost of intermittency depends upon the energy service: 

interruption of electric power is better tolerated in an office than in 

an aluminum plant. If we designate the average annual cost incurred by 

for example, 
I 

3 
3 



~ 

3 .  
s 
a 
J 
3 
3 

3 
J 
3 
3 
3 
3 
3 
3 
3 
3 
3 

- 16 - 

a pattern of intermittency by T(A,C),  and the price associated with the 

ith component of the system by Pi, the cost of energy service is 

K = PAA + P C + PFF + PBB + T(A,C). C 

The amount and therefore the cost of intermittency can be reduced by in- 

creasing A, C y  or B. Thus it seems plausible that there exists an optimum 

set of A, C, F, and B which will yield a minimum cost for delivered energy 

service. ' In this formulation the cost of intermittency is treated in the 

same way as are the other costs. 

We have completed a few baseline calculations in which the backup is 

firm so that T(A,C) = 0. 

costing $10/GJ, we find the optimum at 61 percent solar and an average 

cost of energy service of $9.7/GJ; if the fuel cost rose to $30/GJ, the 

optimwn solar fraction increases to 85 percent, and the cost of energy 

service to $14/GJ. These numbers, though illustrative, show how the 

fraction of energy supplied by the solar component increases as fuel 

costs rise, but also show that the fuel cost must be very high indeed 

f o r  solar (in Boston) to take over 85 percent of the load. 

Thus, for process heat in Boston, with fuel 

Gilmer and Devine at I E A  have been attempting to estimate -f-(A,C), 

the cost of intermittency, by dividing T into two parts - the direct 

cost I of shutting down the plant, plus h, the cost of uncertainty about 

the timing and length of these shutdowns. 

can be estimated, in principle, from the loss of  production and the 

carrying charges on idle capital equipment; the cost h is related to the 

The direct cost for the outage 
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amount of insurance required to forestall the possibility that the 

firm might go bankrupt because of repeated extensive shutdowns. 

merical values f o r  I can be estimated from the Ontario Hydro data, 

but it must be admitted that much more work is required before one 

can assign plausible values to the cost of intermittency. 

impression is that the cost of intermittency will eventually be 

recognized to be a highly significant part of  the analysis of energy 

systems that depend on solar flux sources. 

be as costly as suggested by the Ontario Hydro study, then I should think 

the decentralized ideal of  many small, independent units may be hard to 

attain. In any event, the higher the cost of intermittency, the larger 

the amount of energy that must be embodied in the backup system to avoid 

intermittency. 

Nu- 

My own 

If intermittency is shown to 

Net Enerev Constraints 

Another constraint on introduction of a new technology is its em- 

bodied energy - for example, the energy embodied in a solar thermal 

electric system (STEC). I have not tried to compute the net energy 

balance for the solar thermal electric system. 

by the discrepancy of about a factor of  3 between two recent net energy 

analyses of 100 MWe solar thermal conversion systems. A .  C. Meyers and 

Lorin L. Vant-Hull claim the pay-back time for a plant in the Southwest 

I am therefore puzzled 

is 1.7 years; Baron claims it is 4.6 years. The analysis by Meyers and 

Vant-Hull was based on the McDonnell-Douglas/University of Houston design 

3 
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, with 6 hours of storage; Baron,'s analysis was based on the Energy Research 

and Development Administration environmental assessment of a 100 MWe STEC 

plant plant with 4 hours of storage. Baron gives both the range of materials 

as given in the ERDA assessment and a figure 50 percent higher which, ac- 

cording to him, is what the actual material requirement is likely to be. 

In Table 1, I have compared the two estimates of  the four  materials -steel, 

concrete, glass, and aluminum -that contribute more than 90 percent to 

the embodied energy. 

The main differences between the two estimates are in the amount of 

steel (factor % 3 ) ,  aluminum (which seems to be hardly used in the 

Meyers/Vant-Hull design), and the concrete pad (Baron assumes a 6" concrete 

pad, 1.3 square miles in area, as a base for the heliostats and as a means 

for  handling drainage and controlling dust and dirt). 

TABLE 1: ESTIMATES OF MATERIALS AND EMBODIED ENERGIES 
REQUIRED FOR 100 MWe STEC 

~ ~~ 

Vant Hul I/Meyer;s Baron 

Tons/M We Tons/MWe Total Energy 
Estimated Expected (lo9 Btu/MWe) 

Steel 375 500- 700 1,050 51 

Concrete 2,000 1,500-2,500 3,750 6 
I 

Glass 3 50- 100 150 140 

Aluminum Small 20- 50 75 21 

6" mat: (1-3 Mi2) - 13,600 21 

- 12 Others - -- 

3 
3 
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The unce r t a in ty  surrounding n e t  energy a n a l y s i s  o f  STEC i s  uncomfort- 

ab ly  l a r g e .  

near  f u t u r e  I r a t h e r  doubt. 

Whether t h i s  unce r t a in ty  i s  l i k e l y  t o  be diminished i n  t h e  

After a l l ,  i t  took about 4 years  o f  b i cke r ing  

among energy a n a l y s t s  before  they agreed upon t h e  n e t  energy a n a l y s i s  f o r  

l i g h t  water r e a c t o r s ,  even though more than 100 had been b u i l t .  Although 

o l d e r  i n c o r r e c t  e s t ima tes  o f  payback times f o r  nuc lea r  r e a c t o r s  made 

nuc lea r  energy unacceptable  i n  an expanding system, t h e  f a c t  remains 

t h a t  any new technologica l  system - OTEC, STEC, even conservat ion 

systems - does c o s t  energy i f  i t  i s  deployed very  r ap id ly .  

D .  Boyd o f  IEA has computed t h e  n e t  energy y i e l d s  o r  subs id i e s  f o r  

a system t h a t ,  s t a r t i n g  a t  t h e  p re sen t  0.001 quads/year,  doubles each 

yea r  f o r  t h e  f i r s t  9 years ,  and then inc reases  l i n e a r l y  a t  about 0.25 

quads/year u n t i l  t h e  t o t a l  i n s t a l l e d  reaches 25 quads/year by about 

A . D .  2000. 

Q u a l i t y ' s  r e c e n t  goal  o f  about 25 quads o f  s o l a r  energy by 2000.) 

f i n d s  f o r  energy payback per iods  o f  2,  3, and 5 yea r s ,  maximum subs id i e s  

of 3 ,  7, and 30 quads, r e spec t ive ly .  These are far  lower than t h e  maximum 

subsidy o f  50, 75, and 125 quads which would be incur red  i f  t h e  25 quads/year 

(This s cena r io  i s  suggested by t h e  Council on Environmental 

Boyd 

were i n s t a l l e d  i n  a s i n g l e  yea r .  

compared t o  t h e  energy ou t l ay  r equ i r ed  f o r  a l t e r n a t i v e  ways o f  achieving 

t h e  same add i t iona l  capac i ty .  Nevertheless ,  t h e s e  cons idera t ions  suggest  

t h a t  n e t  energy during the  growth phase may c o n s t i t u t e  a c o n s t r a i n t  on 

t h e  ra te  a t  which t h e  new technologies  a r e  p u t  i n  p lace .  In  any event ,  

claims as t o  energy saved dur ing  t h e  in t roduc t ion  of t h e  new technologies  

ought t o  be tempered by cons idera t ion  o f  n e t  energy. 

O f  course,  t h e s e  energy subs id i e s  must be 

3 
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Capital Cost and Market Penetration: The Peterka Theory 
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Let me turn now to still another factor that will determine the rate 

at which alternative technologies will penetrate: capital cost. Here I 

draw from work done by K. Cohen and V. Peterka.6,7 

As many in the audience know, Fisher and Pry12 in 1970 observed that 

a new technology tends to displace an older technology according to the 

relation 

where f is the 1 
fraction of the 

market fraction of the old technology, f2 is the market 

new technology, A is an empirical constant, and t is time. 

If these are but two competing technologies, fl = 1 - f2, and Equation 2 

represents the familiar logistic growth. 

to hold for 17 competing technology pairs ranging from the basic oxygen 

furnace/open hearth to synthetic rubber/natural rubber. 

Fisher and Pry found this relation 

V. Peterka has offered a rationalization of the Fisher-Pry relation. 

He assumes that after an initial period during which a new technology 

might be force-fed by government subsidy, a technology eventually expands 

at a rate such that the profit generated by that technology pays for its 

own expansion. 

technology, P. is the market price o f  a unit of production, ci is the 

cost, including capital charge, of  producing one unit, and ai is the 

capital needed to increase the production rate one unit, then the 

If Pi is the rate of production by the ith competing 

1 

3 
3 
3 
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Peterka idea is embodied in the following equation: 

ai Ci(t) = Pi(t)Cpi(t) - ci] i = 1, 2, ..., n (3 )  

Integration of Equation 3 for two technologies that compete for the same 

market and therefore charge the same price for this output leads essentially 

to the Fisher-Pry relation with 

= Ac/a in the case n = 2, a2 = a1 = ci 
- c2 A =  a 

In this simplified case, the rate of penetration is determined by Ac/a; 

unless the cost advantage is large compared to the capital cost, the 

penetration rate will be slow.* 

case of equal capital cost, the introduction rate (time to achieve an 

e-folding of the market penetration) is a/Ac, i.e., if the difference in 

cost per kilowatt-year between the new technology and the old is, say, 

5 percent of the capital cost per kilowatt, then the ratio f2/fl would 

increase by e in 20 years. If the initial penetration were 2 percent, 

the penetration would be 5 percent in 20 years. 

costs of the new and old technology are the same, high capital cost, 

According to the Peterka theory, in the 

Thus even if the capital 

*As an aside, I point out that Peterka's underlying idea - that each new 
technology must pay for its own expansion - is reminiscent of Soviet 
economic thinking of about 15 years ago. At that time the idea of 
"socialist rate of  return" - namely the right-hand side of Equation 3 - 
was introduced. The principle was then proposed that the proper socialist 
rate of return for each segment of the economy (i.e., profit in capitalist 
economics) was to be determined so as to match the rate of increase of 
capitalization of that segment: i.e., instead of using Equation 3 to 
determine the rate of penetration, the rate of penetration was t o  be used 
to determine the price and therefore the profit o r  "socialist rate of 
return." In the old Soviet literature this idea was used to criticize 
Stalin's overinvestment in hydro and underinvestment in thermal power 
plants, with the rest of the economy in effect subsidizing the hydro 
plants. 

3 
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relative to the savings in overall cost, Ac, means slow market penetration. 

A more accurate integration of Peterka's equations shows that the penetra- 

tion is even slower if the capital cost of the new technology is higher 

than that of the old. 
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These considerations might be of interest to all of us interested in' 

penetration of new technologies: 

Peterka suggests, then a new technology will penetrate rapidly only if 

the gain in cost per unit of product is fairly appreciable compared to 

the capital cost of the technology that is being displaced. 

they imply that if the market works as 

I have tried to apply the Peterka theory to estimate what ratio 

Ac/a is required if solar energy were to penetrate by a certain amount 

in the year 2000 only through the working of the market. 

that the fraction of solar to nonsolar sources in 2000 is R times the 

fraction in 1980. 

Let us assume 

Then, according to Peterka, 

Ac = 1 In R - -  
a 20 

To achieve a hundredfold penetration, Ac/a must be 0.23/year; to achieve 

a twentyfold penetration Ac/a must be 0.15. If we take a = $4000/kW, then 

Ac must be $920/kWyr in the first case, $7OO/kWyr in the second case. 
I 

Thus 

the savings in cost between the old technology and the new would have to 

be between 6.8Q/kWh and 10.5Q/kWh. 

Can the Peterka theory be turned around to allow one to estimate what 

subsidy might be required to achieve a twentyfold penetration by 2000? 

above example suggests that Ac must be 6.8QlkWh for this to happen. 

The 

Since 

3 
3 
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ll it is most unlikely that any of  the solar electric schemes will produce 

electricity more cheaply than the alternatives, I should think this is a 

lower limit to the size of  the required government subsidy. 

3 This example doesn’t prove very much, since the requirement that the 

new technology must be less costly than the old one can hardly be realized 3 over the next 20 years. Moreover, according to the Peterka theory, small 

3 cost advantages at the margin are not sufficient to bring the new tech- 

nology in quickly: the cost advantages would have to be large, especially 

3 if the capital costs of the new technology are higher than of the old. 

But more fundamentally, the underlying assumption in the Peterka theory - 3 that the new technology must pay its own way - is probably unjustified. 
If our society decides to go solar then it can do so: if solar costs 

more, then a political decision -to tax other forms o r  to subsidize the 

II more desirable form -can make this happen. But the main point is that 

a political decision - a heroic decision as Kenneth Boulding calls it - 

would have to be made. This must be recognized as a fundamental constraint 

3 or requirement when we try to decide which of  the substitute technologies 

are in fact achievable. 

I present these computations based on the Peterka theory with diffidence 

since there is much controversy as to whether market forces have very much 

to do with penetration of  new technologies. H. G. MacPherson of IEA has 

pointed out that the American Telephone and Telegraph Company has expanded 

enormously yet its yearly cash flow (represented by the right side of 

Equation 3) has never equaled the yearly increase in capitalization. An 

3 
3 
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expectation of larger profit in the future ensures the marketability of 

ATGT stocks and bonds. Thus in this case, the expansion does not work 
I 

exactly as Peterka visualizes. Nevertheless, it seems to me there 'is 

some relation between cash flow and investment: perhaps not as Peterka 

says, but rather that the cash flow at some time T in the future must be 

enough to cover the cost of expansion. Over the long run, investors put 

their money where experience has shown their investment is profitable. 

And, as MacPherson says, why not simply concede that for a new 

technology that shows no economic benefit to prevail (like solar 

electricity or, perhaps, breeders) a government subsidy is required. The 

minimum subsidy brings the price of the new technology to parity with 

the old. From then on, the new technology will penetrate at a rate 

determined by additional subsidy or legal restraints on the competitive 

technology - e.g., Brazil may decide to prohibit oil imports once it has 

capacity to produce enough gasohol. 

Yet I believe Peterka ought not be rejected so thoroughly. It seems 

reasonable to expect high capital cost to be a deterrent to introduction 

of technology if the marketplace is operating. If it is not, as in the 

introduction of hydro electricity in the Soviet Union, then of course 

one can make no predictions. But I repeat, a "heroic decision" is then 

required if the new technology is to penetrate -and one must recognize 

that such political decisions are necessary. 

3 
3 
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Conclusion 

Clearly, each of the constraints I have touched upon require more 

careful analysis that I have given here. My main purpose has been to 

remind this conference that time and information, net energy, and capital 

cost impose constraints on the rate of introduction of new energy tech- 

nologies that cannot be ignored by policymakers. 

startling. Indeed, the one energy technology that has penetrated despite 

these constraints, nuclear energy, did so because it was subsidized - 

by the government in the form of support for RGD and demonstrations, by 

reactor vendors who in.aggregate in the United States have lost perhaps 

$10’ on the reactor business. 

subsidy. One would hope that the necessary political decisions, never- 

theless, do not completely ignore economic laws and thus create unrealistic 

expectations. The resulting long-term consequences and distortions (as 

happened with natural gas regulation) might cause difficulties that 

compliance with t h e  m a r k e t  might have avoided. 

This is hardly new, or  

The other new technologies will also require 

) 
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