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ABSTRACT

The first data from a 160 beam of total energy 232 GeV at the
BNL Tandem-AGS are discussed. Preliminary results from a 28S1 beam
of total energy 406 GeV are also shown. The full complement of
E-802. including a magnetic spectrometer, was used for the 28S1
measurement. A different experimental arrangement was used for
160. Comparison measurements with proton beams are presented for
both configurations.

I INTRODUCTION

In the spring of 1987, E-802 in its full configuration [1]
took data with a silicon beam. In addition, during the machine
development run in the fall of 1986. a smaller experiment was
assembled from components of E802, and measurements were made using
an oxygen beam of momentum 14.S GeV/o per nuoleon. The smaller
experiment consisted of a series of scintillation counters to
define the beam geometry and purity, a full azimuth lead glass
array, and the wall of the target multiplicity array (TMA). Some
results from these measurements have already been published [2].

II EXPERIMENTAL ARRANGEMENT FOR OXYGEN RUNS

A 160 beam of total energy 282 GeV was extracted from the
Tandem-AGS and focussed to a beam spot of -2mm x 2mm at the target.
To minimize the effects of pile-up and seoondary projectile
interactions, the beam Intensity was collimated down to 10,000 ions
per pulse (400 ms spill), and the thickness of the various targets
was kept roughly the same in interaction probability (-2%). The
purity of the beam (Z»8) was measured to be >99%. Looated 65 cm
downstream of the target, the TMA wall of proportional counter
tubes with 1S36 readout pads was used to measure the charged
particle multiplicity. The TMA wall was rectangular with dimension
90 cm. wide by 53 cm. high. A square array of 96 lead glass
blocks (PbGl) was placed 1 meter downstream of the target. This
array was 10 blocks wide by 10 high with a 2 by 2 block hole In the
center for the beam to pass through. The PbGl array measured the
electromagnetic energy emitted in a laboratory polar angular
interval from 10 to 32 degrees. In the nucleon-nuoleon center of
mass reference frame, this corresponded to a pseudo-rapidity
coverage of - -0.5<eta<0.7. The corresponding range for the TMA
was - -0.6<eta<l.l. In this experimental arrangement, both
detectors had full azimuthal coverage.

Triggers were provided by a bullseye counter or by an analog
sum of the outputs of the 96 PbGl photomultipllers, corresponding
to the total energy recorded with no transverse weighting. The

b height spectrum observed In the bullseye counter is shown in
l. The oxygen peak was obtained from a sample of

tig beam particles, and has been superimposed onto the
^ the PbGl triggers. When energy is observed in the PbGl,

the oxygen peak vanishes and is replaced by structures
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corresponding to nitrogen, carbon and boron, followed by a
continuum distribution at lower pulse heights.

Ill RESULTS FROM 160+A AND p+A COLLISIONS

Tha spectrum of energy observed in the PbGl is shown in figure
2 for oxygen interactions on Au, Cu, and mylar targets and for
positive hadron (80% proton) [2] interactions on an Au target , all
measured at 14.5 GeV/o per nuoleon in the same experimental
arrangement. The observed energy is denoted E(O,TOT) since the
PbGl responds primarily to neutral mesons, pizero and eta-zero,
which are detected via their two-photon decay. Relativistio
charged hadrons (v/o > 0.8) also emit Cerenkov light in the PbGl,
equivalent to approximately 500 MeV per particle, and contribute,
in this particular configuration, on the average, about 50% of the
observed energy. The response of the PbGl to Cerenkov light is
linear to <1%, whatever the source. The gains of all the
individual blocks were monitored with 241Am-CsI light pulsers [3],
so that the relative soale variation of E(0,TOT) is better than +/-
1% for the 160 data and +/- 5% for the proton data. The absolute
scale of E(O.TOT) was set by calibration in an electron beam. No
attempt was made to correot E(0,TOT) on an event by event basis for
the Cerenkov light from charged hadrons. The two lower scales on
figure 2 were estimated using an average correction (see discussion
below).

The E(O.TOT) spectrum for 160+Au shows a broad plateau, a peak
centered at 40 GeV and then a sharp drop-off until the yield runs
out at - 70 GeV (see fig. 2). The 160+Cu data also show evidence
of considerable energy emission, even though the maximum thickness
of a Cu nucleus is only -2/3 that of Au. It is of particular
interest that the edges of the 160+Cu and 160+Au spectra become
virtually identioal above 50 GeV if the Cu cross section is
multiplied by a factor of -6.

The charged-particle multiplicity spectra for oxygen
interactions with C, Cu and Au as well as protons with Au are shown
in figure 3. The THA is sensitive to all charged particles with a
range greater than that of - 30 MeV protons. The general
appearance of the charged-particle spectra is similar to that of
the E(O.TOT) spectra. However, it is dear that the
high-multiplicity edge of the 160+Au distribution extends well
beyond that of 160+Cu, in contrast to the behavior of the E(O.TOT)
spectra.

The correlation between the charged-particle multiplicity and
E(0,TOT) for 160+Au is shown in figure 4. For these data, the
acceptance of the TMA wall was restricted so that only particles
which could pass through the PbGl were included. The TMA coverage
for figure 4 corresponds to - 80% of the number of partioles
incident on the PbGl. The multiplicity and E(O.TOT) show a strong
linear correlation demonstrating that the value of E(O.TOT) is
proportional to the number of charged partioles.
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IV ANALYSIS OF PBGL DATA IN p+A, 160+Au and 160+Cu COLLISIONS

The features of the E(0,TOT) spectra can be described by a
simple, geometrical model, based on the observation at 200 GeV/u
[4] that the high energy edge of the 160+Au spectrum is Just the
16-fold convolution of the p+Au spectrum. The convolution is
easily performed by using a gamma distribution [5] to fit the p+Au
E(0,TOT) spectrum as shown in fig. 5 (broken line). The form of
the distribution is:

f(E) - (b/GAM(p))*((bE)*»(p-l))*exp(-bE). (1)

where E is the observed energy (ECO.TOT)), b and p are parameters,
and GAM(p) denotes the gamma function. For the present p+Au data
the best fit parameters are b - 0.95+/- 0.09 GeV**(-l), p - 2.60+/-
0.24, with average energy <E(0,TOT)> - p/b - 2.73 GeV. The n-th
convolution of this distribution is obtained by holding the
parameter b constant and letting p —> np. The high energy edge of
the O+Au spectrum, E(O.TOT) > 45 GeV, can also be fit to a single
gamma distribution (1). With the parameter b held constant at
0.95, the best fit (fig 6, broken curve) corresponds to 26% of the
observed O+Au cross section and 16 convolutions of the observed
p+Au speotrum, in excellent agreement with the original NA35
observation [4]. However, the situation is more complicated than
this simple procedure, as will be discussed below.

Note that the charged multiplicity distributions do not obey
this simple convolution analysis. The average p+Au multiplicity
multiplied by 16 equals 91, which Is well out on the tail of the
160+Au distribution and well beyond the maximum multiplicity
recorded for 160+Cu (see figure 3). At least part of the
explanation of this result may stem from the substantial difference
in the response of the TMA and PbGl detectors to soft target
protons.

The model for the high-energy edge of the PbGl data can be
extended to describe the entire E(0,TOT) spectra for 160+Cu and
160+Au collisions. The observed p+Au spectrum is convoluted from 1
to 16 times, with weights for the n-fold convolutions obtained from
a Monte Carlo calculation [63 which averages over the impact
parameter of the nucleus-nucleus collision to obtain the
distribution In the number of projectile nuoleons which interact at
least once in the target. Voods-Saxon densities are assumed for
both the beam and target nuclei and a p-p inelastic cross section
of 30 mb is used corresponding to a nuoleon-nucleon mean free path
of -2.2 fm. Two sets of parameters have been used for the nuclear
densities. In our recent publication [2], the density function
used was:

F(r)-l.O/Q.O+exp((r-c)/aO)) (2)
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with, c - 1.14 x A*«l/3 fm and aO - 0.05 fin. The value for the
radius is reasonable, but the diffusivity, aO, gives a distribution
nearly identical to a sharp sphere and is therefore too small. In
this work, more realistic parameters are used [7]. For Cu and Au,
equation (2) is used, with

O-1.18 x A**l/3 - 0.48 fm and aO - 0.545 fin.

The density function for oxygen is

G(iO - F(r) x (1.0 - 0.051 x r*»2/C**2)

with F(r) given by equation (2) with c-2.608 fm and aO - 0.513 fm.
Excellent representations of both the 160+Au and 160+Cu spectra are
obtained from this "wounded-projectile-nuoleon" (VPN) model (see
fig. 7) [8]. It then appears that the peak in the 160+Au spectrum
and the identical shape of the high-energy edges of the 160+Au and
160+Cu spectra arise from events in which all 16 projectile
nuoleons interact.

Although the naive VPN model seems quite reasonable and fits
the data rather well, it is in serious contradiction with the
understanding of relativxstic nuclear interactions gleaned from
proton-nucleus collisions [9]. When a proton passes through a
nucleus, it can make several successive interactions. However, the
observed multiplicity in p+A collisions is not simply proportional
to the number of interactions but increases much more slowly. For
instance, in a p+Au collision there are on the average 4.2
nucleon-nucleon interactions but the observed maximum multiplicity
density increases only by a factor of -2 [10]. Host of the effort
in theories of the collisions of protons with nuclei has gone into
trying to understand how the effects of the successive interactions
are suppressed. One of these models is the Wounded-Nucleon Model
(VNM) ill], in which a nucleon contributes only once to the
production of particles no matter how many times (>_ 1) it is
successively struck.

To illustrate this point, a proper Vounded-Nuoleon Model (VNM)
calculation was done. The distributions in the number of wounded
nucleons were obtained from the above Monte Carlo, but this time
the VNM algorithm [11] was applied. The solid line in figure 5 is
the VNM fit to the p+Au spectrum composed of the weighted sum of
2,3,4,,,14 wounded nucleons (dotted lines). The weights are from
the nearly sharp sphere potential. The parameters fitted in this
deoo&volution represent the shape of the proton-proton E(0,TOT)
spectrum, assumed to obey equation (l), b(p-p) - 2.90+/- 0.78
GeV**(-l), p(p-p) - 2.99+/- 0.84, with average energy
<E(0,TOT)>(p-p) - 1.03 GeV. These parameters with the appropriate
VNM weights aie then used to reconstruct the VNM predictions for
160+Au and 160+Cu (figure 8, broken lines). The failure of the VNM
to represent the data is particularly striking in comparison to the
VPN calculations (figure 8, solid and dotted lines).
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It is not difficult to understand a reason for the failure of
the WNM in nucleus-nucleus collisions. The VNM algorithm [11] of
suppressing the effect of a projectile nucleon making successive
interactions in the target also has the consequence of suppressing
the effect of target nucleons making successive interactions with
the projectile. This is especially significant for the case of
central collisions, leading to a prediction of much lower energy
emission than is actually observed. The more naive VPN, discussed
above, overcomes this problem, but does it by treating the
projectile and target nucleons inconsistently: the effect of
successive interactions of projectile nucleons in the target is
suppressed (by utilization of the observed p+Au spectrum), whereas
the effect of target nucleons which are successively struck by
multiple projectile nucleons is not suppressed, but the energy
emitted is taken as linear in the number of interactions, as
apparently indicated by the measurements. Another, related,
inconsistency in the VPN is that the observed p+Au spectrum, which
is necessarily averaged over all impact parameters, was used for
the 16-fold convolution, whereas, it would seem that a "centrally
averaged" p+Au or p+Cu spectrum would be more appropriate.

A simple resolution of both these inconsistencies is to
presume that the incoming nuoleon loses most of its energy in the
first few interactions. The subsequent lower energy interactions
would be unlikely to produce energy observable in the PbGl
(neutral-mesons). In this way the energy emitted in the p+Au
system would not depend much on impact parameter, and it is
appropriate to use the experimental p+Au spectrum to analyze the
160+Cu and 160+Au data. The maximum energy observed in these
reactions occurs when all sixteen projectile nucleons interact:
I.e., for collisions in which the impact parameter is sufficiently
small to allow complete overlap of the 180+Au or 160+Cu nuclei.
The cross sections for maximum energy deposit in Au and Cu are then
in the ratio of these impact parameters squared,
([R(Au)-RCl60)J/[R(Cu)-R(160)j)«*2 , a factor of -5, which is close
to the factor of - 6 observed.

An estimate of the total transverse energy emitted for central
collisions can be made from the data in fig. 2. Since the edges
of the spectra are Identical above E(O,TOTJ - 50 GeV, this value is
taken to represent the energy observed in the PbGl for central
160+Cu or 160+Au collisions. In order to find the true energy from
neutral-meson emission a correction must be made for the fraction
of the signal arising from charged hadrons. This fraction is
estimated [2] to be 0.5, which results in a neutral energy emission
of 25 GeV. The standard assumption is that the total energy is 3
times the neutral, which implies a total energy emission of 75 GeV
into the pseudo-rapidity interval -0.5<eta<0.7. If the transverse
energy density in pseudo-rapidity is constant in this interval, the
appropriate <sin(TE)> is 0.29, which gives a transverse energy of
22 GeV or dE(T)/d(eta) - 18 GeV. The Bjorken formula [12],
although it may not be appropriate in this domain, then gives an
energy density of 0.7 GeV/fm**3 for a formation time of 1 fm. A
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similar value is obtained from a fireball model oaloulatiou for
16O+Cu. This result is about 40% of the NA35 published value at
200 GeV/per uucleon in a comparable pseudo rapidity interval[4].
The two lower scales on. figure 2 correspond to the total energy,
E(TOT), and transverse energy, E(T), as derived with the average
corrections just discussed.

V CONCLUSIONS FROM 160+A and p+A MEASUREMENTS

The observation that the maximum energy emitted in 160+Cu
collisions is essentially the same as in 160+Au collisions (see
Fig. 2) shows that the 160 projectiles can be sufficiently stopped
in Cu so that pion emission effectively ceases. The cross sections
near the maximum observed E(O.TOT) can be understood by simple
geometrical arguments if it is assumed that only a few nuoleon-
nucleon interactions are required to exhaust the energy of the
incoming nucleon. Surprisingly, the p+Au E(0,TOT) spectrum can be
used to reconstruct the entire 160+Au and 180+Cu spectra, which
lends further support cc this argument.

VI PRELIMINARY PBGL RESULTS FROM SPRING 1987 RUNS WITH SILICON

Preliminary results are available from b*4 run in spring 1987
with silicon and proton beams at 14.5 GeV/o per nucleon. For this
series of measurements, the protons were identified by a Cerenkov
counter in the positive hadron beam. The PbGl consisted of 248
blocks located 3 meters downstream of the target and covered
approximately the same laboratory polar angular interval as the
small experiment, from 10 to 30 degrees, but only covered 1/2 of
the azimuth. The magnetic speotrometer ocoupied the other half of
the azimuth. Because of the greater distance from the target, the
angular segmentation of the PLG1 for this run was three times finer
in both polar and azimuthal angles than for the fall 1986 run.

The first data to be presented from this 1/2 azimuth
configuration are proton measurements with targets of Au, Cu, Al
and C (figure 9). The shapes of the spectra are virtually the same
for all the targets, which is consistent with the presumption of
the projectile losing most of its energy in the first few
interactions. These spectra can be fit to equation (1) and all
give the same value of b-1.29 GeV**(-l), It is important to note
that acceptance effects may be very significant in these spectra
since the detector is too small to ba struck with -100% probability
on every p-p Inelastic collision.

The improved granularity of the PbGl allows both E(Q.TOT) and
E(O,T) speotra to be obtained. The data are shown in figure 10 for
Si interactions on Au and Al. The energy scale for both E(O.TOT)
and E(0,T) is normalized by tlie average value in each ca@e. Note
that the shapes of the spectra are essentially identical in both
E(0,TOT) and E(O,T). This is consistent with the fact that the
detector covers a limited pseudo-rapidity interval and with the



Page 8

assumption made above that the transverse energy density in
pseudo-rapidity is constant in this interval. The fact that the
shapes of the spectra agree so well implies that the granularity of
the detector preserves the resolution in going from energy to
transverse energy. If one may go out on a limb a bit, careful
inspection of figure 10 indicates that the E(0,T) spectrum is
slightly lower than the E(O,TOT) spectrum in Si+Al but slightly
higher in Si+Au. This implies that the energy emission is at
slightly larger angles for the Au target than for Al, and is a
gauge of the small size of the effect of rescattering and
successive interactions in the two different target nuclei.

A final comment on figure 10 concerns the much broader shape,
in units of the mean value, of the Si+Al spectrum compared to the
Si+Au spectrum. This is simply a consequence of the fact that the
Si+Au spectrum has a flat plateau, and then a sharp drop-off at
high energy, while the Si+Al data just drops off continuously,
without a plateau. The mean value of the energy for the Si+Au data
is near the center of the plateau, and is thus shifted higher
relative to the slope of the drop-off than is the case for the
Si+Al data. This can be seen more clearly from figure 11 where the
E(0,TOT) spectra for the spring 198? configuration are shown. The
spectrum for proton interactions on an Au target is included for
comparison with the speotra for silicon interactions on Au and Al
targets. These data look very similar to the spectra from the fall
1986 configuration with oxygen (figure 2) but a quantitative
comparison is difficult at this time because of the different solid
angles for the two experimental arrangements. It is however
possible to ask whether the upper edge of the Si+Au spectrum,
E(O.TOT) > 40 GeV, is consistent with 28 p+Au interactions. The
fit, shown in figure 12, corresponds to 11% of the observed Sl+Au
cross section and 27 convolutions of the observed p+Au spectrum in
this configuration, and is consistent with all the projectile
nucleons interacting. Acceptance effects are important in the
interpretation of these preliminary spectra, and more targets are
needed. The work is continuing.
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Figure Captions

Fig. 1 : The pulse height spectrum measured in the bullseye
counter. The oxygen peak is obtained from a sample of
non-interacting beam particles and superimposed onto the data from
the PbGl triggers.

Fig. 2 : Differential cross sections in E(O.TOT), the energy
recorded in the PbGl, for 160 interactions on Au, Cu, and Mylar
(C5H402) targets and for proton interactions on an Au target. The
errors shown are statistical and include the effect of point by
point target-out correction. The p+Au cross section has been
divided by a factor of 20 for clarity of presentation. The
projectile total energy was 14.5 GeV/u. The two lower scales on
the figure correspond approximately to the total energy and
transverse energy falling on the detector and have been estimated
with an average correction as discussed in the text.

Fig. 3. Differential cross sections in the charged-particle
multiplicity measured in the TMA wall for 160 interactions on Au,
Cu and C targets and for proton interactions on an Au target. The
errors shown are statistical and inolude the effect of point by
point target out correction. The p+Au cross section has been
divided by a factor of 20 for clarity of presentation. The average
multiplicity for each data set is indicated on the figure.

Fig. 4: The correlation between the charged-particle multiplicity
and B(O.TOT) for 160+Au interactions.

Fig. 5 : E(O,TOT) spectrum for p+Au. The broken line is a fit to
a single gamma distribution. The solid line is a Wounded Nucleon
Hodel fit, composed of a sum of the derived spectra for 2,3,4,,,14
wounded nucleons (dotted lines).

Fig. 6 : Fit to the high energy edge of the 0+Au E(O,TOT)
spectrum as the n-th convolution of the measured p+Au spectrum
(broken curve). Only data points with E(O,TOT) > 45 GeV are used
for the fit.

Fig. 7 : Measured E(O.TOT) spectra for 160 interactions on Au (a)
and Cu (b) together with the sum of 1 to 16-fold convolutions of
the measured p+Au spectrum weighted according to the probability
for 1,2,,,16 of the projectile nuoleons to interact in the target.
The individual components of the sum are also shown.

Fig. 8 : The measured E(0,TOT) spectra for 160 interactions on Au
(a) and Cu (b) together with three predictions. The solid line is
the WPN calculation with Woods-Saxon densities given in the text.
The dotted line is the sharp sphere WPN calculation [2]. The
broken line is the Wounded Nucleon Model calculation.

Fig. 9 : Preliminary results from the spring 1987 run for proton
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Interactions on Au, Cu, Al and C targets measured In the
half-azimuth fine-granularity lead glass array.

Fig. 10 : Preliminary spectra of energy distributions measured in
the fine-granularity half-azimuth lead glass array for silicon
interactions on Au (a) and Al (h) targets. The energy scales for
transverse energy, E(O,T), and total energy, E(O,TOT), have been
normalized by the average values for the distribution, in each
case, so that the shapes of the distributions may be easily
compared.

Fig. 11 : Preliminary results from the spring 1987 run for 28S1
interactions on Au and Al targets and proton interactions on an Au
target measured in the half-&zimuth fine-granularity lead glass
array. The p+Au cross section has been divided by a factor of 20
for clarity of presentation.

Fig. 12 : Fit to the high energy edge of the Si+Au E(0,TOT)
spectrum as the n-th convolution of the observed p+Au spectrum in
this configuration (broken line). Only data points with E(O.TOT) >
40 GeV are used for the fit.
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