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SUMMARY

This paper describes the method which was developed to determine the uncer-
tainties of gap conductances deduced from measured fuel centerline temperatures
of NRC-RSR/BPNL fuel rods irradiated in the Halden Boiling Water Reactor.

The~/k(t)dt method is used to calculate the fuel surface temperature from
the measured fuel centerline temperature and the fuel thermal conductivity. The
gap conductance is calculated from the fuel surface temperature, the calculated
cladding inside surface temperature, and the measured fuel assembly power. The
uncertainties in the input parameters for calculating the gap conductance were
established and the uncertainty in the gap conductance was calculated using the
method of propagation of uncertainties with a first order Taylor series approxi-
mation to the noniinear functions. An example of the calculational method is
given.
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I. INTRODUCTION

The Battelle Pacific Northwest Laboratories are conducting irradiation tests
in the Halden Boiling Water Reactor (HBWR) under the sponsorship of the Fuel

Behavior Research Branch of the Nuclear Regulatory Commission. The objectives
of the program are to 1) provide well-characterized data for verifying computer
codes used for reactor safety analysis and 2) develop improved analytical
models for portions of these codes.

To assist in accomplishing these objectives, two test assemblies, each con-
taining six instrumented fuel rods similar in design to BWR-type rods, were
jrradiated in the HBWR to obtain well-characterized data for fuel operating in
the linear heat ranges of commercial nuclear power plants. These data are
needed for verification of GAPCON-THERMAL(]) and FRAP(Z) computer codes and will
provide a series of benchmarks for indexing other thermal performance codes used
for reactor safety analysis.

Parameters in the test include pellet-cladding gap size and eccentricity,
fi11 gas composition, fuel density and stability, linear heat rating, and
burnup. The two assemblies are essentially identical in design with one operat-
ing at a linear heat rating (LHR) of 10 kW/ft (328 W/cm) (IFA-431) and the other
operating at 15 kW/ft (492 W/cm) (IFA-432).

This report presents a method for estimating uncertainty on gap‘con-
conductances inferred from measured fuel centerline témperatures. The
derivation of the method is presented in sufficient detail to permit the
reader to substitute his own estimates of input uncertainties. Additional

correction factors and associated uncertainties may also be incorporated
with a minimum of difficulty.



IT. SUMMARY AND CONCLUSIONS

This report presents the method developed for estimating the reliability
of gap conductances deduced from measured centerline fuel temperatures. In V
arriving at reliability estimates for experimental data, the ideal situation
is to repeat all measurements of the input parameters required in the calcula-
tions enough times using enough observers and enough diverse instruments so
that the reliability of the results can be assured by the use of statistics.
Unfortunately, it is not practical to estimate all of the uncertainties of the
input parameters by repetition. Since statistics could not be applied to the
errors, the uncertainty intervals selected are based on past experience and
engineering judgment. The uncertainty, which is the maximum deviation expected,
is interpreted to be equivalent to +30 on a Gaussian distribution and hence
includes 99.75% of the distribution.

The gap conductances for the fuel rods were deduced from measured center-
Tine fuel temperatures using the jk(t)dt method(3) to calculate the fuel surface
temperatures. The uncertainties in the gap conductances were calculated by
utilizing the method of propagation of uncertainties with a first order Taylor
series approximation to the nonlinear functions. Monte Carlo sampling was
used to check the results.

Major conclusions of this study are:

1. Assuming normal distribution for all input variables, the distri-
bution of deduced ATgap is normal, but the distribution of gap

conductance, hgap’ is skewed in general.

2. Feiller's method provides a reliable means of calculating non-

symmetric confidence intervals for hgap'

3. The three dominant variables influencing the uncertainty in hgap are
centerline temperature, local linear heat rating and flux depression
with fuel conductivity running a poor fourth. This occurred because
of low uncertainty on linear heat rating and fuel conductivity for
this particular experiment. In general uncertainty on conductivity

and heat rating would dominate the uncertainty in hgap‘



IIT. DESCRIPTION OF IRRADIATION TESTS

Two test assemblies were irradiated in different channels in the Halden
Boiling Water Reactor (HBWR) located in Norway. The reactor is a natural
circulation reactor which currently operates at a power level of 12 MH. The
reactor operating data are shown in Table 1.

TABLE 1. HBWR Operating Data

Power Level 12 MW

Reactor Pressure 500 psi (34 atm)

Heavy Water Saturation Temperature 464°F (240°C)

Plenum Inlet Temperature 459°F (237°C)

Thermal Flux 3 X 1013 n/cmz-sec
Fast Flux (>1 MeV) 5 x 1011 n/en?-sec/i/g
Average Fuel Power Density 14.8 W/g

TEST ASSEMBLIES

The two assemblies, each containing a cluster of six instrumented fuel
rods, are essentially identical in design with one operating at a linear
heat rating (LHR) of 10 kW/ft (328 W/cm) (IFA-431) and the other operating
at 15 kW/ft (492 W/cm) (IFA-432). 1IFA-431 began operation in June of 1975
and was discharged after reaching a goal burnup of 4000 MWd/MTM in February
of 1976. IFA-432 was charged into the reactor in December 1975 and will run
until late 1977. The design parameters and instrumentation for the test
assemblies are shown in Table 2.

Test assembly instrumentation includes six vanadium neutron detectors
to monitor the neutron flux adjacent to the fuel rods and one cobalt neutron
detector to monitor the neutron flux changes during power transients.

Test channel instrumentation includes inilet and outlet channel thermo-
couples, turbine flow meters, and a fuel rod failure detector. A schematic
showing IFA-431 in its test channel is shown in Figure 1. 1FA-432 is identi-
cal except for an ultrasonic thermometer in the upper end of Rod 2.



TABLE 2. Design Parameters and Instrumentation for IFA-431 and IFA-432

IFA-431 - Peak’ Power - 10 kw/ft (328 w/cm)

Cold Fuel Instrumentation

Rod Pellet OB Diametral Gap Fill Density Fuel Burnup Temperature Cladding
No. in. m in. mm Gas % 1D Type Mild/MTH Upper Lower Pressure _length

1 0.4205 10.581 0.009 0.229 He 95  Stable 4,000 tcd) 1¢c  pr(®) estc)

2 0.4145 10.528 0.015 0.381 He 95 Stable 4,000 - TC TC -- ES

3 0.4275 10.858 0.002 0.051 He 95 table 4,000 TC TC -- ES

4 0.4205 10.681 0.009 0.229 Xe 95 Stable 4,000 TC TC -- ES

5 0.4205 10.681 0.003 0.228 He 92 Stable 4,000 TC TC PT £

6 0.4205 10.681 0.009 0.229 He 92 Unstable 4,000 TC TC PT ES

IFA-432 - Peak Power - 15 kW/ft (492 w/cm)

1 0.4205 10.681 0.009 0.229 He 95 Stable 20,000 TC TC PT ES
2 0.4145 10.528 0,015 0.381 He . 95 Stable 4,000(d) UT(e) TC -- ES
3. 0.4265 10.858 0.003 0.076 He 95 Stable 4,000(d)' TC TC -- ES
4 0.4205 10.681 0.009 0.2289 Xe 85 Stable 4,000(d) TC T -- ES
5 0.4205 10.681 0.009 0.229 He 92 Stable 20,000 TC TC PT ES
6 0.4205 10.681 0.009 0.229 He 92 Unstable 20,000 TC TC PT ES
7 0.4145 10.528 0.015 0.381 He 95 Stable 16,000 -- -- - --
8 0.4205 170.681 0.009 0.229 He 95 Stable 16,000  -- -- -- --
9 0.4225 10.732 0.007 0.179 He 95 Stable 16,000 - ~- -- --
a. TC = Thermocouple

b. PT = Pressure Transducer

¢. ES = Elongation Sensor

d. Removable rods replaced by rods 7, 8, and 9,
e. UT = Ultrasonic Thermometer
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Data from the instrumentation except for the pressure monitors is auto-
matically taken every 15 minutes by a data logging system and stored on mag-
netic tape. The pressure data are manually taken. '

FUEL RODS

Each fuel rod is instrumented with two temperature sensors to measure the
central fuel temperature and with one cladding elongation sensor to detect the
time and extent of pellet-cladding interaction. A1l of the temperature sensors
are thermocouples except for one in IFA-432, which is an ultrasonic thermometer
(UT). Three rods in each assembly are each equipped with a pressure transducer
to monitor the internal rod pressure. A1l rods contain U02 pellets enriched to

10 wt% 235U. The pellets have flat ends and are 12.7 mm (0.5 in.) long.

Three of the test fuel rods (Rods 1, 5, and 6) were designed to measure
the effect of fuel densification and stability on gap conductance. These rods
had 0.051 mm (0.009 in.) cold gaps and were back-filled with helium at one
atmosphere pressure. Rod 1 was the reference rod and contained 95% theoretical
density (TD) stable fuel. Rods 5 and 6 each contained 92% TD fuel; however,
the fuel in Rod 5 was stable while fuel in Rod 6 was unstable and thus sus-
ceptible to densification.

Rod 2 was designed to simulate instantaneous densification. Its design
is identical to Rod 1 except for a gap of 0.381 mm (0.015 in.).

Rod 3 was designed primarily as an independent check of rod linear heat
ratings. This rod is identical to Rod 1 except for a gap of 0.051 mm
(0.002 in.) in IFA-431 and 0.076 mm (0.003 in.) in IFA-432. This gap width
was chosen to provide good contact at power and yet minimize the potential for
cladding failure induced by mechanical interaction. With the temperature
gradient across the gap minimized and knowing the measured centerline fuel
temperature and calculating the cladding temperature, the rod LHR in the
assembly can be checked.

Rod 4 was designed to gain an insight into the anomalous thermal behavior
of xenon-filled rods and to study the effects of pellet-cladding gap eccentricity.



IV. DETERMINATION OF GAP CONDUCTANCE

The pellet-cladding gap conductance in a fuel rod is defined by the
following equation:

_ q
"y T T T ) (Es - E) (1)

2

where: hg = pellet-cladding gap conductance
q = linear heat rating
t_ = fuel surface temperature
t. = cladding inside surface temperature
d. = cladding inside diameter
d_ = pellet diameter.

It is worthwhile to note that none of the variables in equation (1) have
ever been measured directly in an operating fuel rod in this or any other
irradiation test. The average gap diameter (di +d )/2, is quite close to its
average for the as-fabricated dimensions; and the latter number is used. The
cladding inner temperature ti’ can be calculated with 1ittle error from the
following equations:

t. = t, tate + oAt (2)
where: ti = cladding inside surface temperature
tw = coolant temperature adjacent to point of measurement
Ate = water film temperature drop
Atc = cladding temperature drop.

The water film temperature drop (Atf) and cladding temperature drop (Atc) are
expressed as:

-9
Mte = - 3, T and (3)
at, = Q,1n2(go/di) (4)
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Note that the linear heat rating is the most influential parameter in
calculating the gap conductance and uncertainty because it enters into the
calculations three times. It appears in the calculation of the fuel surface
temperature, the cladding ID temperature, and the gap conductance. The linear

heat rating for each fuel rod is calculated from the measured fuel assembly
power,

12



V. METHOD OF CALCULATING GAP_CONDUCTANCE UNCERTAINTY

After the gap conductances are deduced from the test data, their estimated
uncertainties are calculated. This section presents the calculational methods
employed and an example of their application.

A distinction between variability, due to measurement and other causes,
and bias is necessary. For example, the linear heat rating value may not coin-
cide with the true, but unknown, linear heat rating due to two different rea-
sons. First, the process of determining the Tinear heat rating involves making
measurements which are subject to error. If the process were repeated a number
of times under the same conditions, a distribution of values would be obtained
centered at some average value. This average value does not necessarily coin-
cide with the actual true value. This difference is called the bias. The
variability around the average value is the uncertainty as used in the follow-
ing analysis. Hence, the uncertainty determined for the gap conductance is
concerned with the variability described above and does not take into account
any possible bias.

Appendix A traces the methods by which the major input variables for hgap
calculations for IFA-431-432 were deduced. It also traces the assumptions
involved and the assignments of uncertainty. The final assignments of

uncertainty are listed in Table 3.

The uncertainty analysis is based on a few stringent assumptions. These
are necessary in order to make any progress at all due to the lack of actual
data concerning the variability of the input variables, e.g., diameters,
temperatures and linear heat rating. The assumptions are:

1. For each input variable, not calculated by equations 1 to 5, the error
distribution is Gaussian about a center value u. Moreover, the uncer-
tainty is adequately described by the relative variance 62 = oz/uz. Note
this implies that the variability increases with increases in the center
value, i.e., the percent uncertainty is constant.

13



TABLE 3. Input Parameters and Uncertainties for IFA-431

Fuel Rods Uncertainty *+ %

Linear heat rating

Rods 1~6 at lower thermocouple location and
Rods 1,2,3 and 6 at upper thermocouple location 5.6

Rods 4 and 5 at upper thermocouple location 6.3
Fuel thermal conduétivity(a)

Centerline temperature

Thermocouple
1000°F (538°C) - 4000°F (2204°C) 3.0
- 4000°F (2204°C) - 4500°F (2482°C) 4,0
Cladding thermal conductivity 5.0
Dimensions, density, enrichmént 0.2
Neutronic
Thermal neutron flux depression in fuel 5.0

Thermal-Hydraulic

Water film heat transfer coefficient 15
Bulk water temperature 1

(a) See figures 3 and 4 and the discussion in Appendix A.

14



2. There is zero covariance between any two of the input variables. In par-
ticular, this implies there is no correlation between the measurement
errors on the input variables.

3. For the nonlinear functions of the input variables used in equations 1
to 5, the propagation of errors by first order Taylor series provides an
adequate approximation.

4. The distributions of the derived variables, e.qg., hg, are sufficiently
symmetric that assumption 1 above holds for the derived variables.

Assumption 4 deserves additional explanation. The explanation will be
given for fuel surface temperatures. Suppose that it were possible to conduct
a large number of experiments exactly 1ike the IFA-43] test. Furthermore,
assume that the necessary measurements needed to calculate the fuel surface
temperatures are taken at the same point of time, i.e., same burnup, power,
etc., for each of the experiments. The temperatures calculated under these con-
ditions will form a distribution of values. Assumption 4 states that this dis-
tribution is approximately symmetric about the true value for the conditions
of the experiment. A1l of the assumptions are concerned with this hypotheti-
cal experimental framework.

An elementary discussion of the Taylor's series approximation is given in
Reference 4. The error propagation for the gap conductance follows the frame-
work described by Jaech.(4) In the case of the fuel surface temperature,
which is defined implicitly in an integral equation, a little ingenuity enables
the variance of tS to be obtained without an explicit solution. The main idea
is to recognize that the variances of the right and left hand sides must be
equal. The details are given later.

The notation is in terms of relative variances. Let w and v be variables
with standard deviations Oy and o> Means y and M0 and covariance Ty ?
respectively. The relative variance of v is C% = 0V2/Uv2 and the relative
covariance of w and v is Cyy = o, /uyny. It is convenient at times to use
Cww in place of sz and o, in place of 0w2_ The square root of the relative

variance C, is also called the coefficient of variation, i.e., Cw = ow/uw.

15



For the present assume that the information available consists of the neces-
sary means, standard deviations and covariances. Where possible the equations
will be in terms of the relative variances and covariances.

Engineering limits, or uncertainties, require additional interpretation
and/or assumptions before they are used. For example, what does the statement
"the uncertainty of the cladding inside diameter is +0.03%" mean? One inter-
pretation is that the error distribution is Gaussian and its standard devia-
tion is 0.0003 d1/3 where di is the true value. The division by 3 corresponds
to the assumption that the uncertainty gives the maximum deviation expected.
Moreover, this maximum deviation is interpreted to be equivalent to *3oon the
Gaussian distribution and, hence, includes 99.75% of the distribution. This
is the interpretation assumed for the uncertainties quoted in the gap conduc-
tance problem.

The six output values of interest are Atf, Atc, ti’ ts’ Atg and hg’ of
which the first five are intermediate variables. The derivation of relative
variances for the intermediate variables will now be performed. After each
derivation a set of numerical values corresponding to a standard problem

(Rod 1 at 3.0 x 10% W/m) will be given.

16
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V.A. CALCULATION OF UNCERTAINTY FOR THE INTERMEDIATE PARAMETERS

The five intermediate parameters in the gap conductance calculations are:
e water film temperature drop (Atf),
e cladding temperature drop (Atc),
o inside cladding temperature (ti)’
e fuel surface temperature (ts),
9)'

This section presents the error propagation equations for these intermediate
parameters. A typical calculation is given in each case.

* gap temperature drop (At

19



V.A.1. WATER FILM TEMPERATURE DROP - Atf

The water film temperature drop is computed from

R

of

The relative covariance obtained from the error propagation is given by

2 2 2 2
¢ h

¢+ +¢
At 7q - 7dy o The

where Cg, Cg and Cﬁ are the relative variances of the linear heat rating,
0 f

outside diameter of the cladding and the water film heat transfer coefficient.

These quantities can be calculated from their assumed uncertainties by using

CE = (Vq/300)2. The uncertainty for the water film temperature drop is

obtained from the reverse calculation. An example is given in Table 4.

TABLE 4. Water Film Temperature Drop Uncertainty: Example

. . 2
Contribution to CAt

Uncertainty,
Parameter Value % Value % of Total
g(W/m) 3.0+04 5.6 3.48-04 12.2
do(m) 1.278-02 0.2 4.44-07 <0.07%
hf 5.892 15.0 2.50-03 87.8
Atf 12.680 16.0 2.85-03 100.0

21



V.A.2. CLADDING TEMPERATURE DROP - Atc
The cladding temperature drop is computed from

_q In(d /d)

Atc' 2mb

Its relative variance is obtained from

g+ Ca,
R
c 9 [In(d _/d.)]
o' i
2 2 .2 2 . . . .
where Cq, Cb, Cd and Cd are the relative variances of the linear heat rating,
0 i

cladding thermal conductivity, cladding outside diameter and the cladding
inside diameter respectively. Table 5 presents an example calculation.

TABLE 5. Cladding Temperature Drop Uncertainty: Example

Contribution to Cit
Uncertainty, fo
Parameter Value % Value % of Total

q 3.0+04 5.6 3.48-04 52.6
b(W/m-C) 1.535-03 5.0 2.78-04 42.0
do(m) 1.278~02 0.2 1.76-05 2.7
di(m) 1.090-02 0.2 1.76=-05 2.7
K?;' 49.4 7.7 6.62-04 100.0




V.A.3. CLADDING INSIDE SURFACE TEMPERATURE - ti

The cladding inside surface temperature is computed from

. = + +
t_| tw At Atc

f

and its relative variance is

2 2 2
t at At At At
2 -() &+ () © +-t£ cit+2 fzc Cat,,at
ti \ti/ o\t bt i c ts LAe

i

where C%w’ Cit » and Cgt are the relative variances of the bulk water

temperature, wgter film temperature drop and the cladding temperature drop,
respectively, and CAt s Atc is the relative covariance between Atf and Atc

obtained from f

2
C
2 do

CAtf,Atc =G - [Tn(d_7d.)]

In this case there is a relative covariance between Atf and Atc since they
are both functions of g and do' Table 6 gives an example,

TABLE 6. Cladding Inside Surface Temperature Uncertainty: Example

Contribution to CE
Uncertainty, i

Parameter Value % Value % of Total
tw 238. 1.0 6.99-06 20.1
Atf 12.68 16.0 5.09-06 14.6
Atc 49.4 7.7 1.79~05 51.5
Atf, Atc 4.81-06 13.8
t. 300,00 1.8 3.48-05 100.0

1

25



V.A.4. FUEL SURFACE TEMPERATURE - tS

The fuel surface temperature is defined implicitly by

where K(t) is a third degree polynomial with the coefficients estimated by
linear regression techniques. Although it is theoretically possible to solve
for tS explicitly, the solution is complicated. The uncertainty of tS may

be approximated without an explicit solution. The error propagation requires
partial derivatives of the form EE§_where X represents any of the remaining
variables. These derivatives can*be obtained by implicit differentiation.
Otherwise the procedure is the same. The relative covariance of the fuel
surface temperature is given by

£K(t,) [X(t) = X(t)1 2IX(t ) - X(t,)]

2 2
2 2 [ F } < 2 é) ) - X
C = C + ————QT——j- CA+ C + :

where
K(t) = a + bt + ct? + dt>
. 1.2 1.3 1.4
x(t)” = (t, 5%, L% Leh), and

™
1

covariance matrix for regression
coefficients of K(t).

An example is given in Table 7. The value used for K(t) and I are

K(t) = 0.0784 - (6.628-05)t + (2.083-08)t% - (1.015-12)t°

(Curve-fit from Figure 3)

27



Parameter

te

q
F

K(t)

ts

TABLE 7.

1.7639

- 1076 | -7-8583-03
9.3653-06
-3.2519-09

_Value

1040.0
3.0+04
0.835

530.2

-78583-03
4.1342-05

-5.3056-08
1.9209-11

Uncertainty,

—_—
3.0
5.6
5.0
X
7.2
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9.3653-06
-5.3056-08
7.1311-11
-2.6624-14

Fuel Surface Temperature Uncertainty:

Contr

-3.2519-09
1.9209-11
-2.6624-14
1.0170-17

Example

Value

1.53-04
2,06-04
1.64-04
4,78-05
5.70-04

ibution to C%S
% of Total

26.8
36.1
28.7
8.4
100.0



V.A.5. GAP_TEMPERATURE DROP: At

g

The gap temperature drop is defined as the difference between the fuel
surface temperature and the cladding inside surface temperature, i.e.,

2 2
2, = <i> c2 + (f‘——> 2 s
sty T\BE ) Ce TR Ot —?Atg tit
where
- 9F
C, o o _dm Ot * Ot ;2
i’s tits K(ts) q -

An example calculation is given in Table 8.

TABLE 8. Gap Temperature Drop Uncertainty: Example

Contribution to CE
. Uncertainty, i
Parameter Value % Value % of Total
ts 530.2 7.2 3.03-03 88.6
ti 300.08 1.8 5.92-05 1.7
ti’ ts 3.33-04 9.7
Atg 230,12 17.5 3.42-03 100.0

29



V.B. CALCULATION OF UNCERTAINTY FOR GAP CONDUCTANCE

The uncertainty calculation for the gap conductance are derived for two
different situations. First, the error propagation method used for the
intermediate parameters is derived for the case where it is reasonable to
assume that the error distribution for the gap conductance is symmetric and
approaches the Gaussian distribution, i.e., the assumptions at the beginning
of Section V hold. When this is not the case, e.g., for small gap temper-
ature drops, an alternate error analysis is given. The method is not
restricted to the nonsymmetric case. It can be used for the uncertainty
calculations for gap conductance in all cases. If the gap conductance error
distribution is symmetric, the uncertainty limits are symmetric. If the
distribution is nonsymmetric, the limits are nonsymmetric.

The gap conductance is defined as

where d is the diameter selected for fuel-cladding gap. The relative variance
for the gap conductance when derived by error propagation is

2 2 2 2

()
1l

cc+CS+ct, -2 + 2C
d 7 tat At daA
hg 4 g 9% t
where
- ———9%——7-+ A, + At
Caat - = T ¢
A .
qat, q q
and when d = (di + dp)/2
42 2 + 4% ¢2
2 i 7d. p d
_ i p
Cq = 7
4d
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1 94 At 2

S C
ptg,d T 2 TRET T T

C

If the gap conductance is calculated utilizing only the inside c]adding'

diameter, then d = di and the relative variance may be obtained using the

same equations but with the following two changes

a.nn
[« 1N\

At 2

C = ¢ C
At,d At 1anO7H}) di

An example application of the error propagation formulas is contained in

Table 9.

TABLE 9. Gap Conductance Uncertainty:

Uncertainty,
Parameter Value %
q 3.0+04 5.6
d 1.087-02 0.2
Atg 230,12 17.5
, At
9> 8%
d, At
hg(W/mz-C) 0.381+04 21.6
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Symmetric Example

Contribution to Cﬁ

Value

3.48-04
2,22-07
3.42-03
1.42-03
6.07-07
5.19-03

g
% of Total

6.7
<0.01
65.9
27.4
<0.01

100.0



The validity of the errors propagation method for determining the percent
uncertainty for the gap conductance depends on a symmetry assumption for the
gap conductance error distribution. In particular the distribution must resem-
ble a Gaussian distribution. The previously described output parameters are
generally expected to satisfy this assumption. However, the gap conductance .
is essentially the ratio of the two dependent parameters linear heat rating, q,
and gap temperature drop, Atg. In this situation if the uncertainty for Atg
is reasonably Targe, then, along with the dependence, the distribution of
hg is expected to be nonsymmetric with stretched tail for high gap conductances.
The error propagation method of obtaining an uncertainty for gap conductance
is not adequate in this situation.

An alternate procedure based on the known dependence and assumed Gaussian
distributions of the linear heat rating and gap temperature drop is available.

(6) gives nonsymmetric limits for the uncer-

The procedure, due to Fieller,
tainties. The method first calculates a confidence interval for the gap
conductance. This interval is computed to correspond to the three sigma
1imit chosen to represent the interpretation given to the uncertainties.

This choice is reflected in the parameter t given below.
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The computations for Fieller's method are given by

1 - t2CX T t/DISCR

h,h =h Y
L Tu T 1 - t%cd
where
_ 2.2 2 2.2y .2
DISCR = tCy - 2cXY +eo+ (1=t cy) cy
y
2 2 2
Cx = CAtg * Gyt Lyt
2 2
¢, = ¢
Cy =C
X
y qAt
t = 3.0.

The calculated gap conductance Timits may be changed to percent uncertainties
by

h - h h -h
-LE—-ﬂ-x 100 and —4—5 X 100
g g

In calculating the upper and Tower limits two apparent anomalous
situations can occur. First, the value of DISCR can be negative. This
implies the limits are from 0 to infinity. Second, the computed interval
may not include the hg value. In this case, the actual interval includes
all real values outside of the calculated interval. Both of these
situations are a consequence of large uncertainty associated with Atg.
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Table 10 shows the necessary information for calculating the uncertainty
1imits. This example is the same as for Tables 4-9. The uncertainty based
on the error propagation is 21.6 percent.

TABLE 10. Gap Conductance Uncertainty: Nonsymmetric Example

Uncertainty, Relative Variance
Parameter Value % Covariance
q 3.0+04 3.48-04
Atg 230.12 17.5 3.42-03
d 1.087-02 0.2 4.44-07
q, Atg 1.42-03
d, Atg 0.381+04 -18.4 & 26.1 6.07-07
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hq UNCERTAINTY, %
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40
30 r
UPPER LIMIT
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LOWER LIMIT
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0 | | | | |
0 1.0 2.0 3.0 4.0 5.0

LINEAR POWER, W/m x 107

FIGURE 5. Gap Conductance Uncertainty Versus Linear Power

for Rods 1, 5, and 6, IFA-431
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hg UNCERTAINTY %

40
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10

| LOWER LIMIT
I I | |
0 1.0 2.0 3.0 4.0

LINEAR POWER, W/m x 10%

FIGURE 6. Gap Conductance Uncertainty Versus Linear Power

for Rod 2, IFA-431
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FIGURE 7. Gap Conductance Uncertainty Versus Linear Power
for Rod 3, IFA-431
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hg UNCERTAINTY %
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LINEAR POWER, W/m x 104

FIGURE 8. Gap Conductance Uncertainty Versus Linear Power

for Rod 4, IFA-43]
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hg Wimé - ¢ x 10*

3
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0.8
0.6 —
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1
6
0.41— / 2
4
0.27— %
| | | |
0'[]0.0 1.0 2.0 3.0 4.0
LINEAR POWER, W/m x 10%
FIGURE 9. Gap Conductance Versus Linear Power

for Rods 1-6, IFA-43]
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DISCUSSION OF ASSIGNED UNCERTAINTY VALUES

This appendix discusses the factors involved in deducing each of the

j input variables for h .
major inp s fo gap

1.0 LINEAR HEAT RATING, gq

The Tinear heat rating is obtained from a combination of assembly power
and neutron detector outputs. Each of these will be treated in turn.

1.1 Fuel Assembly Power

At the beginning of the first irradiation cycle, the total power in the
test assembly is calibrated thermal-hydraulically under forced convection cool-
ing and is related to the average of the neutron detector currents. After this
calibration the assembly is operated under natural circulation cooling, and the
assembly power and individual fuel rod Tinear heat ratings are deduced from the
neutron detector currents. The calibration is not repeated.

The test assembly inlet ports near the bottom of the assembly as shown in
Figure A-1 are closed for the forced convection calibration run by activating
the calibration valve.

Forced circulation cooling is introduced from the subcooled. plenum chamber
and boiling is established in the channel. This is shown schematically in
Figure A-1.

The assembly is operated at constant power which is controlled by the neu-
tron detector readings while the subcooling is varied. The boiling power is
computed and plotted versus the measured subcooled power. Figure A-2 shows a
plot copied from digital computer results. The plots of boiling power versus
subcooled power are very close to a straight line. The intersection of the

extrapolated plots with the abscissa gives the minimum subcooled power required
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to suppress boiling in the channel under ideal conditions. The subcooled power
is equal to the total channel power which is corrected for the moderator heat-
ing effect to give the channel power associated with the assembly.

The accuracy of the assembly power determination depends on the following

(8)

e calibration of inlet and outlet turbine flow meters

factors:

e calibration of coolant thermocouples

e temperature profile across the coolant channel where the inlet and outlet
thermocouples are located

e influx of heat from the moderator into the coolant channel

e slip factor constancy

® gsignal to noise ratio

e accuracy of data handling equipment.

The outlet turbine accuracy is very good, better than +0.5%, while the inlet
turbine calibration is more doubtful due to the short and complicated inlet
section. Comparison with the outlet turbine immediately prior to measurements
gives good control, however, and the accuracy obtained is estimated to be better
than +2%.

The calibration of coolant thermocouples is very good, about +2 uV. An
18°F (10°C) temperature rise in the channel has an accuracy of +0.5%.

The nonuniform temperature distribution across the inlet to the channel
is negligible because there is excellent mixing before the coolant enters the
assembly. The distribution across the outlet, however, is difficult to deter-
mine as there is little information available. The best estimate is obtained
by studying the consistency of the measurements and the degree of agreement
between the various calibration methods.

The influence of th2 heat flux from the moderator is small. It can amount
to as much as 10 kW at Tow channel power and high subcooling, but it is taken
into account, so even if some error is involved in determining this heat flux,
the overall error contribution is very small, probably less than +0.5%.

A-4
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The calibration method is based on assuming a constant slip factor during
a subcooled power ramp. The results of the measurements give a plot of boiling
power versus subcooled power which is very close to a straight 1ine, indicating
that the assumption is valid.

The signal to noise ratio does not normally cause any difficulty with sound
instruments. The noise is easily filtered out.

There is always full control with the performance of the data handling sys-
tem, so errors caused in this equipment can be neglected compared to error from
other sources.

Another factor which influences the accuracy of assembly power indication
by the beta current neutron detectors is the specificity of the power indicators
themselves. Part of the neutron flux registered by these instruments originates
in other fuel assemblies, and this portion of the signal will depend on the flux
distribution in the core.

Taking the above factors into account, Halden estimates that the in-reactor

(4)

assembly power measurements have accuracies in the +3 to *5% range.
A value of *4 1/2% was selected for the IFA-431 assembly power accuracy.

1.2 Neutron Detector Output

Each assembly is equipped with six vanadium, self-powered, beta current
neutron detectors to monitor the power in the fuel assembly after the initial
thermal-hydraulic calibration. One detector failed in the IFA-431 assembly
shortly after startup.

Each vanadium neutron detector is 3.93 in. (100 mm) long and is located so
that the center of the detector and the thermocouple junction are located on
essentially the same plane.

The neutron detector output is an average of the current generated over
the length of the detector. A nonsymmetrical flux gradient or spiked flux
along the length of the detector could produce incorrect power generation
results. It appears that the axial flux gradients along the neutron detectors
are symmetrical and without spikes, so errors from this source should be minimal.

A-5




The neutron detectors used in the test assemblies are not calibrated.
Their precisions are based on the results of the irradiation of 30 similar type
vanadium neutron detectors in the Studsvik R2-0 Reactor in Sweden. The 30
detectors were irradiated in a thermal neutron flux of 1.1 x 1010 n/cm2-sec.

The error limits for the outputs of the detectors are estimated to be +2.5%
at a neutron flux of 1.1 x 10H n/cmz—sec.

In addition to correlating the detector outputs to the neutron flux in the
Studsvik reactor, Ha]den has conducted long-term tests of similar neutron detec-
tors in the HBNR.(g) These Tong-term tests have established the detectors as
a reliablie and accurate instrument without a measurable change in sensitivity
at the higher flux levels in the HBWR.

The sensitivities of the test assembly neutron detectors are calculated
from the sensitivities of the calibrated detectors and the physical character-
istics of the test assembly detectors supplied by the manufacturer. To account
for uncertainties in this calculation, *0.5% is added to the *2.5% for the cali-
brated detectors to give an uncertainty of +3.0% for the test assembly
detectors.

The vanadium detectors have a calculated burnup rate of 0.013%/month at a
neutron flux of 1 x 1013 n/cmz-sec. Based on this rate, the neutron detector
end-of-1ife (EOL) burnup for IFA-431 is 0.06%. Because of this low value, the
neutron detector outputs were not corrected for burnup.

A disadvantage of the vanadium detectors is their slow response time
(5.5 min, 0 to 63%) to power changes. Consequently, during up and down power
ramps, a correction factor should be considered for the output values.

A-6
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1.3 Fuel Rod Linear Heating Rating

The fuel rod linear heat rating is calculated from the following equation:

q = CKNCN*
where: g = linear heat rating
C = conversion factor which converts assembly power to individual rod
linear heat rating
K = calibration factor: ratio of assembly power to average of neutron
detector currents
N = single neutron detector current

CN = neutron flux tilt correction factor.

The uncertainty associated with the conversion factor, C, takes into
account the uncertainties in the dimensions, density, and enrichment of the
fuel. This uncertainty is calculated to be #0.2%. The uncertainty associated
with N was evaluated as +3%.

The IFA-431 test assembly is located in the outermost ring of the reactor
where a significant radial flux tilt exists across the test assembly. This
necessitates correcting the output signals from the neutron detectors to the
axis of the fuel rods. This is accomplished with the flux tilt factor, C
We are assuming +1% uncertainty in the flux tilt factor.

N.

The uncertainties associated with the-calibration factor, K, and the
linear heat rating, q, are developed in the following three paragraphs.

The available data for calculating the uncertainty for q consist of typical
values for C, K, N, and CN along with uncertainty intervals for each factor
where the errors are engineering estimates of error levels generally correspond-
ing to maximum limits. The assumptions which are basic to this analysis are:

* The engineering estimates of the error 1imits are equivalent to three
standard deviation limits, i.e., *5% corresponds to i(%?)]OO where u is
the typical value and o is one standard deviation.

* A factor to correct for 235U depletion and flux depression change should
also be added. Since this factor is close to 1.0 for IFA-431 data and

since its uncertainty is not easily estimated we have not included it in
this report.
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® The four factors C, K, N and CN are statistically independent. This
assumption is reasonable since K is determined at the initial startup and
N is obtained from subsequent measurements. Furthermore, the variability
in C arises from measurement errors associated with the dimensions,
density, and enrichment of the fuel, and CN is a flux tilt correction
independent of neutron detector output.

By propagation of uncertainties, the 3 o uncertainty for the linear heat

rating is

_ 2 2 2 2\1/2
U = (UC U+ U+ gy )
where UC is the engineering percent uncertainty on C, Ug is the engineering
percent uncertainty on K, UN is on N, and UCN is on Cy. In order to utilize
the above relationship, the 3 o percent uncertainty must be calculated for
factor K.

The equation for calculating K for IFA-431 is:

Qch

K= (N; + Ny + N3)/6 + (Ng + N5)/4

where Qch is the calculated assembly power and Nj is the output from the ith

neutron detector. If it is assumed that the neutron detectors and the calcu-
lated assembly power are all statistically independent, then the above equation
can be used along with propagation of errors to obtain the estimated error 1imits
for K. Utilizing these assumptions, the error limits for K for IFA-431 are given
by:

2 U 2)1/2

) 5
Ug = Uep™ + 27 Uy

K
Because one detector failed in IFA-431, the neutron flux at the failed
detector location is calculated from the operating detectors as follows:

[(Ng/Ny) + (Ng/N,)]

= N3 5

6
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The uncertainty 1imits equation is

2 2
w2z oMY (2 L2 V(Y (2 .2 WP
Ng N3 * \ 2N;Ng Ny~ TNy 2NN, No = "Ng

Detector No. 6 is Tocated between Rods 4 and 5 at the upper thermocouple
location. Consequently, the uncertainty of the Tinear heat rating for these two
rods will be greater than that for the other rods.

The uncertainty assigned to the components of g are listed below:

TABLE A-T1. Assigned Uncertainties for Linear Power Factors

Item Uncertainty Symbol
Channel Power 4.5% UCh
Detector Current 3.0% UN
Calibration Factor 4.7% U
Flux Tilt Correction 1.0% U
(assumed) N
Conversion Factor 0.2% UC

2.0 CENTERLINE FUEL TEMPERATURE

Twelve thermocouples are used in IFA-431 for measuring the central fuel
temperatures. The thermocouples have grounded junctions with 0.052 in. (1.575 mm)
0D tungsten/22% rhenium sheaths and W 5% Re/W 26% Re seven-stranded thermo-
couple wires with beryllium oxide insulators.

The thermocouples were fabricated and calibrated by the Idaho National
Engineering Laboratory (INEL). Calibration of the thermocouples over the range
of use produces a brittle assembly which is fragile and subject fo breakage.
Consequently, only one thermocouple, which was not used in the in-reactor test,
was calibrated.

The thermocouple was calibrated against a reference thermocouple of bare
W 5% Re/W 26% Re and an optical pyrometer as a second reference. The reference
thermocouple and the optical pyrometer agreed within 40°F (22°C) up to 4000°F
(2204°C), but as the temperature approached 4500°F (2482°C), the two differed
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more widely. The optical pyrometer was thought to be closer since 4500°F tem-
perature is above that given in most calibration tables for W/Re thermocouples.
The calibrated thermocouple had the following 1imits of error:

Ambient to 1000°F (538°C) = +10°F (5.5°C)

1000°F (538°C) to 4000°F (2204°C)
4000°F (2204°C) to 4500°F (2482°C)

+1% of reading

+2% of reading.

Irradiation of the thermocouples will have long term effects caused by the
shunting of the EMF's by conduction across the insulators, by transmutations in
the thermocouple materials, and by temperature gradients along the thermocouple
wires.

The insulator shunting effect was reduced to a negligible level by using
beryl1ijum oxide insulators.

The thermocouples used in these tests employ tungsten and rhenium which
transmute under neutron irradiation to rhenium and osmium, respectively. These
transmutations are the main cause of the reduction in the signal from the thermo-

couples with irradiation seen by 1nvestigators.(]0)

However, there is consider-
able variation in the magnitude of the effect seen. The reason for this varia-
tion is probably that the effect is not confined to changes occurring at the

hot junction. The composition changes resulting from the transmutations give
rise to inhomogeneities, causing Seebeck EMF generation in the wire situated
within the temperature gradient.(]2
order of magnitude of about 10% for the downward drift of the EMF at a thermal

21 n/cmz.

The data from Reference 8 indicates an

neutron fluence of 1 x 10

The expected fluence for IFA-431 is about 1 x 1020 n/cmz-sec. Based on

Reference 8, this fluence would indicate a downward EMF drift of 1% for IFA-43]
at EOL. No correction factor is applied to the IFA-431 data. However, an error
value of +1% is assumed for the irradiation effects.

The average error band associated with the instrument measurement and con-
version t?chniques over the range of temperature measurements is estimated to
9)
be +0.6%.
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Combining the calibration errors of 1% or 2%, the irradiation effects
error of 1%, and the instrumentation of 0.6% and rounding off, gives the
following estimated total uncertainties for the centerline fuel temperatures:

% of Reading
*3
*4

1000°F (538°C) to 4000°F (2204°C)
4000°F (2204°C) to 4500°F (2482°C)

3.0 FUEL THERMAL CONDUCTIVITY

The fuel thermal conductivities of the three fuel types employed in the
test, 95% TD stable, 92% TD stable, and 92% TD unstable, were determined. The
method consists of heating one surface of a thin sample disc with a short heat
pulse from a laser beam. The heat pulse passes through the sample, and the tem-
perature transient on the back surface of the sample is measured and recorded.
The thermal diffusivity is determined from the shape of the temperature-versus-
time curve.

The temperature transients were measured optically using a liquid nitrogen
cooled, indium antimonide, infrared detector. The signal from the detector was
displayed on an oscilloscope and recorded on film. Corrections were made for
heat losses, but pulse time corrections were not required.

Each sample was initially heated to 1300 to 1400°C with measurements being
taken at approximately 100°C intervals. On cooling, measurements were taken
at 200 to 250°C intervals. Subsequently, each sample was heated to 1600 to
1650°C. The samples were held at this temperature for 4 to 5.5 hours. Measure-
ments were made to compare the thermal diffusivity before and after heat treat-
ment. The sample was then cooled to room temperature and again heated to 1530
to 1650°C with measurements being made at 200 to 300°C increments.
The thermal diffusivity, a, (cmz/sec) was calculated from the relationship-
t d2
e,
1/2
where t]/2 is the time for the back surface of the sample to reach 1/2 the maxi-
mum temperature; tC is a heat loss correction which is determined from the shape
of the time-temperature curve; and d is the sample thickness.
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The thermal conductivity, A, (W/cm-C) was calculated for each thermal
diffusivity data point from the relationship

x = 4,186 a-Cp-p
where Cp (cal/g-°C) is the heat capacity and (g/cm3) is the sample density.

The above limited amount of out-of-reactor thermal conductivity and tem-
perature data were analyzed by a computer program which performs least squares
solutions of linear equations by orthogonal transformations. The program
generates coefficients for a third order polynomial, predicts a true value for
the thermal conductivity at the input temperatures, and estimates a 95% upper
and a 95% Tower Timit. The thermal conductivity uncertainty intervals employed
in this analysis are based on the limits estimated by the program for the out-
of-reactor data.

However, a curve fit to the expanded data base in Figure 4, which has more
scatter but a higher density per temperature interval, shows similar results:

TABLE A-2. Comparison of Regression on Two Thermal
Conductivity Data Sets

Typical 95% Confidence Residual Standard
Internal at 800°C Deviation
Source (W/cm=C) (W/cm~C)
Figure 3 -4 -3
(Diffusivity Data +7 x 10 +2 x 10
for IFA-431 Fuel)
Figure 4 -4 -3
(Expanded Data +4 x 10 +3 x 10

Set per Ref. 6)

As noted in Appendix B, use of the curve fit to the expanded data set does

not increase the hga uncertainty very much.
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4,0 THERMAL NEUTRON FLUX DEPRESSION

The flux depression factor, F, was taken from the results of a THERMOS(]])
calculation for a 10% enriched UO2 pellet. However, the uncertainty on F can
be better appreciated by considering the approximate solution Io(Kr) where Io.
is a modified Bessel's function and K is the effective inverse diffusion
length for the neutrons, and as such is proportiona1'to the square root of the

product of scattering and absorption cross sections for the fuel. With F”*
defined as

a r
2 Jﬂ %ﬁ f~ rIo(Kr)dr
0 0

=F-
a

jarI (Kr)dr

0 0

for a solid pellet, it is possible to define a range for K such that
F* = F + X%, for F ~0.85. The following table summarizes the results.

TABLE A-3. Variation of F With K

F’ K»
0.9F 0.75K
0.95F 0.86K
0.98F 0.93K
1.F . 1.K

From the table we see that a 5% variation in F corresponds to a *14%
variation in K, which corresponds to about +20% variation in cross sections.
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5.0 WATER FILM HEAT TRANSFER COEFFICIENT

Experiments were performed in the SAPHIR swimming pool type reactor at
the Institute for Reactor Research in wﬁrenlingen and in SILOETTE at the Center
for Nuclear Studies in Grenoble to determine heat transfer coefficients.(]2’13)

The average uncertainty for the SAPHIR data is +#9.5% and that for SILOETTE
is #15.1%. The author did not give reasons for this difference nor were the
reasons apparent from the data. A heat transfer coefficient calculated using
Nusselt, Reynolds, and Prandtl Numbers was shown by the author to lie within
the range of uncertainty.

An uncertainty value of *15% for the water film heat transfer coefficient
was selected.

6.0 ADDITIONAL UNCERTAINTIES

Additional uncertainties considered are those associated with crud deposi-
tion on the cladding surface, bulk water temperature, and cladding thermal con-
ductivity. The uncertainties for the latter two parameters are as follows:

+% Uncertainty
Bulk water temperature 1

Cladding thermal conductivity 5

Crud deposition on fuel rods irradiated in the HBWR has rarely been
observed during postirradiation examination. Crud was found on two assemblies
which had a square lattice of fuel rods in a square shroud and on a burnout test
which was taken into critical heat flux conditions numerous times. On fuel rods
irradiated in assemblies with circular shrouds (IFA-431 and IFA-432 are in cir-
cular shrouds), adherent crud deposits have been virtually absent even to burn-
ups in the 30,000 MWd/MTM range.(a) In view of this history of crud deposition
in the HBWR, we are assuming crud-free surfaces during the irradiation. If
postirradiation examination shows significant amounts of crud deposition, appro-
priate correction factors will be applied to the data.

(a) This information is taken from a memo dated December 16, 1975 - Crud
Formation on Fuel Rods in HBWR - from Hanevik (Halden Reactor Project)
to J. A. Christensen.
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APPENDIX B

EXAMPLES OF RELATIVE VARIANCE CALCLULATIONS



A.

EXAMPLES OF RELATIVE VARIANCE CALCULATIONS

Relative VYariance of AtC

q zn(do/di)

bt. = —=m
) (éAtc)z ) (BAtC)Z ) (BAtc
Var(At ) = g- + o~ +
c 9q q Bdo d0 Ad,
BAtC _ ln(do/di) _ AtC
9q 27b q
ant o q bt
Ad, — 2mbd T d ln(do/d{y
BAt, g -0t
adi 27bd; di zn(do/d{f
oAt _-a ln(do/di) _ -At,
ob 2ﬁb2 b
2 2
Var(At ) Cd + Cd.
' C2 S A 0 1 + ¢l
At 2 g 2 b
c (Atc) [Rn(do/di)]
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B. Relative Covariance of At. and Atc, CAtf’Atc

q 2n(d /d,)
A, =3 A = O 17
f ﬂdohf c 2rb

. At oAt
- C fl . 2
Cov(AtC,Atf)--(aq ) ( T4 ) Uq

Qo

+
D
[+%)
| >
] o+
- O
S———

oAt
( abf) “E | (8)

First note that ahi =5 - adi = 0 so that the Tast three terms

are 0. Then

aAtC _ ﬁn(do/di) _ Atc BAtf _ éfl_

aq 2tb q 9q q

BAtC _ AtC oAtf _ -At

3d, 4, zn(do/d;7' 8d0 do
Hence 2

C
Cov(At ,Atf) 2 “d
Cat at, = FE X =C- 1 Zdo M)
Atc’ f c °f I n o/ i
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APPENDIX C

MONTE CARLO SAMPLING



e When the gap conductance distribution is approximately Gaussian, the
error propagation uncertainty is adequate.

These conclusions are based on examining the Monte Carlo results using the
IFA-431 rods 1 to 4 operating parameter values. (Only the general parameter
values from the actual test data were used--not the actual history of the
rods.) For each rod Tinear heat rating values were selected at 100, 200,
300 and 400 W/cm. Hence, the study consists of 16 different rod operating
conditions. For each of the operating conditions the procedure was:

e To assume each input parameter was gaussian with mean and uncertainty
specified by the operating conditions.

® To randomly generate 500 values for each input parameter.

e To perform the calculations necessary to obtain the intermediate para-
meters and gap conductance (completed 500 times).

e To evaluate for each input and output parameter the distribution of
the 500 values (histogram, stem/leaf displays, probability plots, test
statistics, etc.).

e To calculate the output parameters' average value and uncertainty for
comparison against the methods in Section V.

The distributions of the input and intermediate parameters under all 16
conditions appeared Gaussian when assessed by probability plotting and by the
W-test for normality. In the case of gap conductance the distributions tended
to be skewed to the right especially for rod 3. Figure C-1 shows a frequency
plot of gap conductance values for the 500-element "rod 3" sample at 3.0 x 104 W/m.
The intervales are 0.02 W/mz-C X 104, and the numbers within the plot represent
the second digit to the right of the decimal place. Note the long tail at

high hg values.

Comparisons of the error propagation analysis and the Monte Carlo results
are contained in Tables C-1, C-2, and C-3. The first two tables are for the
intermediate parameters and the third for gap conductance. The agreement
shown between the simulated and error propagation results is good for the
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TABLE C.1 Comparison of Error Analysis and Monte Carlo Results
for IFA-431 Rod 1 Intermediate Parameters

Parameter Value Uncertainty
Error Error
Parameter Analysis  Monte Carlo Analysis Monte Carlo

Film Temperature Drop Atf

1.0 x 10% w/m 4.2 4.2 16.0 15.8

2.0 8.5 8.5 16.0 16.2

3.0 12.7 12.7 16.0 15.3

4.0 16.9 17.0 16.0 16.3
Caldding Temperature Drop Atc

1.0 x 10% W/nm 16.7 16.2 7.5 7.7

2.0 33.2 32.4 7.5 7.1

3.0 49.4 48.6 7.5 7.7

4.0 65.3 64.8 7.5 7.2
Inside Cladding Temperature ti

1.0 x 10% w/m 258.9 258.4 1.1 1.1

2.0 279.7 278.9 1.4 1.4

3.0 .+ 300.1 299.3 1.7 1.8

4.0 320.2 319.8 2.1 1.9
Fuel Surface Density tS

1.0 x 10% W/m 375.3 375.5 4.3 4.4

2.0 467.6 467.7 5.8 5.6

3.0 530.2 530.3 7.2 7.4

4.0 558.0 557.8 8.8 9.0
Delta Temperature Drop Atg

1.0 x 10% w/m 116.4 7.1 14.6 14.6

2.0 187.9 188.7 15.1 14.7

3.0 230.1 231.0 17.5 18.1

4.0 237.8 238.0 22.1 22.4
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TABLE C.2 Comparison of Error Analysis and Monte Carlo Results
for IFA-431 Rod 3 Intermediate Parameters

Parameter Value Uncertainty
Error Error
Parameter Analysis Monte Carlo Analysis  Monte Carlo
Film Temperature Drop Atf
2.0 x 10% W/m 8.5 8.5 16.0 16.9
3.0 12.7 12.7 16.0 15.9
4.0 16.9 16.9 16.0 16.1
Cladding Temperature Drop Atc
2.0 x 10" w/m 33.2 32.4 7.5 7.6
3.0 49.4 48.7 7.5 7.0
4.0 65.3 64.8 7.5 7.9
Inside Cladding Temperature ti
2.0 x 104 W/m 280.0 278.9 1.4 1.4
3.0 300.1 299.4 1.7 1.6
4.0 320.2 319.8 2.1 2.1
Fuel Surface Temperature tS
2.0 x 10% W/m 367.0 366.6 6.5 6.4
3.0 387.1 386.3 8.5 8.6
4.0 391.1 391.1 10.6 10.7
Gap Temperature Gradient Atq
2.0 x 10* w/m 87.3 87.7 29.0 28.1
3.0 80.0 86.9 40.6 40.5
4.0 70.9 72.1 63.4 63.3
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TABLE C.3 Comparison of Gap Conductance Error Analysis
and Monte Carlo Results for IFA-431 Rods 1 and 3

Rod 1

hg (Wmé-c) x 10%
Error Analysis
Monte Carlo

Uncertainty (symmetric)

Error Analysis
Monte Carlo

Uncertainty (Fieller's)

Error Analysis
Monte Carlo

Rod 3

hg (W/m2-¢) x 10%
Error Analysis
Monte Carlo

Uncertainty (symmetric)

Error Analysis
Monte Carlo

Uncertainty (Fieller's)

Error Analysis
Monte Carlo

Linear Heat Rating (W/m) x 104

2.0 3.0 4.0

0.32 0.38 0.50

0.31 0.38 0.50
+18.9 +21.6 +26.2
+18.6 +22.9 +26.8
-16.5,+22.2 -18.4,+26.1 -21.5,+33.6
-16.3,+21.8 -19.1,+27.4 -21.8,+34.3

0.68 1.01 1.67

0.68 1.04 1.73
+32.7 +44.5 167.4
+33.2 +47.4 +79.9
-25.4,+45.9 -31.7,+74.7  -41.3,+184.0
-25.1,+44.4 -31.4,+73.8
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intermediate parameters. For gap conductance the uncertainty limits based on
Fieller's method show good agreement. Fieller's method was applied to the
simulated mean values and uncertainties for the linear heat rating and gap
temperature drop in the same manner as presented in Section V.C. The error
propagation uncertainties do not agree as well with the simulated results,
especially as the uncertainty increases.

A direct comparison of the calculations for the gap conductance uncer-
tainties with the simulated gap conductance values is presented in Table C-4.
In this table the actual gap conductance limits are given for rods 1 and 3 based
on both error propagation and Fieller's method. Note that the lower and upper
limits are larger for Fieller's method. This is most acute for high uncer-
tainties (as measured by error propagation). Two reasons for this shift can
be given. First, the upper 1imit from Fieller's method takes account of the
skewness in the gap conductance distribution. Second, because of the skewness
the uncertainty estimate from the error propagation is inflated resulting in
the 1imit being Tower than necessary. The percent below and above items give
the percentage of the 500 Monte Carlo values that are below and above the
indicated 1imits. Based on the interpretation of uncertainty given in Section V,
approximately 0.125% would be expected in each case, i.e., 0.6 observations
below and above. Fieller's method satisfies this interpretation better
than error propagation.



TABLE C.4 Error Propagation and Fieller's Method Gap Conductance
Limits and Comparison to Monte Carlo Distributions
— (hg Values in W/m2-C x 104)

Linear Heat Rating (W/m) x 104
1.0 2.0 3.0 4.0
Rod 1
Error Propagation
h Lower Limit 0.205 0.260 0.298 0.369
9 Upper Limit 0.295 0.380 0.462 0.631
% Below 0.0 0.2 0.0 0.0
% Above 0.2 0.2 1.0 0.4
Fieller's Method
h Lower Limit 0.211 0.267 0.310 0.391
9 Upper Limit 0.302 0.391 0.479 0.668
% Below 0.2 0.8 0.2 0.0
% Above 0.0 0.0 0.2 0.0
kKod 3
Error Propagation
h Lower Limit 0.472 0.458 0.561 0.544
9 Upper Limit 1.748 0.902 1.459 2.796
% Below : 0.0 0.0 0.0 0.0
% Above 1.8 0.6 1.4 2.6
Fieller's Method
Lower Limit 0.696 0.507 0.690 0.980
Upper Limit 2.513 0.992 1.764 4.743
% Below 0.6 0.2 0.0 0.2
% Above 0.0 0.4 0.4 0.0
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PARAMETRIC STUBIES

The four input variables which have the most effect on the uncertainty

of deduced gap conductance are linear heat rating, fuel thermal conductivity,

centerline temperature and flux depression. The assigned uncertainties for
these input variables are subject to debate. We attempt to show in this
appendix the effect of varying the assigned uncertainty of each of the first

three parameters. The effect of variation of flux depression uncertainty

would be similar to that for linear paower.

1.

The Linear Power, g

The assigned uncertainty for q in this test was +5.6% relative.
A more generally used estimate is +10%. Figure D-1 shows the uncer-
tainty in hg as a function of Atg at 300 W/cm for both cases.

Note that for Ugq = 10%, and ATgap greater than ~200 C, this
figure implies that uncertainty in calculated fuel temperatures is
always greater than 100 C for powers equal to or greater than
300 W/cm.

The Centerline Temperature t_

Increasing the uncertainty on the measured centerline temperature
will also increase the uncertainty of hg, but not nearly so drastically
as with q. Figure D-2 shows the result of doubling the assigned center-
1ine temperature uncertainty of +3%.
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3.

Fuel Thermal Conductivity

The data taken out-of-pile on a few pellets by PNL may represent
the in-pile thermal conductivity at startup but may diverge from the
true-in-pile value after some burnup and cycling has occurred. We
decided to at least test the effect of using another curve-fit for the
thermal conductivity. The curve-fit chosen was one reported in
Reference 7, which utilized over 400 data points from various authors,
reported from both in-pile and out-of-pile tests. The r matrix resulting
from this curve-fit was:

3.5901 1.035-02 8.758-06 2.237-09

Zg -6 1.035-02 3.094-03 -2.687-08 6.994-10
=10 8.758-06 2.687-08 2.387-11 6.332-15
-2.237-09 -6.994-10 -6.332-15 1.7107-18

The resulting uncertainty curves are shown in Figure D-3.



hg UNCERTAINTY %

3
0
\ 5 FROM REFERENCE (6)
UPPER LIMIT
SOL 33 LOWER LIMIT
> FROM THIS REPORT
40— UPPER LIMIT
\ LOWER LIMIT
30
20—
4
10—
0 1 1 | N |
0 100 200 300 400 500 600
Atg, DEGREES C
FIGURE D-3. Comparison of Different Uncertainties

for Thermal Conductivity

D-5



BNWL-2091

NRC-1&3
DISTRIBUTION
No. of
Copies
OFFSITE
1 A. A. Churm
ERDA Chicago Patent Group
9800 S. Cass Avenue
Argonne, ITlinois 60439
245 Basic Distribution Under NRC-1
3 M. Jdinks
ERDA Technical Information
Chief Mail and Files
US NRC Central Files
Washington, DC 20555
61 Supplementary NRC-3 Distribution List
10 W. V. Johnston
Nuclear Regulatory Commission
Division of Reactor Safety Research
Chief, Fuel Behavior Research Branch
Washington, D.C. 20555
ONSITE
1 ERDA Richland Operations Office
Program Division
H. E. Ramson
Battelle-Northwest
W. J. Bailey R. K. Marshall
J. 0. Barner P. P. Marshall
S. Begej C. L. Mohr
E. R. Bradley R. D. Nelson
D. W. Brite A. R. Olson
T. D. Chikalla F. E. Panisko
J. A. Christensen P. J. Pankaskie
E. L. Courtright A. M. Sutey
M. Cunningham D. S. Trent
M. D. Freshley S. R. Wagoner
J. E. Garnier C. L. Wheeler
C. R. Hann (40) R. E. Williford
L. L. King C. R. Wilson
D. D. Lanning Technical Information Files (5)

Technical Publications (1)





