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Pacific Northwest Laboratory's 1976 Annual Report to the ERDA Assistant Administrator for
Environment and Safety is organized by major program categories into five Volumes, or Parts.

Parts 1-4 are oriented to particular segments of the program supported by the Division of

Biomedical and Environmental Research.

Part 5 includes reports on projects supported by the

Division of Safety, Standards and Compliance; Division of Technology Overview; Division of

Environmental Control Technology; and the Office of Environmental Policy Analysis.

Each

Part consists of project reports authored by scientists from several PNL research depart-

ments, reflecting the interdisciplinary nature of the research effort.
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Activities of the Environmental and Safety Research Program at PNL are broader in scope
than the articles in this report indicate. PNL staff members participate throughout the year
in many projects not funded through specific 189s. These efforts include overall program
planning, response to requests for information from the ERDA Assistant Administrator for
Environment and Safety and other officials, participation on national and international
standard-setting committees, and public education. During 1976, staff of PNL's Environmental
and Safety Research Program:

e prepared two volumes (Fission and Fusion) of ERDA's Balanced Program Plan for Biomedical
and Environmental Research;

e contributed to a number of environmental assessments and impact statements, including the
Generic Environmental Statement for Mixed Oxide Fuels and the Clinch River Breeder Reactor
Statement, and participated in hearings on nuclear issues;

e sat on National Academy of Sciences/National Research Council Committees, the National
Council on Radiation Protection and Measurements, and the International Commission on
Radiological Protection;

e compiled and prepared the final reports for two of these committee efforts; and

e provided, in response to requests from the Assistant Administrator for Environment and
Safety, interpretations of research results to clarify information given to the public
on a number of issues. These included the Hanford Mortality Study findings, faulty
published interpretations of data on mortality in plutonium workers, and several other
issues concerned with nuclear power.

W. J. Bair, Manager
S. Marks, Associate Manager
Environmental and Safety Prsearch Program
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FOREWORD

Tools needed to describe the nature and fate of pollution in the atmosphere are the goal
of atmospheric transport and transformation research at the Pacific Northwest Laboratory (PNL).
Pollutants being investigated are those resulting from development and use of two energy
resources: coal and nuclear power. We plan future investigations of atmospheric problems
caused by oil shale technology development.

Coal Combustion

The behavior of air pollution resulting from coal-fired power plants, particularly the
physical and chemical transformations that occur during transport and the removal of pollutants
by wet and dry scavenging processes, is being defined. The release of Targe quantities of
sulfur dioxide to the atmosphere, its transformation to sulfates, and its removal and ultimate
delivery to biological systems where serious health and environmental consequences can result
are serious problems in coal utilization. The greatest emphasis in atmospheric transport
studies will be placed, in the future, on fossil fuel pollutant transformation and removal.
This expanded non-nuclear research is being conducted in the Multi-State Atmospheric Power
Production Pollution Studies (MAP3S).

Nuclear Energy

Concern about long-lived particulates (i.e., plutonium and other radionuclides) released
to the environment from LMFBRs dictates that deposition and resuspension of these substances
be studied. The primary hazard from plutonium is inhalation; therefore, its residence in the
atmosphere must be defined clearly. Removal of particulates from the atmosphere by deposition
(which 1imits initial exposure) and any future resuspension from the surface (which continues
the potential for inhalation) are being evaluated.

0i1 Shale

In the future, significant atmospheric processes connected with shatle oil production will
be investigated. Air flow and dispersion in complex terrain will be studied in connection
with 0i1 shale developments in Colorado, Utah and Wyoming. The mountainous oil shale region
represents a particularly difficult air pollution problem; air is trapped in valleys for
extended periods under certain meterological conditions, and thus especially stringent siting
requirements must be fulfilled to meet State and Federal air quality standards. Adequate
models and field measurements for the complex air flow and dispersion conditions of the area
are not available; they must be developed to assure acceptable siting. Recent efforts to
accelerate the development of synthetic fuels have increased the need for an interdisciplinary
evaluation of the health and environmental problems associated with oil shale mining and
retorting. PNL plans to undertake these evaluations.



Atmospheric transport and transformation research is being conducted in the following
areas:

e Atmospheric Surveys and Weather Modification

e Air Flow and Dispersion

e Deposition and Resuspension

e Pollutant Scavenging

e Pollutant Transformations and Interactions

e Composite Models for Atmospheric Processes
Atmospheric models which provide the means to estimate atmospheric and terrestrial impact,
given the nature and distribution of pollutant sources, are a major product of this research.
Models are important for evaluating pollutant impacts directly affecting air quality, precipi-

tation quality and surficial response, and indirectly contributing to weather and climate
modification.

This report describes progress in 1976 for each of these areas. A divider page sum-
marizes the goals of each area; project 189 titles which fund research in the area are
listed as bulleted items.
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ATMOSPHERIC SURVEYS AND WEATHER MODIFICATION

To identify the most pressing air pollution problems and establish priorities for more
detailed investigations, we are continuing surveys of effluents released to the atmosphere.
Measurements are taken within the source areas, areas covering several states, and on
hemispheric scales.

Fallout measurements and evaluations identify worldwide nuclear test debris, effluents
from nuclear power generation and the transfer of this material to the surface. Ambient
distributions of pollutants from fossi! fuel and coal facilities are also being measured.
Atmospheric pollution from urban complexes is being measured to study the physical and
chemical changes which occur as the pollutant plume is transported large distances. Measure-
ments have begun of air pollution and energy production effects which might inadvertently
modify weather or climate.

¢ RADIOACTIVE FALLOUT RATES AND MECHANISMS
® COAL CONVERSION POLLUTANT CHEMISTRY

¢ ARID LANDS ECOLOGY PROGRAM



ELEMENTAL CONCENTRATIONS OF NORTHERN HEMISPHERIC

ATR AT QUILLAYUTE, WASHINGTON

J. D. Ludwick, T. D. Fox and S. R. Garcia

Incoming air at Quillayute, Washington, which is representative of

hemispheric aerosol levels, is analyzed for stable elements.

Results

indicate that natural mixing and cleansing processes have significantly

reduced anthropogenic and natural aerosols introduced by distant sources.

The levels measured are similar to those observed in very remote areas

of both the northern and southern hemispheres.

Chemical and meteorological information
is being gathered, interpreted and docu-
mented to describe source regions and théir
respective contributions to air masses influ-
encing the continental United States. We
have accumulated considerable stable element
data from our Air Reference Station at
Quillayute, Washington.

The data indicate that clean air days
whose 3-day back trajectories do not inter-
cept land occur at a rate of 40 to 50/yr,
or 12% of the time. This means that repre-
sentative sampling of hemispheric values of
airborne material is possible from a land-
based station. The 3-day criterion is tan-
tamount to being on an island 1500 miles
from any other land. The low fregquency of
such clean days, however, makes long-term
sampling necessary. A problem with the
clean days is that they tend to come in
groups; this does not guarantee accurate
representative sampling all year round.

The averages can, therefore, be severly
influenced by air from cleaner or more pol-
luted regions of the northern hemisphere.

Interpretation of part of the data shows
that the ocean itself contributes stable
elements to the air. Comparison of x-ray
fluorescence analysis for two sampling
periods shows increased oceanic components
during the winter, probably because more

storms occur then. A decrease in crustal and
pollutant materials is shown in Table 1. In
early data, zinc concentrations appeared anom-
alous and from an unknown source. Table 1
shows zinc following the ocean component; it
may well result from zinc concentrations in
the ocean surface film. Iron values have
dropped to those observed in mid-ocean.
Overall, the indication is that seasonal
variations in source regions occur, or dif-
ferent source regions predominate in the
winter. Seasonal changes in the incoming

air masses may be deduced from the most
recent data; these are illustrated in

Figure 1.

Another interesting comparison can be made
using the stable element data on clean days.
Normalizing the concentrations of crustal
material to that of iron will reveal the
materials from other than crustal sources.
Table 2 indicates results of this process.

To summarize our conclusions thus far:

® Unusually high Tead values have been
attributed to anthropogenic smelting and
combustion effluent entering the atmos-
phere.

® Zinc may be from the ocean surface con-
centration; arsenic may or may not accom-
pany zinc.



TABLE 1. Ocean Trajectory Trace Element Comparisons
for Two Seasonal Sampling Periods

4/1/74 -11730/74 121174 - 6/1/75 TREND

ng/m3 ng/m3

cl 701.4 = 508.3 2045 £ 913

K 35,7 + 16,6 56.6 = 17.5

Ca 43.9 £ 36.3 65.3 £ 36.5

Br 5.58 + 307 13.4 £5.7

Zn 4.24 +2.32 11.3 £ 10.2

Ti 1.58 £ 1.45 0.8 +0.89 ]

Ccr 0.0 0.01 0.17 .

Mn 0.66 + 0.71 0.83 20.77 )

Fe 25.3 ¢ 17.0 13.119.7 \

Ni 0.13 + 0.09 0.18 £ 0.07 -

Cu 0.97 £ 0.54 0.61 * 0,52

As 012 £ 0.2 0.0 -

Pb 1.93 £ 1.02 .78 1.19 ¥

Neg 770842-2

CONCENTRATIONS

% 4 : 5 ] !
12/6 1209 1210 12011 12712 12117 1218 12119 12/20 12/24 12125 12126 12/29 12/30 V2 U5 112 13 212 2015 219 ¥ 318 41 4/22 52

1974 1975

Neg 770842-3

FIGURE 1. Seasonal Hemispheric Air Concentration Variations at Quillayute
from Measurements of Individual Clean Days (ng/m3)
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TABLE 2. Stable Element Concentrations Normalized
to that of Iron Found in Crustal Materials

CRUSTAL FRACTION

METAL ENRICHMENT over COMPARED TO Fe ¥
Pb (1.9 ng /m>) 300 261074 (6.6 x 107 ng)
As (0.12 ng/m3) 130 3.6x 107 (9.1 x 10 ng)
Zn (4.24 ng) 120 L4x1033.5x102ng)
Cu{0.97 ng/m3) 35 L1x107(2.8x 1072 ng)
V(<lng/m}) <15 27x107 6.8 x 102 ng)
Ni (0.13 ng/m3) 3.5 1.5x107 (3.8 x 102 ng)
Mn (0.66 ng / m3) 13 19x1024.8x 10 " ng)
Fe (25.3 ng/m°) 1.0

88x 1072 (2.2 ng)

Ti (1.58 ng /m°) 0.7

¥SEA |SNOT IMPORTANT SOURCE UNLESS SURFACE CONCENTRATION

IS IMPORTANT
Neg 770842-1

® High copper values may result from vol-
canic emission.

® Vanadium and nickel are probably caused
by oceanic vehicle combustion of crude
0il products.

® Values of manganese and tetanium are well
within those expected from crustal sources
alone.

ATMOSPHERIC FALLOUT DURING 1976

AT RICHLAND, WASHINGTON AND POINT BARROW, ALASKA

C. W.

Thomas

Radionuclide concentrations in surface air are monitored continuously

at Richland, Washington, and Point Barrow, Alaska. The concentrations

were at their lowest since measurement began in 1953; three Chinese tests

and one Russian detonation contributed radionuclides to the atmosphere,

which will be evident in 1977.

The concentrations of radionuclides in
surface air are measured continously at
Richland, Washington and Point Barrow,
Alaska, by filtering Targe volumes of air

through IPC filters at a rate of 2400 linear
feet per minute. The concentrations of most
radionuclides are determined directly by

gamma ray spectrometric analyses, though for



certain radionuclides, a chemical separation
is necessary before either beta or alpha
counting to determine the concentrations.

The isotopes routinely measured include
radionuclides in terrestrial material, radio-
nuclides produced by cosmogenic spallation
reaction, fission and activation products,
and fissile material from weapons testing.

Atmospheric weapons tested in the northern
hemisphere during 1976 were a 20 kiloton
device detonated in January, a 200 kiloton
device tested in September, and a large 4200
kiloton device detonated in November, all by
the People's Republic of China, In addition,
measurements made in late 1975 and early
1976 showed that the large USSR underground
test (6.7 on the Richter scale) in October
1975 vented to some degree and contributed
to the radionuclide concentrations in north-
ern hemispheric surface air.

During 1976, the concentrations of radio-
nuclides of stratospheric origin associated
with weapons testing decreased to the Towest
level recorded since measurements began in
1953. Figure 1 shows the 137Cs concentration

in surface air at Richland, Washington since
1953. These data are a combination of
measurements made at Richland from 1960 to
the present and measurements made at Harwell,
England from 1953 to 1966 and normalized to
Richland. Also shown is the total amount of
debris inserted into the northern strato-
sphere since 1952, along with the yearly
stratospheric inventory. Debris inserted
into the lower stratosphere during one year
will be mainly observed in surface air the
following year. The resident half-life was
about 1 year for stratospheric debris
measured from 1963 through 1967, 1971
through 1973, and 1974 through 1976.

The stratospheric reservoir during 1977
will be composed of the 4.2 megaton detonated
in November and a residual 0.7 megaton from
the 1976 inventory, but it is possible that
due to the very late injection time (Novem-
ber 17, 1976) of the 4.2 megaton the con-
tribution from this debris will be minor
during the spring maxima of 1977.

Low yield devices tested during January
and September contributed a much larger

10w £ 1960 - 1976 MEASUREMENTS MADE IN AIR @ RICHLAND, WASHINGTON
C 19531960 MEASUREMENTS MADE IN AIR @ HARWELL, ENGLAND
L 279 NORMALIZED TO RICHLAND, WASHINGTON
r 31 3 140 ESTIMATED STRATOSPHERIC INVENTORY
% ! IN NORTHERN HEMI SPHERE (MT)
10 E 70
C 7 .
— 35 7
- 3 15 15 5
| ! 5 12 33 18
g
£ | 15 29
s 1 E 17
_8. —
Coou 10
r ESTIMATED YEARLY STRATOSPHERIC
INJECTIONS (N NORTHERN HEMI SPHERE
1 B / BY ALL NATIONS {MT)
- 36MT 12MT 35 MT CMT 120 MT 217MT 0 MT IMT 3IMT 3MT 3MT  OMT  3MT LMT OMT4.22MT

I S S NS NS W " " M N S NIV SN SSUS S A

I T I T f T T I i T T
1952 54 56 58 1960 62

T 1 T T T 1 T T T I I ] [N
64

66 68 1970 1 14 76

FIGURE 1. !37Cs Concentration in Air at Richland, WA
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initial concentration in surface air than

the higher yield device of the November test.

This is because higher yield devices produce
sufficient energy to inject most of the
debris into the stratosphere; it then
descends rather slowly into the troposphere
over a period of years. On the other hand,
a8 low yield device places most of the debris
within the troposphere. The trajectory of
the debris from the January 1976 low yield
test carried most of the debris north of the
USA. The concentrations of medium lived
radionuclides such as 25Zr, !C3Ru, 1%lCe,
(half Tives of 65, 40, 32 days) were 5 times
higher at Point Barrow, Alaska than at
Richland, Washington. Trajectory analysis
of the leading edge of the radioactive
debris from the September 200 kiloton test
indicated that it moved across the northern
United States and southern Canada and that

the most southern part of the debris cloud
turned southward, entering a low pressure

area which carried it to the Gulf States and
subsequently along the eastern seaboard.

This movement of the debris cloud, together
with heavy precipitation along the eastern
seaboard, resulted in significant deposition,
particularly in eastern Pennsylvania, Connect-
icut, Massachusetts, and New Jersey.

The atmospheric concentration for 1311
measured in Richland, Washington, which was
on the southern edge of the debris cloud,
reached a maximum value of 140 dpm/103M3
during the first circumnavigation of the
earth (October 10, 1976), but due to the
horizontal and vertical diffusion attained
a higher concentration (200 dpm/103M3) during
the second circumnavigation of the earth
(October 21, 1976).

RADICACTIVE FALLOUT FROM THE CHINESE NUCLEAR WEAPONS TESTS

OF JANUARY 23, 1976, SEPTEMBER 26, 1976, AND NOVEMBER 17, 1976

C. W. Thomas, J. K. Soldat, W. B. Silker and R. W. Perkins

Concentrations of 1311 were measured at Richland, Washington,
and estimated for the rest of the United States, for three above-
ground nuclear tests in 1976. These concentrations are much greater

than those estimated to result from nuclear reactors.

Three above-ground nuclear weapons tests
were carried out during 1976 by the People's
Republic of China. The first test was a
20 kiloton atmospheric burst on January 23,
1976. The trajectory of the cloud carrying
this debris was mainly north of the lower
48 states. Peak concentration of !3!I from
this debris measured at Richland, Washington
was 0.57 dpm/103M3,

On September 26, 1976, a 200 kiloton
weapon was detonated in the atmosphere.
Again the leading edge of the radioactive
debris moved across the northern United
States and Southern Canada but entered a
low pressure area near the Great Lakes which
carried it to the Gulf States and eastern
seaboard. There was significant deposition
of short-lived radionuclides over much of

the U.S. However, because of the trajectory
taken by the debris and the occurrence of
precipitation along the eastern seaboard
states, the deposition was 1000 times greater
in regions of precipitation along the east-
ern seaboard than in other regions of the
u.s.

The particle size distribution with which
the radionuclides were associated at our
Richland, Washington monitoring site became
progressively smaller with time following
the second detonation. The concentrations
of radionuclides with refractory precursors
which would therefore be expected to be
present on large particles decreased by a
factor of up to two relative to 103Ru (which
has a noble gas precursor and would be
expected to be present more on small



particles) during one circumnavigation of
the earth, indicating a deposition loss of
at least 50% from gravitational settling.
From 30 to 50% of the !3!I1 was gaseous; this
gaseous fraction was distributed in roughly
comparable amounts between inorganic and
organic fractions. The 311 concentration
in surface air at Richland reached a maximum
of 200 dpm/103/M3 during the second circum-
navigation (October 21, 1976).

A 4200 kiloton weapon was tested on Novem-
ber 17, 1976. Tropospheric debris from this
test was minor compared to that from the
September test. Most of the debris was in-
serted ‘into the stratosphere from which it
will descend rather slowly over many years.
Although residual 1311 from the September
test was still present in surface air in
late November, it is estimated that the 13!1
concentration in air from this November test
was about 3 dpm/103M3. Also present at con-
centrations of 3 dpm/103M3 was 237U, a
radionuclide which results from neutron
reaction with 238U in the device; its con-
centration depends on the type of device.

The potential radiation doses to the
population of the eastern U.S. seaboard
states were estimated from measurements of
1317 concentrations in grass samples using
reasonably conservative assumptions. The
maximum thyroid dose to an infant consuming
one liter per day of milk was estimated to
be about 1 rem. The integrated population
thyroid dose from inhalation and consumption
of leafy vegetables and milk was estimated
to be 2.4 x 106 man-thyroid-rem received by
a population of 78 x 10° people. The popu-
Jation thyroid doses received in the mid-
western and western U.S. were much less than
those on the eastern seaboard.

The estimated population thyroid dose
from nuclear reactors now operating is
approximately 10% man-thyroid-rem. Thus,
the recent Chinese nuclear test produced a
potential population thyroid dose of about
200 times that currently received each year
from operating nuclear power reactors.

By comparison, the potential per capita
thyroid dose due to 1311 received from
nuclear power reactors operating in the year
2000, assuming they comply with existing
Appendix 1 guidelines of WASH 1258, would
not be over 20 mrem/yr from all pathways of
exposure at the boundary of a nuclear reactor
site, and would be only 0.2 mrem/yr for the
average population. Assuming a per capita
dose of 0.2 mrem/yr to the thyroid and a
population of 250 x 10° in the year 2000,
the integrated population dose is not likely
to exceed 5 x 10" man-thyroid-rem/yr. At
this rate, it would take 50 years of such
reactor operations to yield the population
thyroid dose of 2.4 x 10° man-thyroid-rem
that the eastern U.S. population may have
received from this Chinese nuclear test.

It must be emphasized that the actual dose
which is received either from past nuclear
tests or from nuclear power reactor opera-
tion depends on whether cows are actually on
pasture and their milk is actually being
consumed; also on whether leafy vegetables
are being produced and consumed. We believe,
however, that the comparison between the
potential exposure to !31I from nuclear
power reactors and from this past Chinese
nuclear test is certainly valid since they
both employ the same assumption on 1311
pathways.

&
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TRACE ELEMENT AND SULFATE CONCENTRATIONS

DOWNWIND OF MILWAUKEE

J. A. Young

Pollutant concentrations were measured over Lake Michigan as functions

of distance downwind of Milwaukee.

A relationship will be developed for

rate of decrease in concentrations; this will be used to determine the

effect of pollutant sources downwind of St. Louis on concentrations

further away.

INTRODUCTION

An urban area releases a wide spectrum of
pollutants, many of them toxic, into the
atmosphere. These pollutants affect not
only the urban area itself, but also regions
far downwind. The effect of urban pollutants
upon downwind areas depends on the rates of
atmospheric mixing, wet and dry deposition
on the earth's surface, and chemical reac-
tions which cause the pollutant concentra-
tions to decrease downwind of the urban area.
Concentrations of certain pollutants even
increase downwind of a city as a result of
chemical reactions.

From measurements of pollutant concen-
trations by PNL downwind of St. Louis in
previous years, pollutants emitted by St.
Louis are easily detected in rural areas
over one hundred miles downwind. However,
determination of rates at which atmospheric
mixing, wet and dry deposition, and chemical
reactions changed the pollutant concentra-
tions downwind of St. Louis was complicated
by the possibility that pollutant sources
downwind of St. Louis significantly increased
the pollutant concentrations. Therefore, a
Lagrangian experiment was designed in which
pollutant concentrations were to be measured
over Lake Michigan as a function of distance
downwind of Milwaukee, where there are no
pollutant sources to complicate the calcula-
tions. However, during the experimental
period from August 19 through August 30,
1976 there were only two days in which the
wind was primarily from the west so that
the concentrations of Milwaukee pollutants
could be measured as a function of distance
over Lake Michigan. On three other days
the wind had an easterly component, and

pollutant concentrations were measured as a
function of downwind distance over land
surfaces. On another day the wind was pri-
marily from the south and concentrations
were measured at two distances downwind of
Chicago over Lake Michigan.

EXPERIMENTAL PROCEDURE

Most pollutant concentrations measurements
were made aboard the Battelle DC-3, which
was operated out of Muskegon, Michigan.

On each sampling day measurements of
particle concentrations and lapse rate were
used to determine the depth of the mixed
layer. Then pollutant concentrations were
at two or more altitudes in the mixed Tlayer
approximately 10 miles downwind of Milwaukee
while the DC-3 flew horizontally perpendicu-
lar to the wind from one side of the Milwaukee
plume to the other. During sampling the
Global Navigation System aboard the DC-3 was
used to calculate the wind speed and direc-
tion. The DC-3 then moved downwind the
distance necessary to sample the same air,
and again made sampling traverses across the
plume at two or more altitudes. This pro-
cedure was repeated until either the air
passed over a major pollutant source or the
DC-3 ran short of fuel after 7 to 8 hours.
On two occasions sampling was continued after
re-fueling the DC-3. The lowest altitude
sampled was about 500 feet. Samples were
collected up to 120 miles downwind of
Milwaukee.

One sample of air was collected in evacu-
ated cylinders during each traverse of the
plume to allow later analysis for the con-
servative gases, carbon monoxide and the



chlorfluoromethame CC15F. A flow meter
allowed the air to bleed into the evacuated
cylinder at a relatively constant rate
during each traverse. The rate of decrease
of the concentrations of these conservative
gases downwind of Milwaukee will be used to
calculate the rate of dilution of the Milwau-
kee plume by atmospheric mixing.

One high volume air sample was collected
on IPC-1478 filter paper during each trav-
erse of the plume, to be analyzed later for
trace elements and sulfates to determine
the emission rates of these pollutants by
Milwaukee. On two days of higher wind
speeds and therefore lower pollutant concen-
trations, only one air filter sample was
collected during the two or more traverses
of the plume at a given distance downwind
of Milwaukee. Air filter samples were also
collected aboard the Battelle Cessna-411
above the mixed layer and upwind of Milwau-
kee in the mixed layer. The rate of decrease
of the flux of the trace elements downwind
of Milwaukee will be used to calculate the
deposition velocity of particulates on the
earth's surface. The increase in the sulfate
to trace element ratio will indicate the
rate of conversion of SO, to sulfates in
the atmosphere. Since certain trace metals
are believed to catalyze the conversion of
SO0, to sulfates the concentrations of these
metals are being measured along with the
conversion rates.

One air sample was collected at each
distance (integrated over all altitudes)
downwind of Milwaukee using an air filter
system supplied to us by Dr. Lenny Newman
of Brookhaven National Laboratories. This
filter pack contains a filter to remove
particulates and then a chemically treated
filter which removes SO,. These filters
have been sent to Dr. Newman for sulfate and
SO0, analysis; his results will be compared
with those measured by Battelle.

An air sample integrated over all at alti-
tudes was also collected at each distance
downwind of Milwaukee on fluoropore filter
paper. Some of these sampies have been sent
to the Argonne National Laboratory to be
analyzed by the infrared spectroscopy, and
others were sent to the Lawrence Livermore
Laboratory to be analyzed by the technique
of Electron Spectroscopy for Chemical Analy-
sis (ESCA).

Concentrations of the trace gases 50,,
NOyx, and ozone were measured in real time
to determine the rates of the chemical
reactions of these gases. The measured con-
centrations of the conservative gases CO and
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CC13F will be used to correct for dilution
due to atmospheric mixing in determining
reaction rates. Particulate concentrations
were also measured in real time and will be
used to determine the fraction of the time
the DC-3 was actually in the urban plume
during the coliection of the integrated
samples, and will indicate the variation in
concentration across the plume of the com-
taminants that are in particulate form. On
some flights the particle size spectrum was
determined using Whidby and Royco analyzers.
If trace metals play a significant role in
catalyzing the conversion of SO, to sulfates,
then the rate of conversion of SO, will be
affected by the size spectrum and therefore
the surface area of the particles containing
the catalyzing metals.

Air samples were also collected at ground
level for €O, CC14F, SO,, sulfate and trace
element analysis. Lundgren impactors were
operated to obtain particle size distribu-
tions of particulates. When the wind was
from the west, samples were collected around
a chartered fishing boat on traverses across
the plume perpendicular to the wind approxi-
mately ten miles downwind of Milaukee on the
same track as that taken by the DC-3. On
one day a sample was also collected 20 miles
downwind. Samples were also collected on
the east shore of Lake Michigan at the loca-
tion where the Milwaukee plume crossed the
shore.

RESULTS

This article discusses the results of
analyzing the high volume air filters by
X-ray fluorescence for sulfates and a few
trace elements. In the future at Teast some
of these filters will be analyzed by neutron
activation to obtain a wider spectrum of
trace elements. Analysis of the whole air
samples for CO and CC13F has not been com-
pleted. The results of the analysis for SO,,
NOy, O3, and particle concentrations will be
discussed by other investigators.

The vertical profiles of particulate
material concentrations downwind of Milwaukee
differed distinctly over Tand and over the
lake. When the wind was from the east, so
the plume traveled over land, the concen-
trations were fairly uniform throughout the
mixed layer, decreasing slightly with alti-
tude (Figure 1). On August 27 the wind was
from the west, carrying the plume out over
the lake. The concentrations generally
showed only a slight decrease with altitude
ten miles downwind of Milwaukee (Figure 2),
but by the time the plume reached the east
shore of Lake Michigan 80 miles downwind the



E

1 )

1

Fe(x10%)  Calx10™h)
Mn Br Zn #s (x1079) Pb
3000 L @ 58] X A Q
\ ,I, . ! \ \\
7
- \ / I\ Y
g a od o X A
= N ) /3
a \\ / \\:.* \ . /
= / O \‘ /
§ 2000 [~ 1) .\ /D?_’\ . O\\
= ;o I N
2 \ ;o \f \\
se o O aX
1000 ] | | L L
0 20 40 60 80 100 120 140
Neg 7611854-1
FIGURE 1. Concentration in 107° g M3 West of Milwaukee
on August 23 and 24, 1976
M - -
"N Msoac? ol caneh e
3000 e T ]2 X
\\ .\. ". \ ¢
\ \ K
e N
2500 mo_ X
’ .\'" ~. #~\~
\ \ Tl -
—_ \ . d ‘- ~—~—
3 2000 +~ A a a o S8 >
= \ ; N\ - ‘
& ' \ : ‘\)(, ‘ /
= 1500 [ ‘. \ P RANR /
Ly [ Lo
> | P
= i -
2 1000 A \ 4 \. A7 /
- . . o) o X
| AT \ <
L a [ ] \NJ [e] L X (o]
500
0 | | | )
0 59 100 150 200 250
Neg 7611854-2

FIGURE 2.

Concentration in 1072 g M3 10 Miles East of Milwaukee



12

concentrations had developed a large
decrease with altitude in the mixed layer
(Figure 3). In addition, the concentrations
of T1 and Ca on August 27 showed large
maxima at 2000 ft MSL 10 miles downwind of
Milwaukee which were still quite evident
80 miles downwind. These results indicate
that vertical mixing was considerably less
over the lake than over the land. This is
expected since land surfaces are warmer
than the air during the afternoon, which
promotes convection, while water surfaces
are colder than the air, inhibiting
convection.

The fluxes of sulfur (sulfates), calcium,
manganese, iron, zinc, lead and bromine 1in
the mixed layer downwind of Milwaukee have
been calculated for the layer between
ground level and the highest level sampled.
This Tayer generally included most of the
mixed layer. Data on mixed layer depth
and particulate concentrations in the mixed
layer will later be extrapolated to the top
of the mixed layer to obtain mixed layer
total fluxes. When analysis of upwind
samples is completed the elemental fluxes
upwind of Milwaukee will be subtracted from

the downwind fluxes to obtain the net fluxes
due to Milwaukee.

The calculated trace element fluxes down-
wind of Milwaukee varied by as much as an
order of magnitude on different days. The
fluxes of iron, calcium, and manganese,
which are generally considered to be of
crustal origin, were much higher on days of
higher wind speed (9-14 M sec !), presumably
because the higher winds picked up more
crustal material. Calcium has also been
shown ta be introduced into the atmosphere
by the concrete of a city, especially at
higher wind speeds. Fluxes of sulfates,
zinc, lead, and bromine, which are primarily
of anthropogenic anthropogenic origin, did
not appear to be correlated with the wind
speed. Zinc, lead, and bromine fluxes were
roughly the same on all days, except one in
which the fluxes were much higher. The
higher downwind fluxes on this day probably
resulted from higher concentrations in the
air upwind of Milwaukee. When the air
samples collected upwind of Milwaukee have
been analyzed, the upwind fluxes of these
elements will be subtracted from the down-
wind fluxes to obtain their net rate of
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emission by Milwaukee; any evidence for
variations in the emission rate from day to
day will also be determined.

The ratio of the sulfate flux to those
of other elements generally increased with
distance downwind of Milwaukee, indicating
that SO, was being converted to sulfate in
the atmosphere. The flux of the sulfate
produced by SO, conversion downwind of
Milwaukee was calculated as a function of
distance for each day. It was found that
up to 2/3 of the sulfate measured downwind
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was due to SO, conversion downwind of Milwau-
kee. The amount of sulfate resulting from
downwind SO, conversion also varied by as
much as an order of magnitude from day to
day, with Tow conversion amounts being
measured on days of Tow trace element con-
centrations. This would be expected if days
of low downwind concentrations resulted

from Tow emissions from Milwaukee. However,
if the Milwaukee SO, emissions remained
fairly constant, then these results would
indicate that the rate of conversion of SO,
to sulfates was slower on days of Tow trace
element concentrations.

CHARACTERIZATION OF SUBSTANCES IN PRODUCTS, EFFLUENTS

AND WASTES FROM SOLVENT REFINING COAL PLANT

M. R. Petersen, J. C. Laul and P. W. Ryan

PNL is conducting a program to characterize products, effluents and

wastes from coal conversion processes being tested on a laboratory

scale and in pilot plants.

The characterization program involves a

comprehensive analysis of inorganic constituents including chemical

species determination and analysis of organic materials.

So far, we

have identified about 125 different organic and inorganic compounds

in products, byproducts and effluents from the solvent refined coal

{SRC) process.

Samples were collected from the SRC plant
at Fort Lewis, WA during May, 1976; they
included the feed coal, SRC product, mineral
residue, retention pond sediment, byproduct
sulfur, process water at various treatment
stages, process solvent, wash solvent,
byproduct Tight o0il, off-gas samples, and
aerosol material coliected over the cooling
product. These samples were to be analyzed
to determine their components. Since the
SRC plant is a pilot operation, operating
conditions and materials are changed fre-
quently for experimental purposes. There-
fore, analytical results based on individual
samples may vary substantially between plant
runs.

The water samples were preserved with
hydrochloric acid or methylene chloride
for inorganic and organic analysis, respec-

tively. The sediment samples were frozen
immediately with dry ice; the organic Tiquids
were kept under refrigeration. The separa-
tion scheme which permitted quantitative
analysis of the samples for some components
consisted of dissolving the sample in
isooctane and obtaining the basic, acidic,
neutral, and polynuclear aromatic (PNA)
fractions. This was done by extracting with
IN HC1, TN NaOH and finally treating the
neutral fraction with dimethylsulfoxide to
remove the PNA hydrocarbons. These four
fractions (basic, acidic, neutral, and PNA)
were then analyzed by gas chromatography and
by gas chromatography-mass spectrometry
(GC/MS).

The samples of light oil, wash solvent,
and process solvent are a set of progres-
sively higher boiling cuts, which are
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distilled just before recovery of the dis-
solved solvent refined coal. The distribu-
tion of organic compounds in these samples
reflects this boiling range. Substituted
benzenes and indans predominate in the Tight
0i1; naphthalene and methylnaphthalenes

are the most abundant (at least 3% each)

in the wash solvent; phenanthrene/anthracene
are the major compounds in the process
solvent. A total of about 65 aromatic, 25
aliphatic, 15 phenolic, and 15 heterocyclic
compounds have been identified in these
samples. Polycyclic aromatic compounds up
through alkyl-substituted benzopyrenes have
been identified.

The untreated process water contains
several percent of organic matter, and the
preliminary analyses indicate that phenols
are the predominant species present. Other
hydrocarbons, such as PNA's, are present
at the ppm level. The mineral residue and
product contain many PNA's in 100 ppm ranges.
The aerosol material arising during cooling
of the product is composed of many high
molecular-weight PNA's with a distribution
of compounds similar to that of SRC product.
The concentrations are very high since the
particulate samples were collected directly
over the molten product as it cooled.
Quantitative data are given in Table 1 for
some of the samples from the May 1976
collection. These data have not been cor-
rected for losses of the Tow molecular
weight compounds, of Tess than 150 amu.

The organic liquids contain considerable
tar material; e.g., the process solvent is
at least 60% asphaltene. This material
precipitates during the partitioning pro-
cedure and a satisfactory analysis of the
tar has not been obtained.

Analytical procedures are being improved
to determine the organics remaining in the
treated water. The compounds are present
in ppm concentrations and tend to be water
soluble. Some additional work is necessary
to permit quantitative analysis of the
trace organic components in the treated
water.

An important part of the research program
at the SRC plant is the defining of the
distribution and chemical species of the

trace elements. Samples of products, efflu-
ents, and wastes have been collected and
analyses of approximately 30 trace elements
are being carried out. Measurements of
these elemental concentrations in the coal,
mineral residue, and the solvent refined
coal product are presented in Table 2. The
variability in the composition of coal is
illustrated in this table. On comparing

the composition of feed coal and the NBS
standard coal mixture (columns 2 and 6),

one finds up to six-fold differences in
concentration. This variability of coal
leads us to expect similar variability in
the absolute trace element content of pro-
ducts and effluents from a given coal lique-
faction process. However, in the SRC process,
the most significant observation is that
most of the bromine is carried from the coal
into the product. Also, a substantial frac-
tion of the zinc, tantalum, and chromium are
carried into the product. In general, it
appears that the refractory and alkaline
metals remain almost entirely with the mineral
residue.

A clue as to the mineralogy involved and
its contribution to elemental distributions
can be obtained by comparing the rare earth
spectra in the coal feed, the product and
the mineral residue as shown in Figure 1.
Here the rare earth concentrations are
normalized to that which is believed to be
the composition of the primordial earth.

The coal feed and mineral residue have Simi-
lar rare earth distributions, and these are
typical of those found in major terrestrial
minerals. The rare earth distribution in

the solvent refined coal product is substan-
tially different and is actually similar to
the accessory mineral hornblende, which
crystallizes late in magmatic differentiation
processes. Thus, we believe that the mineral
phases in coal may provide a clue to the
potential for release of toxic trace elements
to the product or the gaseous effluent.
Analyses are also being performed on process
solvent naphtha and liquid effluents from

the SRC plant. Chemical speciation measure-
ments are being made of such trace elements
as arsenic and mercury. We thus expect to
have information on the movement of the
various trace elements through the process
and the resulting chemical forms.
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TABLE 1. Analyses of Samples Collected at Solvent-Refined Coal
Plant, Concentration (ppm)

Particulate
Light Wash Process Raw Process Mineral Solvent-Refined Filter
PNA Fraction on Solvent  Solvent Water Residue Coal (concentration pg/m®)
xylene 1300
o-ethylbenzene 9800 1700
m/p-ethylbenzene 700
Ca-benzene 3900 1500
Cy,-benzene 500
indane 4300 13000 85
methyl indane $10 2500 15 25
methylindane 180 1400
methylindane 240 2300 55
dimethylindane <5 40 25
tetralin 330 4100 <0.1 1o
dimethyltetralin <5 1500 0.5 35
6-methyltetralin 110 3200 50
naphthalene 1630 32000 100 5 1500 1 3
2-methylnaphthalene 690 32000 3800 2 740 8 16
1-methylnaphthalene 110 12000 930 180 5 4
 dimethylnaphthalene 80 13000 11200 0.3 260 6 170
dimethylnaphthalene 70 700 1700 60 3 20
dimethylnaphthalene 4000 4200 150
dimethylnaphthalene 10 160 650 2 <2 10
2-isopropylnaphthalene 40 50 0.7 <] <0.5
1-1sopropylnaphthalene 210 1400 2 15 20
C,-naphthalene 5 50 <1 4
cyclohexylbenzene 190 5
biphenyl 80 10000 5900 0.2 270 2 75
acenaphthylene 2 500 3400 <0.1 45 8 60
dimethy1p1phenyl 15 35 2100 0.5 30 9 130
dimethy1biphenyl 21 30 560 0.2 20 7 40
dibenzofuran 8 400 5800 0.6 60 9 160
xanthene 10 30 840 0.1 20 5 40
dibenzothiophene 3 50 4200 1.5 70 30 180
methyldibenzothiophene 15 320 <0.1 8 4 60
dimethyldibenzothiophene 5 15 1200 < 0.05 20 13 130
thioxanthene 2 3300 0.1 5 3 120
fluorene 15 250 6600 0.3 80 27 200
9-methyl fluorene 15 110 3100 0.3 40 n 150
1-methylfiuorene 10 10 3000 0.2 50 18 100
anthracene/phenanthrene 25 130 23000 1.1 500 300 1500
methylphenanthrene 6 15 6200 0.3 100 50 400
1-methylphenanthrene 6 3900 0.2 50 30 300
Cz2-anthracene 6 25 500 < 0.05 1 1 30
fluoranthene 15 35 10500 0.4 200 180 700
dihydropyrene 6 25 1200 < 0.05 1 1 30
pyrene 20 40 11200 0.6 200 280 900
NEUTRAL FRACTION (n-alkanes
n-octane 16000 900 2.3
n-nonane 8700 2700
n-decane 9800 5000
n-undecane 3900 8300 50 0.3 90 4
n-dodecane 1400 21000 80 0.3 550 10
n-tridecane 470 14000 30 0.4 9100 8 4
n-tetradecane 170 11000 340 0.3 210 7 12
n-pentadecane 60 4000 1000 0.2 80 12 18
n-hexadecane 10 400 2000 0.2 50 8 50
n-heptadecane 10 120 3100 0.02 20 3 35
n-octadecane 40 920 10 3 18
n-nonadecane 500 800 16 22 30
n-ejcosane 930 14 20
n-heneicosane 600 14 35
n-docosane 670 16 55
n-tricosane 980 14 35
n-tetracosane 900 14 45
n-pentacosane 740 10 43
n-hexacosane 450 8 5 40
n-heptacosane 300 6 2 25
n-octacosane 150 5 2 28
n-nonacosane 90 4 1 18
n-triacontane 60 2 1 22
n-hentriacontane 40 1 1 15
n-dotriacontane 10 <1 n
n-tritriacontane 5 7

Neg 769775-7
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TABLE 2. Elemental Contents -of Feed Coal, Solvent Refined Coal
and Mineral Residue from Ft. Lewis, WA (ppm except as noted)

(a) Solvent Refined Mineral NBS(b)
Element Feed Coal Coal (SRC) Residue Coal/SRC Coal
Na 180 8.8 3150 20 420
(%) K 0.19 0.003 1.10 70 0.28
(%) Fe 2.29 0.027 13.3 85 0.81
Cr 18.4 7.5 150 2.5 19
Co 5.2 0.26 32 20 5.2
Ni 21 <6 120 4 20
Sc 2.6 0.45 14.7 5.8 3.4
Ba 65 -- 260 -- 390
Sr 76 <5 360 20 170
La 9.5 0.13 56 73 10.5
Ce 17 0.5 102 40 --
Nd <10 -- <50 -- --
Sm 1.85 0.18 9.92 10 1.7
Eu 0.36 0.025 1.90 14 0.28
Tb 0.30 0.026 1.3 11 0.23
Yb 0.65 0.080 3.2 8.1 --
Lu 0.090 0.02 0.48 3.3 --
Hf 0.44 0.054 2.3 8.1 0.97
Ta 0.14 0.043 0.62 3.3 0.46
Th 1.9 0.19 10 10 3.4
Rb 13 -- 77 -- 19
Cs 0.95 0.012 5.8 80 1.4
As 19 2.1 77 9.0 5.7
Sb 1.4 0.066 7.4 21 3.7
In 26 8.1 124 3.2 37
Br 4.7 4.9 0.80 17
Se . 0.17 20.4 21 3.3
Hg 0.16 0.02 <0.005 8.0 0.10

a. Determined by instrumental neutron activation analysis. Estimated errors
based on counting statistics are ~1-3% for Na, La, Co, Fe, Sc, Br, Zn, Sb,
Sm, Yb and As; ~5% for Cr, Ce, Th, Lu, Ta, K, Ba, Eu, Hf and Rb; and ~10%
for Tb, Hg, Cs, Ni, Se and Sr.

b. Abel and Rancitelli (1975).
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HANFORD TURBIDITY DURING 1976

N. S. Laulainen

Solar radiation measurements were continued at Hanford during 1976

using a multiwavelength sunphotometer. Seasonal variations in aerosol

loading are apparent in the data.

INTRODUCTION

The presence of aerosol in the atmosphere
significantly affects the incident solar
radiation. High aerosol loading severely
reduces insolation at the surface; this
clearly is important in using solar energy.
The climatic effects of aerosol on global
and regional scales, through changes of the
apparent albedo of the earth, are not yet
fully appreciated because the critical
aerosol optical properties are difficult to
measure. Consequently, too few reliable
data on these properties are now available.
Aerosol optical depth measurements, combined
with other simultaneous optical measurements
will be useful in assessing aerosol effects
on insolation and albedo.

Multiwavelength aerosol optical depth
(turbidity) measurements using sunphotometry
were initiated at the Hanford Meteorological
Station (HMS) in July 1974, Frequent obser-
vations were continued during 1975 and 1976.
Results obtained during the last half of
1974 and during 1975 were summarized in
earlier reports.1>2 Here we summarize
turbidity data collected over the Hanford
area on 83 days during 1976.

The aerosol optical depth is derived from
the extinction equation

J = J _ exp (-rxm)/F, (1)

X 20
where

J. is the actual photometer reading for

*\wave1ength band »,

js the outside-the-atmosphere photometer

reading or calibration constant for

wavelength band 1,

F is a correction factor depending on
solar distance,

T, is the total atmospheric optical depth

through the zenith at wavelength band

X, and

J)\O

m is the relative airmass thickness in
units of the atmospheric thickness
through the zenith.

The total optical depth, ty, is the sum of
attenuation contributions due to molecular
(Rayleigh) scattering, molecular (usually
ozone) absorption and aerosol scattering and
absorption; explicitly it is

(2)

The Rayleigh contribution is relatively con-
stant and predictable. The ozone contribu-
tion is mainly from stratospheric ozone and
varies with time of year and latitude by as
much as 30%. Both these contributions are
assumed to be the standard atmosphere values
tabulated by Elterman3 and are subtracted
from the total optical depth. Simultaneous
and independent measurements of ozone are
recommended to determine aerosol extinction
accurately.

T

= . + +
» ~ "Rayleigh © Tozone * 'aerosol.

RESULTS AND DISCUSSION

Daily average total optical depths were
determined for six colors from solar radia-
tion measurements on 83 days during 1976,
using Equation (1) and the calibration
constants J,, for each wavelength band
(calibration of the sunphotometer is dis-
cussed elsewhere)."

These optical depths are plotted in Fig-
ure 1 as a function of time of year for four
colors--namely 448.2, 500.0, 557.8 and
598.4 nm, respectively. To better assess
any time trends or seasonal variations,
these data were further analyzed by a weighted
mean regression technique, where the observa-
tions are fit to an equation of the form

by a generalized least-square matrix solution.
The x's are the regression variables as a
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function of the parameter £ and the a's are On the other hand, whenever the uncer-

the regression coefficients. In this study, tainty in a regression coefficient is less

the observations are fit to the equation than the coefficient itself, i.e. saj ¥ aj,
then that coefficient is of some signifi-

(£) = a_+a, £+ a, cos(2rt) + a, sin(2nt) cance and needs to be examined further. For

0 1 2 3 other than the constant term, one such test

+a, cos(4nt) + ag sin(4nt), (4) is to compare the magnitude of the coeffi-
cient to the uncertainty in the constant

where £ is time as a fraction of a year, in term. For example, from Table 1 (filter 1)

order to detect annual [cos(2nt), sin(2nt)], one finds, |a,| ~ 3 adg; hence there is a

biannual [cos(4nt), sin(4nt)], or linear [z] reasonable basis to conclude that the a,

variations of total optical depth. term represents a real variation from the
mean.

Curves for various combinations of regres-

sion variables are shown in Figure 1; the The coefficients given in Table 1 may be

regression coefficients are summarized in interpreted as follows:

Table 1, including the average. No signifi-

cant time trend was found over the observa- 1) ag gives a mean yearly optical depth due

tion period. This result is expected, since to Rayleigh scattering, ozone absorption

a minimum of 5-10 years is required to reli- and particle extinction (mean values of

ably estimate time trends. For the other Rayleigh plus ozone are also listed in

cases, a fit to an annual variation is less Table 1 for each color).

significant than either a biannual (or annual

and biannual together) variation. Based on 2) a; gives a time trend which is essentially

the regression correlation coefficient, zero.

which approaches
none of the fits

unity for a perfect fit,
are particularly good.

TABLE 1. Regression Coefficients of a Least Squares Fit of Optical
Depth Data During 1976 at Hanford to Equation 4
Zdélg&:” Regression Coefficients* Regression
Uptical Correlation
Fiiter  Case Depths p j_ ‘B_Z _ ”7_777(]37__7 2 %5 Coefficient
Average 0.321(8) - - - - - 0
1 Const. & Annua) 0.223 0.332(8) - 0.000(17) -0.022{12) - - 0.034
(448.2 nm} Const. & Biannual (.335(8; - - - -0.0237) ~0.014(12) 0.056
A 0.336(8) - -0.004(11) -0.021(72) -0.023(1%) -0.014(12) 0.089
Average 0.255(2) - - - - - 0
2 Const. & Annual G.257(8) - 0. 012(i0) -0.009(12) - - 0.079
(500.0 nw) Comst. & Biannual 0103 0.260(g) - - - 20.027(10) -0.011(11)  0.078
ATl 0.262(8) - 0.008(10) -0.008(11) -0.025(i 1) -0.012(11) 0.087
Average 0.208:7) - - - - - 0
i Const. & Annual 0.125 0.208{7) - 0.005(107 -0.001{(11) - - 0.003
(557.8 un)  Const. & Biannual 0.2:2.7) - - - -0.023(70) -0.016(10) 0.076
Al 0.213(7) - 0.003(10) 0.000(11) -0.022(70) -0.017{11) 0.077
Average 0.200(7; - -0 - - - ol
6 Const. & Annuas 0.310 0.23:{7) - 0.005(9) -0.004(710) - - 0.005
(598.4 nm} Const. & Biannual 0.204.7) - - - -0.019(9) -0.013(9) 0.060
Al 0.206{7; - 0.003(9) -0.004{1G) -0.018(9) -0.013(10) 0.062

*/i shorinana convention for expressing standara deviations is used. e.q. 0.331(8) = 0.331 + 0.008.
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3) a,, a5 and a,, as give the magnitudes of
annual and biannual variations in particle
extinction, respectively.

In spite of the apparent poor fit, the
qualitative interpretations of the 1975 data?
are essentially substantiated on a quantita-
tive basis in the 1976 data. Those observa-
tions were:

1) Spring and fall show the largest optical
depths while the winter and early summer
months show minimum values, suggesting a
biannual variation. The summer minimum
is somewhat larger than in winter, sug-
gesting a biannual variation superimposed
on an annual variation.

2) Al11 colors exhibit similar day-to-day
optical depth variations, with the magni-
tudes of the variations roughly comparable
in each color.
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3) Even during the seasonal maxima, occa-
sional low values (“clean" air) in turbid-
ity are observed. It is also apparent
that day-to-day variations can be rather
large (much larger than the coefficients
for the periodic terms).

This latter observation points out one of
the severe problems encountered in inter-
preting optical depth data, as has been
attested to elsewhere.>,6

A number of other tests to the data
obtained since 1974 at Hanford, as well as
other locations, have yet to be completed.
These include diurnal and weekly variations,
as well as assessment of prevailing meteoro-
logical conditions and agricultural activity
(which contributes significantly to the
smoke and dust burden of the region). These
tests will be summarized in a later report.
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CHARACTERIZATION OF PREFRONTAL PRECIPITATION

DURING WINTER IN EASTERN WASHINGTON

J. M. Thorp

Precipitation scavenging experiments which monitor changes of the

ambient aerosol concentration are necessarily performed in stagnant

or stationary air masses.

To determine a location in eastern

Washington which experiences frequent stagnant air masses in winter

coupled with sufficient precipitation for experimental purposes,
precipitation records for six eastern Washington stations have been

examined.

Confident assessment of precipitation
scavenging experiments which examine changes
of ambient aerosol concentrations, requires
that the air mass through which the precipi-

tation falls not change during the experiment.

The Columbia Basin in eastern Washington has
the topography conducive to the formation of
persistent or stagnant mesoscale air masses,
but only in winter is there sufficient pre-

cipitation to permit experiments to measure

scavenging of the aerosol.

Prefrontal rain of several hours duration,
accompanied by stagnant air, occurs with
some regularity in eastern Washington from
November through February.

Precipitation records for the Hanford
Meteorology Station (HMS) 40 km northwest
of Richland, Walla Walla (ALW), and Yakima
(YKM), have been examined for November to
February of 1974-75 and 1975-76. A plot of
precipitation amount versus duration for 40
storms during the eight months of data shows
a degree of linearity (Figure 1), but there
is considerable scatter at all three sites.
The best correlation between amount and
duration occurs at Hanford (x=0.90), followed
by #=0.87 at Walla Walla and #£=0.76 at
Yakima. The mean precipitation amount per
storm is 0.14 in. at both Hanford and Yakima;
the average storm duration at these sites is
5 to 6 hr. Walla Walla receives nearly
twice as much precipitation (0.29 in.), but
the average storm lasts more than 9 hr,

The average rate of precipitation is about
the same at all three sites (0.02 in./hr to
0.03 in./hr),

For the 1975-76 winter (November-February)
the records for Spokane, Wenatchee and

Pullman were similarly regressed (Figure 2).
With a sample size of only 16, it is wise to
withhold conclusions about these data.

The correlation coefficient between amount
and duration did equal 0.90 for Wenatchee,
but was much less at the other two sites.
Storm duration averaged ~10.5 hr at Spokane
and Pullman, both situated just windward

of the Idaho mountains, and ~7 hr at
Wenatchee, leeward of the Cascades. Average
storms total are 0.24 in. for Wenatchee,
0.34 in. for Spokane and 0.42 in. for
Pullman during the 1975-76 winter.

Air mass stability categories were based
on HMS temperature profiles to 400 ft, and
on the 00Z and 12Z radiosonde data from
Spokane. Precipitation periods when tempera-
ture lapse rates were less than -1°F/1000-
ft were rejected from the study.

To check for possible preferential timing
of precipitation onset and occurrence at
Hanford, Walla Walla and Yakima, the day was
divided into four 6-hr periods beginning at
midnight. The data was segmented into these
periods for the two winters of study. Han-
ford shows a majority of precipitation events
occurring from 0600-1200 PST; Walla Walla
and Yakima slightly favor the 0000-0600 PST
period. Records from all three stations
indicate that most precipitation events in
the stable air mass begin in the 0000-0600
PST period. Based on only two winter's data,
it is unlikely that these findings are
conclusive.

However, precipitation falling through a
stagnant air mass in eastern Washington
occurs frequently enough, and with sufficient
amount and duration to provide a satisfac-
tory base for aerosol scavenging experiments.
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CATCH AND STORAGE CHARACTERISTICS OF THREE TYPES OF

NONRECORDING PRECIPITATION GAUGES

J. M. Thorp

Precipitation measurements on the Arid Lands Ecology Reserve are

made monthly at 26 sites.

Despite an o0il film evaporation suppres-

sant on the water column in the gauges, monthly losses have been

apparent, especially during summer.

An experimental test plot of

16 gauges was set up near the 8-in. standard precipitation gauge at

the Hanford Meteorology Station to test collection and storage char-

acteristics of three types of nonrecording rain gauges.

In 1968, a network of 26 microclimato-
logical stations was established on a 75,000
acre study area of the Hanford Reservation
known as the Arid Lands Ecology (ALE) Reserve.

Qur primary task with the microclimato-
logical network was defining patterns of
temperature and precipitation that occur
over the varied terrain and vegetation of
the ALE Reserve. Budget limitations, and
inaccessibility of some sites during periods
of mud or drifted snow forced a monthly
schedule of taking measurements. To meet
our needs, precipitation gauges able to
collect and hold a month's precipitation,
or record precipitation as it falls, have
been essential.

Initially, 2-in. diameter plastic gauges
were installed at all sites; 8-in. diameter
standard Weather Service type gauges pro-
vided a backup system at four sites and
propane-heated tipping bucket gauges were
put at two sites. The tipping bucket gauges
consistently recorded less precipitation
than the 8-in. gauges and are not considered
in this study. A 5 to 8 mm oil film capped
the water column in all the storage gauges
to inhibit evaporation.

On our scheduled observations during
the summer, we often found less water in
the 2-in. gauges than had been observed
a month earlier; sometimes this was true
even when we had observed precipitation
falling in that region and when the 8-in.
gauge measurement confirmed our observation.

Comparing several types of storage gauges
and improving our microclimatological meas-
urement program with better gauges where
practical was necessary. An array of 16 rain
gauges in a 4 x 4 matrix (Figure 1) was
prepared on a plot with a ready accessibility.
Each row contained one 2-in. (funnel diame-
ter) plastic gauge buried with the rim 5 cm
above the ground, one 2-in. plastic gauge
mounted above ground, a similarly mounted
4-in. plastic gauge with inner collector,
and a standard 8-in. metal precipitation
gauge. The rims of the latter three types
were 81 cm above ground. The order of gauge
types was different in each row and column.
Also, rows 1 and 3 had the 2-in. and 4-in.
gauges in full sunlight; rows 2 and 4 pro-
vided midday shade for the 2-in. and 4-in.
gauges.

To compare catch efficiencies, measurements
were made as soon as possible after precip-
itation occurred, but the gauges were not
emptied. Between preciptiation events,
measurements were made at intervals of one
to several days to check for evaporation Tloss.

The 8-in. standard National Weather
Service type gauge at the Hanford Meteoro-
Togical Station (about 60 m from the experi-
mental site) was used as the base reference
for catch efficiency comparisons. This
gauge is emptied every 24 hours if precipita-
tion has occurred. Any amount less than
1/100-inch is logged as a "trace" of pre-
cipitation. An accumulation of such "traces"
could cause slightly more precipitation to



FIGURE 1.
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Precipitation Gauge Study Plot

be recorded in the test gauges since they
were not emptied during the period of the
experiment.

Seventy-one precipitation events were
measured from October 28, 1974 to July 8,
1976. Replicate gauge samples were averaged,
then regressed 1) on the HMS standard and
2) on each other (Table 1). Correlation
coefficients are >0.98 for all comparisons
except for the buried 2-in. gauge against
the standard, and even that has 2 > 0.97.
Correlation between test gauges is also
uniformly high, though again the 2-in.
buried gauge seems to be the least desirable
installation for accurate catch measurements.
Precipitation consisting of all snow was
excluded from these comparisons; the 2-in.
gauges bridge over when snow falls at tem-
peratures <32°F, and the amount captured is
reduced.

Water lost from the test gauges during
extended periods of storage is shown in
Table 2. Three sets of measurements were
made. Twenty-seven observations, spanning
148 summer (June-September) days in 1975 and
1976 are summed in the first column and then
an average loss per month (30 days) is
calculated. Similar measurements were made
in winter (October-May) with 28 observations
over 168 days. Loss during the winter is

TABLE 1. Comparison of Precipitation Catch by Three Types of Nonrecording Gauges

NN RO NN

Correlation
Gauge Type Regressed on Gauge Type Coefficient
Y X Intercept Slope n

in. Buried HMS 8 in. 0.0001 1.02 0.9717
in. Unshaded " -0.0072 0.98 0.9821
in. Shaded " -0.0068 0.99 0.9831
in. Unshaded " -0.0022 0.99 0.9901
in. Shaded " 0.0005 1.00 0.9873
in. Bare Metal " 0.0038 0.99 0.9896
in. Painted Metal " 0.0052 0.98 0.9886
in. Bare Metal 8 in. Painted Metal -0.0009 1.00 0.9968
in. Unshaded 4 in. Shaded -0.0016 0.98 0.9950
in. Unshaded 2 in. Shaded 0.0003 0.98 0.9934
in. Buried 2 in. Shaded 0.0079 1.02 0.9827




TABLE 2.

Storage Characteristics of Three Types of Nonrecording PCPN Gauges

Water Loss, Inches

Summer (148 Days)

Winter {168 Days)

Summer (63 Days) No 01l

Gauge Type Total Amt/30 Days Total Amt/30 Days Total Amt/30 Days
2 in. Buried 0.2830 0.06 0.080 0.01 1.43 0.68
2 in. Unshaded 0.5100 0.10 0.160 0.03 2.59 1.23
2 in. Shaded 0.4300 0.09 0.140 0.02 2.59 1.23
4 in. Unshaded 0.1650 0.03 0.037 <0.01 0.52 0.245
4 in. Shaded 0.1450 0.03 0.052 <0.01 0.52 0.245
8 in. Bare Metal 0.2200 0.04 0.045 <0.01 0.55 0.26
8 in. Painted Metal 0.1900 0.04 0.045 <0.01 0.55 0.26

less than 1/3 of that during the summer for
all gauges. The 2-in. gauge exposed to the
sun shows the maximum loss for all seasons.
A short experiment (19 observations over 63
days) in the summer of 1976 with no oil film
on the water gave results shown in the last
two columns of Table 2. Again the 2-in.
gauge shows the greatest loss. These final
values represent the average of the shaded
and unshaded 2-in. and 4-in. gauges, and the
bare and painted 8-in. gauges.

For storage purposes, the 4-in. plastic
gauge with inner collecting tube performs as
well or slightly better than the standard
8-in. gauge at roughly 1/5 the cost.

CONCLUSION

Catch and storage measurements were made
on: 1) 2-in. plastic rain gauges partially
buried, shaded and unshaded; 2? 4-in. plastic
rain gauges shaded and unshaded; and 3) 8-in.

metal rain gauges painted silver and unpainted.

A11 gauges collected Tiquid precipitation
satisfactorily regardless of exposure, though
the partially buried gauges showed the lowest
correlation with the standard (x < 0.98).

The 2-in. gauges are susceptible to under-
measurement of frozen precipitation.

Storage characteristics vary between gauge
types; the unshaded 2-in. gauge shows the
greatest evaporative losses through the
suppressing oil film during the summer. As
much as 0.10-in./ month may be lost during
hot weather from this gauge. Losses during
the winter in our semiarid region, which
experiences much cloudiness, 70%-80% average
relative humidity and a winter maximum
precipitation regime! were, in general,
insignificant (0.02-in./month or Tess).

The 4-in. plastic gauge and the 8-in.
standard metal gauge gave the most accurate
collection information and experienced the
least loss from evaporation. The 4-in. gauge
at 1/5 the cost of the 8-in. gauge is espe-
cially useful where multiple installations
are needed.
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MICROCLIMATE AND ECOSYSTEM MODIFICATION BY SOLAR ENERGY FARMS

J. G. Droppo, N. S. Laulainen and D. S. Renné

Large scale solar thermal power facilities will cause a large reduction

in the direct solar and diffuse sky radiation reaching the surface beneath

the collector array, but will be compensated by a large reduction in the

net outgoing longwave flux.

The magnitude of any effect will depend on

many environmental as well as design parameters, most of which are poorly

known at present.

In general, the collector array should produce a more

moderate, but less photosynthetically active, environment at the surface

below the collectors.

INTRODUCTION

Many of the engineering designs for util-
izing solar radiation to produce electrical
energy involve installing solar panels above
the ground to collect and redistribute the
sun's rays. Large scale solar thermal power
installations may cover 10 to 20 km? of land
surface with such panels. Besides producing
obvious changes in the thermal and radiant
balance above the panels, these installations
can also produce substantial microclimatic
changes below the panels that, in certain
locations, could benefit agricultural pro-
ductivity and ecosystem diversity.

As now planned, most large solar energy
installations are likely to be located in
semi-arid or desert regions such as the
southwestern United States. This will take
advantage of the many clear, sunny days
offered by such areas during the year. In
desert and semi-arid regions, the natural
ecosystem base is quite narrow and conse-
quently any moderation of the microclimate
may allow diversification of the ecosystem
base.

The microclimate of a given area is
altered essentially by changes in the local
energy and water balance. Large solar farms
could affect energy and water balance by
changing the effective surface albedo or
surface reflectivity of solar radiation, by
increased shading of the surface by the
numerous panels, by reduced surface winds
and by introduction of additional water from
collector maintenance. Energy is also lost

from the farm not only through the usual
advection and convection of air heated by
the installation, but also because a signif-
icant fraction of the incident energy is
converted to other energy forms such as elec-
tricity and transported to some other
location.

Here we examine qualitatively what types
of changes can be expected from large solar
farms and indicate how these changes can be
addressed in a quantitative manner.

ENERGY BALANCE CONSIDERATIONS

The net radiant energy balance, Ry, at
the earth's surface can be defined in simple
terms as!

Ry = (S +4)(1 - a) + oL, (M
where (S + 3) = incident direct solar (S)
and diffuse sky {3) radiation,

a = albedo (reflectivity) of the earth's
surface
AL = net longwave (incoming sky minus out-

going terrestrial) radiation.
During nighttime, Equation (1) simplifies to
(2)

where AL is usually negative--particularly

in desert regions, since a clear sky con-
tributes very little downward longwave radia-
tion and does 1ittle to inhibit that radia-
tion leaving the surface.

RN = AL,



Whenever the value of Ry is nonzero, the
excess or deficit of radiant heat must be
dissipated or supplied by other heat trans-
fer mechanisms--namely by sensible heat
transfer to or from the air through conduc-
tion, convection, and advection (H}, by
transfer of latent heat to or from the air
through evaporation or condensation of water
(E}, and by transfer of sensible heat to or
from the ground (B). Since this is merely a
statement of the Taw of energy convervatijon,
the net radiative energy from either Equa-
tion (1) or Equation (2) can be equated to
the sum of each contribution

RN =H+E+ B.

Since the solar installations convert a
significant fraction of the total radiation
reaching the surface to other energy forms,
such as electricity, which is dispatched
elsewhere, an additional term C (for conver-
sion} should be added to the right side of
Equation (3).

(3)

In summary, the factors influencing the
energy budget of a solar farm are:

» Albedo. A decrease results in increased
(surface) heating which must be trans-
ported away by longwave radiation and
convection.

e Sensible heat. An increase leads to a
heat island effect (since sensible heat
determines buoyancy and convection of
air above the farm).

e latent heat. A decrease tends to increase
sensible heat and longwave transport,
(since evaporation competes for the avail-
able energy).

e Soil heat flux: Usually a small term in
the energy budget, but may be significant
as far as the local ecology is concerned.

e Plant efficiency. As the overall collec-
tion/conversion efficiency approaches
unity, less net energy needs to be trans-
ported away from the farm by convection,
longwave radiation, etc.

EFFECTS OF SOLAR ENERGY FARMS

With an expression for the net energy
balance, it is now possible to estimate
qualitatively the change in the heat balance
terms caused by a large array of solar panels
above the ground. First, the panels would
drastically reduce the direct solar (S) as
well as some of the diffuse sky (4) radiation
at the ground. This would reduce substan-
tially the total net radiation, Ry, during
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daytime, thus reducing also the requirements
for the heat dissipation mechanisms described
in the preceding section--namely H, E, and B.
In desert regions, where there is abundant
sunshine and Tittle moisture, a reduction in
total net radiation primarily reduces the
sensible heat transfer term H. This in turn
will reduce the potential evapotranspiration
of the area, increasing the water use effi-
ciency of the region. Although the isolation
available for photosynthesis is greatly
reduced, the heat stress on vegetation be-
neath the panels is decreased also such that
photosynthesis efficiency is not greatly
impaired. These factors combined can benefit
some agricultural products and harm others.

The net longwave radiation, alL, will also
be affected by the installation of solar
energy collectors. During the daytime, with
a net reduction of insolation at the ground,
the surface temperature will be reduced
thereby decreasing the upward flux of long-
wave energy. At the same time, the downward
flux will increase, since the panels will
radiate lTongwave energy at a higher tempera-
ture than the effective sky temperature--this
is particularly relevant in desert climates.
These processes will make the term aL less
negative, which will somewhat offset the
decreased insolation during the daytime hours.
In desert climates, then, it is estimated
that the net effect of solar energy instal-
Tations on the earth's surface is decreased
net radiant and heat balance.

During nighttime the AL term is also
likely to be less negative near a solar
energy plant. The panels will reradiate
heat back toward the ground at a temperature
much warmer than the effective sky tempera-
ture. The panels will also impede the loss
of longwave radiation from the ground to
space. Thus, at night the term Ry will
increase, perhaps even from a negative to a
positive value, depending on the thermal
characteristics of the panels and meteoro-
logical conditions. In a desert climate,
these factors will reduce the formation of
dew [a negative E term in Equation (3)] and
maintain a warmer surface temperature. Again,
these changes could affect agricultural
productivity positively for some crops and
negatively for others.

Nonarid sites can expect different changes
than those just mentioned for arid sites
simply because more water for latent heat
transfer will be available.

Air flow over the solar farm may also be
modified. Horizontal, flat, elevated col-
lectors, with a significant air space under-
neath, can be compared to a vegetation canopy,



where relatively lower winds and diffusion
rates than in exposed sites prevail. On the
other hand, if the collectors are tilted,
highly turbulent air motions are possible.
Favored design configurations? for the panels
suggest that the structures will be between
these two extremes, i.e., the region under-
neath the panels should have reduced circula-
tion and turbulence. For calm weather con-
ditions, a low level temperature inversion
layer at the height of the panels could be
expected much of the day and an inversion
from the ground upward at night. The inver-
sion features should be of 1ittle consequence
under moderate to high winds, where turbu-
lence induced by the collectors mixes the

air to the ground surfaces.

Significant perturbations in heat balance
might also be expected above the collector
panels. A solar farm area of about 20 km?2
is similar in size to a small city. Weather
modification on this scale is now only
incompletely understood. However, heat
island effects over cities have been docu-
mented many times and it is plausible that
a solar farm could also produce such an
effect because of the greater heat input.
This heat island should be most pronounced
in naturally moist regions. Although con-
siderable energy is removed from the system
by the collectors, the change in microclimate
of the surface and the change in the energy
budget can be expected to result in more
net heat in the atmosphere. Since the col-
lectors will be generally dry with respect
to ambient air, no evaporation occurs (which
would be present at the surface with a soil
or vegetation cover) and the upward transfer
of energy to the atmosphere from the col-
lectors will be in the form of sensible heat.
If the surface beneath the panels is covered
with asphalt or concrete, atmospheric heating
will be enhanced. Hence, in such a situa-
tion, increased convection (heat island
effect) would result. On the other hand, if
the sub-collector area has a vegetative
cover with significant moisture retention,
the energy budget might not result in a net
increase of sensible heat.

Conversion efficiency of a solar power
installation should also be considered,
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since some fraction of the total radiant
energy intercepted by the collectors is
transferred somewhere else. Efficiencies
of various collector/conversion systems are
not yet well defined. The potential for
microclimate modification needs to be tied
to the overall conversion efficiency per
land area. That is, if the collector array
only intercepts half of the total insolation
available, the appropriate land area effi-
ciency factor would be about half of the
collector/converter efficiency. Overall
efficiencies of solar farms are estimated
at 5 to 40%.2

In summary, large solar thermal power
facilities will cause large reduction in
direct solar and diffuse sky radiation at
the surface, but will be compensated by a
large reduction in the net outgoing longwave
radiation flux. Design configurations,
including landscaping the underlying surface
and overall conversion efficiency, will have
an important bearing on the magnitude of
energy balance changes and could be chosen
perhaps to minimize some of the adverse
effects (such as increased convection).
Known quantitative values of many environ-
mental parameters are needed to fully evalu-
ate whether an increase or decrease in net
heat balance will occur and how different
heat dissipation mechanisms will be affected.
In general, solar panels should produce a
more moderate, but less photosynthetically
active, environment at the surface.

RECOMMENDATIONS FOR ON-SITE MONITORING

The advisability of monitoring the types
of changes predicted in this discussion
cannot be over-emphasized. This monitoring
should include measurement of incoming solar
and diffuse sky radiations at a representative
location beneath the panels; reflected short-
wave radiation to determine the albedo; soil
temperature and moisture at several levels;
the vertical gradient of temperature and
humidity in the lower atmospheric boundary
layer; and horizontal wind speed. A1l meas-
urements at a similar site some distance
from the installation.
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AIR FLOW AND DISPERSION

Many models have been developed to estimate the dispersion of industrial wastes to
the atmosphere. Early emphasis in modeling and associated field experiments was on
relatively near-source locations and relatively simple meteorological situations. Although
reasonable confidence has been displayed in the estimates generated from these near-source
models, there is a shortage of good quality field data for model verification. The following
articles describe improvements and experiments associated with air flow and dispersion.

A data volume of Hanford field diffusion experiments currently being compiled
should add a measurable increment to the bank of quality measurements available
for mode! “tuning” and evaluation.

One study reported specifies the number of aircraft traverses of a plume which are
necessary to obtain a selected statistical significance; this should enable more profitable
plume sampling flights.

The final contribution in this section outlines a series of cooperative experiments
with Argonne National Laboratory. These experiments, entailing aircraft and ground measure-
ments of the atmosphere, provide input data for development of models dealing with
regional pollution.

¢ ATMOSPHERIC BOUNDARY LAYER STUDIES



PREPARATION OF A DATA VOLLME

SUMMARIZING HANFORD FIELD

DIFFUSION EXPERIMENTS, 1967-1974

P. W. Nickola

A volume Tisting Hanford field diffusion experimental data is in

preparation. The data result from 103 releases of atmospheric tracers

during 54 experiments. Tracers were sampled simultaneously on as many
as 10 arcs at distances of up to 12.8 km from the tracer release

point. Vertical profiles were monitored on towers during 28 experi-

ments involving 43 tracer releases.

An extensive diffusion field grid was
first Taid out at Hanford prior to the
Green Glow field experimental series con-
ducted in the summer of 1959. The Green
Glow series was followed by the so-called
"30 Series" field tracer releases conducted
from 1960 to 1962. Of the total of 67 tra-
cer releases made during these two test
series, 21 were considered failures due to
equipment malfunction or off-grid wind
directions. The successful experiments were
examined in a journal article by Fuquay,
Simpson and Hinds! in 1964. The more per-
tinent diffusion and meteorological parame-
ters (such as plume centerline exposure,
crosswind plume variance, wind speed, wind
direction variances and atmospheric stabil-
ity) were tabled in that publication.

Since 1962, many more "successful"

field tracer releases have been made at
Hanford--most on a field grid more inten-
sively instrumented for tracer sampling
than the Green Glow grid. All tracer re-
leases during the Green Glow/30 Series were
from ground level; many of the subsequent
releases were made aloft from the 122 m
Hanford meteorological tower. Most of the
experiments after 1962 involve simulta-
neous release and sampling of more than one
tracer. Particulate tracers employed were

fluorescein, rhodamine B, and fluorescent
zinc sulfide. The inert gas tracer 85Kr was
employed in nine releases.

Data resulting from the post-Green Glow/30
Series tests have been analyzed and various
facets have been reported in all volumes
since 1962 of this series of annual reports
to ERDA (AEC). Results and/or data have also
been presented in journals and other
media.2-11 However, the analyses and data
presented were a more or less "skimming of
the cream" for the particular area being
studied at each specific time. The data have
not been compiled and published in a form
suitable for easy general use by either
Hanford or other researchers. That assembly
and publishing task is currently being un-
dertaken for the bulk of these field experi-
ments, which will be referred to as the
"67 Series."

Tracer sampling was done on a series of
arc segments concentric (or nearly concen-
tric) about the release Tocation. Table 1
indicates the number of tracer releases from
each elevation and the number of times spe-
cific sampling arcs were employed in moni-
toring these releases. The table reveals
that the same group of sampling arcs was not
always activated for all field experiments.
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TABLE 1. Frequency of Tracer Release and Sampling
RELEASE  NJ. TIMES ORUUNU-LEVEL >AMFLING OGN ARC AT RAVIAL OISTanCt (METERS) CF '
mi. Ne.e 200 20 403 500 6JU  TJ) 803 1204 1630 2208 320U SC00 TeJd 12809
i 2815 119 1 3 3z 16 2 11 22 1111 o
Zem 46 19 1 3% 1 3 3. 66 43 66 (9 64D 6 24 17
Se4  2C - - 20 - - - 20 13 20 1120 1¥ 19 la
111~ 9 - - 3 - - - 3 - v - 9 9 9 9
TGTAL 103 34 PR I3 2 6 6 123 57 37 S1 91 63 o3 43
CoNTAINEL=- 56% 10G% 62%  U% 5U% 67% 71% 78% 7J4% 78% 75% 56% S1%  564%
sTu PEAK-  ©4% 100% #4x 1C0x 1UO% 10C%  91% 10UCL  96% 96% 98% 90% 98% d5%
SFATLURE- 6% 0% l1s% 0%  J% €% 9%  Jdx &% 4% % 10% 2% 15%
CUNTATAED - ENTIRE TRACER CISTRIBUTION wiThnln SAMPLING ARC :
#TC PEAK - CIONTAINED., OR TRUNCATEw UNLY JN “TAIL" OF LISTRIBUTIGA
SFAILJRE - TRUNCATION EXCLUDED Piak CGNCENTRATILN, GR

NO TRACER U3SERVED.

J SAMPLER/ASSAY FAILURE

The spacing of samplers along an arc varied
with distance from the source, and the num-
ber of samplers generally increased with
distance from source., In all but five of
the experiments, more than 300 ground-
level samplers were exposed. In some in-
stances vertical profiles of tracer were
measured on a series of 20 towers located

between 200 m and 3200 m from the source.
Activation of these towers provided an ad-
ditional 345 concentration measurements.
The number of times the tower sampling arcs
were activated and the fraction of the time
the towers were intercepted by tracer are
listed in Table 2.

TABLE 2.
NU. TIMES VERTICAL
Ch ARC AT RADIAL D
RELEASE  NL. UF  ====--c——cceeeeaa-
ME1GnT  RELEASES  2LOM  6UOM 1600
e 28 14 is o
26V “e 1s 18 14
5¢ ¥ < - - -
111 3 - - -
TLTAL 103 32 52 ce
“CONTAINEL- 2% 3% 12
7] PEAK-  80% 69% b
SFAILURE- 203 31% 34
#CuNTAINED - ENTIRE TRACER o157k
=Tl PEAK - CONTAINED. OF TRUNC
“FATLURE = TRJINCATJON EXTLUDED

NC TRACEXR LBSERVED.,

Frequency of Tower Sampling

SAMPLING
ISTANCE COF

M 32000
8
BASED
14 Ch
NUMBER
s uF
AKCS
6 ACTIVATED
- mee- Fuh
SAMPLIHG
33
% 9% BASEU ON NUMBEK UF
% ¢ 3% TUWEKS
% 37% ACTIVATED FULR SAMPLING v
L8UTIGN WlTrATiv SAMPLING HEIGHT .

ATkv UNLY ON "TAIL"™ OF CISTRIBUTION
PEax CLNCENTRATITN, UR
SAMPLEK/ASSAY FAILURE

R
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The forthcoming data volume is being the format to be employed in the diffusion
prepared in a user-oriented format. The data presentation. Table 3 is a sample
volume will describe the field grid, field Tisting exposures and normalized exposures
and assay techniques, and the meteorology for only two of the seven sampling arcs em-
observed during field tracer releases. The ployed during fluorescein tracer release
bulk of the volume will be composed of com- US8. Table 4 displays the summary of dif-
puter 1istings of the field diffusion mea- fusion data for all arcs operated during
surements. Tables 3 and 4 are examples of that same release.

TABLE 3. Above Background Exposures Observed on Two Sampling Arcs
Following Fluorescein Tracer Release U58

TeST US3 AJOJST 24, 1967 Gals Tu 0445 PST
FLUURKESCETIN RELEASE FROM ELEVATIUN OF 26M
16uLM ARC SAMPLER HT 1.5M U=z 5.6 M/S5EL AT 26N

AZ3MUTH EXPOSURE c/G Ey/sa DISTANCE

UEGREES GM-SEC/CUM  SEC/CU.M 1/5U.M METERS
X1UE+6
B 42.0 ¢ 2. U 1620
2240 ZU  5.234E-U8  C.931E-uT 1500
[T T V] 149 3.855E-07 2.159E-06 1€00
66 o0 379 9.744E-07 5.4L7F-Ce 1509
dbed 568 1.463E-06 6.191E-06 1600
9C.3 1252 3.220E-JU6 1.803E-05 1600
Gl 2249 5.759E-06 3.225E-05 1590
94,0 cl64  5.563E-06 3.115E-C5 1600
3640 18G8 4.880E-06 2.733E-05 1600
3.0 1214 3.122E-06 1.749E-05 16350
1u0.u 1366 3.513E-06 1.967E-05 1640
122.2 129C 3.318E-u% 1.85st-05 160C
loa.0 222 5.715E-07 3.200E-Jo 1590
lue.C 37 9.573E-08 5.361E-07 1600
102 .9 1 4.138E-09 2.317c-03 1600
1iv.0 6 6.974€E-10 3.905E-09 1500
CkuSSWIND INTEGRATED= 1.B39E-03 1.03CE-Ge
SEC/SJd.M 1/M
TEST  Ubwe AJGUST 24, 1967 0415 Tg 0445 PST

FLUUKESCEIN RELEASE FROM ELEV4TIUN OF 264
3200t ARC SAMPLER HT 1.5M J= 5.6 M/SEC AT 26M

AL1IYUTH EXPGSURE E/Q | AN UDISTANCE
DEGREES Gm-SEC/CU.M  SEC/CU.M 1/756.M METERS
A1LE+S

bc Wl v L. L. 3220

£ 4.0 2 T.221E-09 4,0640-00 3200
306 .0 24 b.341E-08 3.551€-07 3200

¢z 0 el 2.UE3E-U7 1.167E-06 32C0

Fo .U 361 3.285E-07 5.201E-06 3200

9¢ .U 315 8.,104E~-07 4.538E-J6 3200
v4,.0 749 1.926E-0¢ 1.C79E-05 3200

4 96.0 6ll 1.571E-06 ©.799E-06 3200
g, 413 1,064E-ub 5.950t-06 3200
1J3.0 519 1.334E-0ub 7.473E-C6 3200
1.2.0 571 1.470c-06  8,231E-06 3200
1Ja .0 246 6.350E-07 3.556E-06 3200
lue.0 29 7.629E-Us 4,272E-0G7 32300
19340 2 7.221€-09  4.,044E-Co 3:00

CRUSSWINY INTEGRATEL= l.128t-05 6,319£-C3
SEC/Sd.M 1/4
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TABLE 4. Diffusion Data Summary for Fluorescein Release U58
TEST USe AJGJIST 24, 1967 0415 Ty 0445 PST
FLUURESCEIN RELEASE FROM ELEVATION OF 204
SAMFLER HT 1.5M Us 5.6M/SEC AT 25M
DISTENCE __CRLSSwING_DISIRIBUILON___  TnREE MAXIMUM EXPOSLRES ~ CROSSAIND
FRUN STAND _COEEELCIENI_ oo INIEGRAIED. MALUES_
SLURCE  MEAN DEV SKEW  KURT  AZIMUTH E/4 EU/G CILE/W)  CI(EU/L)
METERS DEG DEG DEG  SEC/CULM 1/50.M SEC/SQU.M /M
43U 94.4 5,75 -.059 2.598 94,0 A.056-06 4,51€-05 8.,78E-0U& 4.91E-U3
9G.0 7.70E-J6 4.31E-05
98.0 5.956-06 3.33E-CS
6uJ 95.0  4.07 L2200 2.266 6.0 1,1CE-05 6.17E-05  1.356-03 7,54E-U3
95.0 7.70E-06 4.31E-GS
102.0 5.95€E-06 3.33E-CS
709 94.8  4.81 c2u5  2.606 92.0 1.26E-35 7.06E-US 1.86E~03 1.C4E-02
96.0 9.97E-06 5.59E-C5
100.0 6.65E-06 3,72E-05
500 94.9  5.54  -.322 2,580 94.0 9.62E-ub 5.39E-05  2.07t-C3 1.16E-U¢
91.0 93.27E-J6 5.19E-C5
100.0 9.27E-C6 5.19E-05
1¢0u 94.9  5.03 -.173 2.6U¢ 92.0 7.03E-06 3.94E-(5 1.65E-03  9.27E-03
90.0 5.95E-J6 3.33E-0>
3%.0 S5.56E-J06 3.12E-CS
ioL0 95,6  4.56  -,027 2.464 92.0 5.76E-06 3.22E-U5  1.86E-03 1.03E-02
94.0 5.56E-U6 3.12E-CS
96.0 G4.BBE-U6 2.73E-CS
3260 96.7 4.4¢ -.056 2.173 94.0 1.935-06 1.U8E-05 1.13E-03 6.32E-03
96.0 1.57E-36 8.80E-Cé
102.6 1.47E-06 6.23E-C6
?  INDICATES UNCERTAINTIES IN DATA.
X INDICATES INVALID DR INCOMPLETE DATA.
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SPECIFICATION OF ERRORS IN ESTIMATING

THE MEAN PLUME FROM SIMULATED AIRCRAFT TRAVERSES

OF THE REAL PLUME

P. W. Nickola

Data from real time monitoring of tracer plumes with fixed samplers

are used to develop a prototype predictor relating meteorology and the

number of aircraft traverses through a plume to the expected error in

the estimate of mean plume concentration. An improved data base will

be used in developing an improved predictor.

Use of an aircraft to measure concentra-
tions of pollutant plumes raises the question
of how well the essentially instantaneous
sample tranverses across a real plume can be
translated into estimates of the mean plume.
Nickola and Clark! discussed this problem
and presented examples of the standard error
of measurement of two parameters of interest
(crosswind integrated concentration and
plume centerline concentration) as a func-
tion of the number of crosswind traverses
through the plume. The example measurements

were derived from a field experimental re-
lease of 85Kr tracer. Tracer concentrations
were simultaneously monitored as a function
of time at more than 100 field locations at
distances up to 1600 m from the release
point.

The data base for the Nickola and Clark
note was a single field experiment; the
data was largely reduced by hand. Since
that time a computer program has been de-
veloped to generate plume parameters of



interest, and seven more field experiments
will soon be readied for analysis. Further
consideration has been given to the statis-
tics applicable in the plume sampling pro-
cedure, and to possible simple meteorologi-
cal measurements that might be applicable
to forecasting, at the time of sampling,
the number of aircraft traverses necessary
to achieve a desired confidence in
measurement.

Perhaps the best way to demonstrate the
planned technical approach for the ongoing
work in this area is to use some relatively
crude data already on hand.

Although the case to be examined in the
following three paragraphs deals with varia-
tions in plume crosswind summed concentra-
tion, the same rationale applies to other
plume parameters.

If more than one traverse is made
through a plume, a mean crosswind summed
concentration (cws) and a variance of the
individual traverses about that mean
(S%cws) can be computed. Although the com-
puteg cws is an unbiased estimate of the
Tong period mean crosswind summed concen-
tration (CWS), an estimate is needed of the
precision of cws as an approximation to
CWS. Intuitively and statistically, the
greater the number of traverses (N)
through the plume, the closer cws can be
expected to fall to CWS.

If a series of N traverses through the
plume is repeated a great number of times,
then the computed cws variance (Szgwg) can

be related to the true variance (o ) of
all the plume elements contributing to the
time integrated concentration. This rela-

tionship is estimated by

S2__ =2 /N. (1)
CWS

Since each traverse through a plume can
be expensive in terms of experimental time
and money, one of the important questions
to be answered is how many crosswind plume
traverses are necessary to achieve a given
confidence that a measured TWS is within
specified 1imits of TWS. If o2yq were
known, then the number of traverses, N,
could be selected to bring.S2 within
whatever practical bounds desired. But
o2cus is not known. One is placed in the
paradoxical position of knowing how many
traverses to make to be able to describe
a plume if he already has a complete de-
scription of the plume.
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The purpose of the study is to suggest a
reasonable number of traverses on the basis
of statistical theory and past field experi-
ence. The procedure boils down to estimat-
ing the value of N to employ in Equation (1)
on the basis of values of o2 previously ob-
served under various meteorological condi-
tions. Figures 1 and 2 present the
guidance.

The ordinate in Figure 1 is the standard
error of the mean of a series of samples of
a variable x. The abscissa is the number
of traverses comprising one sample. The
family of curves permits selection of the
curve with the population standard devia-
tion, oy, appropriate for the variable x.
This oy value is derived from field experi-
ence. The family of curves on Figure 1
presents a purely statistical relationship.

Figure 2 gives the value o,/x as a func-
tion of an example empirical relationship;
the ratio of wind speed range to mean wind
speed at the 15 m elevation. In Figure 2,
x is crosswind summed concentration, the
points are current tentative values from
eight experiments and the curve is a least
squares fit to the data points.

Sg/x =0,/ IN X
L FORN= 1
UX/MW X 5.1
2 10
o s
S|, T
8|S
E = U 1.0
& v 0.67| .
5
=2 w ; 044
=
a0l = X 030
r Y 0.20
- z 013
r 0.88
0.01 I 1 L 1 1 1
0 2 2 6 8 0 12 14

NUMBER OF TRAVERSES, N
Neg 753125-5

FIGURE 1. Curves Relating the Normalized

Standard Error of the Mean of Samples of

the Variable x to the Number of Traverses,
N, Comprising One Sample
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FIGURE 2. Normalized True Standard Deviation of Crosswind Summed
Concentration Versus an Empirical Wind Speed Relationship

* For example, if the abscissa speed Current plans are to incorporate the real
range/mean speed ratio for the 15-min period time concentration data from eight field tra-
preceding sampling were 1.0, oy/x = 0.7 cer releases and the accompanying meteoro-

. (Teft ordinate) or "U curve" (right ordinate) logical measurements into a series of em-
is predicted by Figure 2. Reference to the pirical predictive graphs similar to Figure 2.
curve U on Figure 1 reveals, for instance, The empirical predictors will be derived from
that under the existing meteorological con- relatively easily observable parameters such
ditions, six plume traverses would be re- as wind speed, wind speed range, wind direc-
quired to bring the expected standard error tion, wind direction range, and vertical tem-
of cws down to a value of 30% of cws. One perature profiles. The predicted variables
traverse would have left the standard error/ will include crosswind integrated concentra-

. mean relationship at 67%. tion, real plume centerline concentrations

P and mean plume centerline concentration.
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PLANETARY BOUNDARY LAYER AIRCRAFT PROFILE STUDIES

UNDER [MVERSION CONDITIONS

J. G. Droppo

The PNL Cessna 411 aircraft was used in a study of multiple inver-

sion layers within the Planetary Boundary Layer. This was a cooperative

effort with Argonne National Laboratory in the 1976 Sagamon Experiment

over farmland in I1linois. Vertical profiles of ozone, condensation
nuclei, temperature, relative humidity, dew point, and pertinent air
speed and location variables were obtained.

INTRODUCTION

The objective of the Sagamon Experiments
is to provide input data for numerical models
of regional scale pollution from power pro-
duction. This is a cooperative experiment
with Argonne National Laboratory. The PNL
Cessna 411 is used with their ground based
effort including tetroon, radiosonde, and
acoustic soundings. The 1976 field experi-
ments examined several poorly understood
aspects of physical mechanisms related to
inversion formation in the Planetary Bound-
ary Layer (PBL).

EXPERIMENTS

PNL provided an airborne platform for de-
termining pollutant and meteorological pro-
files from near surface (20 m) to the top
of the inversion layer in the Sagamon
Experiments by deploying the Cessna 411
aircraft. Profiles of ozone, condensation
nuclei, temperature, relative humidity, dew
point temperature, height, and station loca-
tions were recorded on digital tape at a

rate of about one complete set every 5 m
vertical height. These data were also visu-
ally monitored during the flights.

The interest in the 1976 Sagamon Experi-
ment was for the development of inversion
layer during evening hours. Six evening runs
of 1 to 4 hr duration were made in conjunc-
tion with the ground based Argonne effort.

In addition, two extra flights were made just
after dawn to characterize the morning pro-
file conditions. Morning conditions were

the topic of the 1975 Sagamon Experiments in
which aircraft transects were not made.

The vertical aircraft profiles were coor-
dinated with the Argonne tetroon and radio-
sonde flights to provide common data points
for comparison of results. The data acqui-
sition technique used was spiraling in a
reasonably tight circle over the site.
Multiple passes were made through inversion
layers when they were detected. The communi-
cation via radio with the Argonne ground
crew was particularly useful in location of
the layering in the Planetary Boundary Layer.
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One set of evening experiments were in con-
junction with an EPA air pollution monitoring
helicopter.

DISCUSSION

Based on preliminary inspection, data
obtained demonstrate several effects of
interest:

® Development of multiple inversion layers,
® Effects of vertical source-sink distribu-

tion on pollutants and their vertical
dispersion rate,

® Strong correlations between pollutant
and meteorological profiles.

® Consistent temporal definition of verti-
cal structure.

The data is currently being processed and
analyzed. The interpretation will be in
conjunction with the concurrent Argonne
data on the same layers.
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DEPOSITION AND RESUSPENSION

Deposition of airborne particles and gases is an important natural air cleaning
mechanism, one that must be considered when evaluating the impact on man and the
environment of toxic materials released from nuclear power plants and fossil fuel systems.
Once such particles are deposited on soil surfaces, wind stress may be sufficient to resuspend
particles of soil and the deposited material. Our principle objectives are to identify the
controlling parameters in deposition and resuspension, and develop theoretical models which
describe these processes. The models will then be justified with laboratory and field
experiments, and sensitivity analyses will be made to determine the relative importance of
the variables. These studies will be vital in environmental impact assessment of many
sources of contamination.

The experimental and theoretical work accomplished in 1976 improved our under-
standing of deposition and resuspension. These studies are contributing much to the under-
standing of deposition and resuspension, yet much remains to be learned about the physical
processes governing these mechanismes.

Deposition velocity data obtained in field experiments for gas and particles (especially
those containing sulfur) are reviewed and summarized. The accuracy of such measurements
was evaluated. We found that deposition velocities are of limited use when measured too
near the source.

wind tunnel data on deposition of particles to coarse gravels improved predictive
correlations for surface mass transfer resistance. Wind erosion data were reviewed for
possible application to contamination resuspension.

Resuspension experiments were directed toward studies of Rocky Flats plutonium
resuspension on large particles, the resuspension of a tracer particle in a controlled field
plot, and the resuspension of fallout isotopes in forest fires. Other investigations included
observations on the depletion of a resuspension source due to weathering. Availability of
particles for release continues for much longer periods than others have reported.

® ATMOSPHERIC BOUNDARY LAYER STUDIES
¢ RADIOISOTOPES AS PARTICLES AND VOLATILES

® PARTICLE RESUSPENSION AND TRANSLOCATION



SUMMARY OF FIELD DATA ON DRY REMOVAL RATES

OF GASES AND PARTICLES FROM THE ATMOSPHERE

J. G. Droppo

This report cites literature values for dry removal rates of various

gases and particles. Included are both radioactive and non-radiocactive
materials; iodine, SO,, 0j, NOX, NO, particles. This summary incorpo-

rates recent PNL SO, and sulfur aerosol results.

INTRODUCTION

Obtaining values for the actual rates of
dry removal of fossil fuel pollutants is a
topic of current concern. These values are
needed to model the fate of pollutants on a
regional scale and in efforts aimed at de-
fining receptor pollutant loading levels.

As part of the Boundary Layer Program,
which considers directly measuring dry dep-
osition of these pollutants, literature
values of dry removal rates have been sum-
marized. These summaries are given here;
they include a variety of substances to
illustrate the variations in removal rates
both between pollutants and for the same
pollutant.

DEPOSITION VELOCITY

The deposition velocity concept is widely
used. This relationship for dry removal
rate of deposition (G) is assumed to be
directly proportional to the ambient air
concentration (x) at a defined height over
the surface (z). The constant of propor-

tionality is the "deposition velocity" (Vd)l.

The equation is:

(1)

with the height traditionally assumed to be
1 m.

The deposition velocity has been a frame-
work for much of the research and most of
the applications in dry deposition and will
be used in this summary.

GASES

Table 1 summarizes dry deposition veloc-
ity data for various gases on different
surfaces. Iodine, SO,, 03, NO, and HF all
have reasonably high deposition velocity
values. The limited data on NO indicate a
much lower value. The high and low relative
deposition rates of NO, and NO are supported
by the intermediate value for NO_ . These
studies of deposition demonstrat® that vari-
ous processes may be 1limiting under differing
conditions and that a range of deposition
velocities result.

The effect of vegetative canopies on dep-
osition is not clearly defined. For example,
increased surface roughness and area are
expected to cause high deposition rates.
Although this is generally true for S0,, the
rougher surface (pine forest) has a lower
deposition velocity than other canopies and
surfaces, suggesting that other factors
limit deposition. The effect of atmospheric
delivery is obvious in the data that include
groupings by atmospheric stability.

Several studies have considered the pene-
tration of materials into canopies. Markee?
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TABLE 1.

Deposition Velocity

Summary of Deposition Velocities for Various Gases

Type of Surface/

Substance (cm/sec) Number of Experiments ( ) Methodology and Reference
Todine{a) Range: 1.1 - 3.7 Grass (7) Field experiments!»®
Mean: 2.1
Iodine Range: 0.3 - 1.3 Clover leaves (4)
Mean: 0.75
Iodine Range: 0.6 - 2.0 Paper leaves (4)
Mean: 1.3
Iodine Range: 0.3 - 0.9 Filter paper (5)
Mean: 0.62
lodine Range: 0.09 - 2.43 Grass (19) Field experiments®s6
Mean: 0.87
lodine Range: 0.6 - 0.7 Carbon (12) 71258
Mean: 6.5
S0, 2.8 Alfalfa canopy in chambers Windspeed: 1.8 to 2.2 m/s,?
S0, Range: 1.0 - 2.06 Grass (14) Surface flux determination for $0,,°
Mean: 1.3
35 Range: 0.5 - 2.6 Grass (3) Radioactivity labeled SO, release used
S0, Mean: 1.3 as tracer in field experiments. !0
35 0.5 Water (1) Radioactivity labeled SO, release used
S0, as tracer in field experiments.!0
S0, Range: 0.27 - 1.5 Grass (5) H
Mean: 0.76
S0, 1.3 Grass (1) Surface flux determination for $0.,1?
S0, 1.8 Short grass Surface flux (radiocactive tracer).!3
S0, (0.84) 1.3 Medium grass
S0, 0.91 Bare calcareous soil
S0, 2.2 Fresh water (pH = 8)
S0, <0.50 Forest pine
S0, 2.4 Lapse Over grass!®
2.6 Neutral
0.5 Stable
1.6 Lapse Snow
0.52 Neutral
0.05 Stable
4.0 Lapse Water
2.2 Neutral
0.16 Stable
NO 0 A11 surfaces Not a field result,!®:1%
NO 0.1 Alfalfa canopy In special chambers,?
NO, 0.5 Alfalfa and oats Derived from data inl7°18
NO, 2.0 Alfalfa canopy Special chamber,?
HF 1.6 Alfalfa Fumigation with constant concentrations,!®
3.1 Field crops Fumigation with constant concentrations
0, Range: 0.7 - 1.7 Several Review of research by several authors.
Mean: 1.13 20921522523524925
0, 0.6 - 1.8 Soil, peat, grass Wind tunnel experiments,!3
0, 1.4 - 6.3 Several NDecay rate experiment in box,!3
03 1.7 Alfalfa canopy Special chambers,?




considered the dry deposition of iodine as
a function of leaf surface area for low can-
opies. He found that deposition increased
with increasing leaf area. The absorption

surface interactions. (Large particles that
deposit by gravitational forces are not con-
sidered here.) Transport in the atmosphere
is a function of the atmospheric turbulence.

At the surfaces the principle processes are
impaction and molecular diffusion. Electri-
cal forces may also be important, depending
on the mobility and charges of the particles
and the electrical field. In addition,
concurrent mass and heat fluxes may influence
the dry deposition rate when molecular
processes are important.

of gaseous air pollutants by alfalfa canopies
and resultant profiles were studied in an
environmental growth chamber3. Hydrogen
fluoride, SO, and NO, profiles suggested
efficient removal by both the upper and
intermediate surface vegetation. Profiles
of NO indicated a much less efficient re-
moval rate. Although not strictly a field
result the deposition velocities derived

from this study are included in Table 1. The wide range of field data values for

dry deposition of various particles is sum-
marized in Table 2. Included are results
from the literature as well as results of
current experiments at PNL.

PARTICLES

Dry deposition of particles depends on
the delivery rate in the atmosphere and on

TABLE 2. Dry Deposition of Various Particles

Deposition Velocity Type of Surface/

Substance {cm/sec) Number of Experiments Methodologv and Reference
Fission Products 0.07 Gummed Paper Surface activity measurements particles
are formed by an electric core?®
137¢s 0.9 Water (5) Field release test measurements2”
0.04 Soil (15)
0.2 Grass (21)
0.2 Sticky paper (117)
LC3Ry 2.3 Water (9)
0.4 Soil (16)
0.6 Grass (20)
0.4 Sticky paper (8)
937r, 95Nb 5.7 Water (6)
2.9 Soil (6)
1.4 Sticky paper (10)
1ulca 0.7 Sticky paper
1277, 129Te 0.7 Sticky paper (8)
Pb 0.13 Dilute HC1 Solution Plastic pluviometer?®

Industrial-derived 0.4 to 0.3
Trace Elements

Deposition plates Field Data,?°

Soil-derived 0.3 to 1.0
Trace Elements

Denosition plates

Zinc Sulfide 0.5 Sagebrush Stable atmospheric conditions3?
(2.5 um diameter)

Particles of 0.2 to 9.2 Desert 31

0.1 um

Natural Particu- 0.8 to 7.6 (7) Great Lakes (water) 32

Tate Material

Fallout 0.2 to 3.4 Fallout Collectors Monthly values3?

Fallout 0.51 and .75 Fallout Collectors Annual Values

Total Sulfur
Aerosol

0.1 to 0.3 Sagebrush (3) Surface flux technique3“




SOURCES OF VARIABILITY

Application of these results requires
input on the source of the variability in

dry deposition velocities. The wide range

of values may have two origins. First,

large variations are expected from situation

to situation as different processes dis-
cussed above become variously limiting.
Secondly, variations can be partially the

result of experimental uncertainties, which
are generally relatively large in dry removal
rate experiments.

In current dry deposition efforts, there
is an attempt to separate these two factors
by estimating experimental accuracy for each
data value obtained. Initial estimates show
that the experimental accuracy of values
varies widely from case to case reflecting
the relative reliance that may be placed on
each case.
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PROOF TEST OF A SYSTEM TO MEASURE THE DRY DEPOSITION

OF SULFUR AEROSOLS IN THE PLUME FROM A

NORTHWEST FOSSIL FUEL POWER PLANT

J. G. Droppo

An instrumentation system designed to provide "in situ" determinations

of sulfur aerosol dry deposition removal rates is tested in six experi-

ments on the Hanford Reservation.

The results indicate that the technique

is workable. Removal rates are obtained corresponding to deposition

velocities on the order of a few tenths of a centimeter per second.

These are consistent with projected wind tunnel-based measurements of

similar sized aerosols.

INTRODUCTION

Evaluation of actual and potential impacts
of use of fossil fuels is the impetus for
current efforts at definition of regional
scale pollutant budgets. Data are needed
on the dry removal rate of sulfur and other
aerosols. This report presents results of
proof tests of a system designed to measure
"in situ" dry deposition of aerosols.

DRY REMOVAL DETERMINATION MODEL

The model uses combined eddy flux-
gradient methodology. Since the basis of
the model has been previously documented,!->
only the elements of method are presented
here.

From micrometeorological and pollutant
measurements in the surface layer the
deposition velocity, V4, for a given pollut-
ant, a, with air concentration Xa is given

by

_faz na
da AZ Xa (1)

where Ky, is the eddy diffusivity for the
pollutant at height z and Ax; is the change
in pollutant concentration over the vertical
distance Az, geometricaily centered at
height z.

EXPERIMENTAL ACCURACY

By referring to Equation (1), the re-
straints on the accuracy may be better
realized. The experimental accuracy of the
deposition velocity depends primarily on the
accuracy of eddy diffusivities and pollutant
profiles. Battelle studies indicate that
either or both of these experimental accu-
racies may 1imit the accuracy of the results!.
Equation (1) clearly shows that the pollutant
profile accuracy depends on the accuracy of
the fractional change in concentration.

The relative accuracy between pollutant
concentration values controls the accuracy
of the deposition velocity rather than the
absolute concentration accuracy.

For materials which deposit at a rela-
tively slow rate, the vertical changes in
concentration will be correspondingly
smaller. Based on anticipated aerosol dry
deposition rates, the experimental definition
of the aerosol concentration profile was
deemed necessary within a +1% profile
accuracy.

The relative accuracy in the aerosol pro-
file is a function of the sampling procedure, 2
the analysis accuracy, and the flow rate
determination.

The design of the sampling procedure re- s
flects the aim of obtaining the best relative



values. Flow rates were great enough

(~2 x 1073 m3/s) to insure isokinetic sam-
pling for particles in the size range of
combustion-derived sulfur particles. In
addition, consistent sampling errors will
often not appear as relative errors if the
sampling procedures are identical. Hence,
identical filter holders, sample lines, air
pumps, calibrated orifices, and flow meters
were used for each of the sample heights.

A technique to maximize the relative
analysis accuracy of concentrations of mate-
rial collected on nucleopore filters was
developed in previous studies!. These tests
indicated that the required 1% was obtained
in the analysis of relative concentrations
on the filters.

The eartier studies indicated the limiting
factor was the accuracy of the flow rate
determination. The emphasis in these proof
tests was to demonstrate that the necessary
profile accuracy could be obtained, primarily
by upgrading the relative flow rate determi-
nations.

PROQF TESTS

Six tests were made near 622R, PNL's
Atmospheric Sciences Laboratory, at Hanford.
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The field system consisted of a 17 m

tower instrumented at three heights with
gill anemometers, thermometers, and nucle-
pore filter sample intake lines.

The ground cover for these tests is a
relatively low dry cover with occasional
sagebrush. The aerosol concentrations were
expected to be near background, particularly
for sulfur.

Table 1 summarizes the conditions during
the six tests. Al1l tests occurred during
winter with unstable atmospheric conditions.
Tests 1 and 3 are under conditions that
most closely met the criteria for applica-
tion of this methodology. Test 2 lasted
longer than the ideal time, and had sev-
eral periods of bad fetch (not shown in
Table 1). Test 4 was for a very low wind.
Test periods 5 and 6 exhibited significant
changes in conditions, making application
of the methodology doubtful.

Although our analysis indicates that the
required level of accuracy was obtained in
each stage of the sulfur aerosol profile
determination, the real proof of the accuracy
is the vertical consistency of the profiles
and the prediction of reasonable and consis-
tent dry removal rates.

TABLE 1. Summary of Tests
TEST DURATION  G(17m) T(17m)

DATE NO.  START TIME (MIN) (mis) (%0 RI
12-5-75 1 1216 109 113 295 -LI5
12-12-75 2 0857 23 350 229 -0.425
12-17-75 3 0915 269 128 -0.03  -0.3¢4
12-18-75 4 1046 59 072 1.8 632
12-18-75 5 1155 60 203 026  -0.291
12-18-75 6 1307 60 117 L2 -1.033
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Figures 1-4 contain semi-log plots of
the wind speed, temperature, and pollutant
concentration profiles for the first four
tests. Since the profile accuracy is not
known, the error bars are plotted to indi-
cate =1% concentration profile relative
accuracy for inspection of the vertical
consistency of the profiles. The middle
temperature aspiration system was faulty
and this data point is not included. The
profile expected for the wind speed and
(by the analogy processes } the pollutant
profiles of transport are a very near linear
fit of the data points to an exponential
profile. A slight concavity downward is
anticipated to reflect the effect of the
unstable conditions during these tests.

Tests 1 and 3 show the best fit and
consistency between wind speed and pollutant
concentrations. The requirement for 1%
concentration profiles appears to be met
by these tests. These produce deposition
velocity values of 0.10 and 0.27 cm/s
respectively based on a momentum eddy dif-
fusivity analogy.
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Profiles for Test 1, December 5, 1975

Tests 2 and 4, although not meeting the 4
criteria for application of the methodology,
are interesting tests. Test 2 contains bad
fetch periods which include the influences
of nearby buildings and parking lots. The
similar deviation of wind speed and concen-
tration values from an exponential profile
reflects the inter-relationship of profiles.
Test 4 was made during very Tow winds. The
Gill anemometer data can be in serious error
under such conditions. The aerosol concen-
tration profile was very near vertical--
well within a 1% fit. A real zero vertical
change indicates zero flux. Using the
profile accuracy value of +1% alone with
the computed momentum eddy diffusivity a
range of about +.05 cm/s is obtained for
test 4. Inclusion of the error in the eddy
diffusivity can easily increase this range
by a factor of 2 or 3. Hence, the occurence of
a "zero" profile does not necessarily indicate
an insignificant flux rate.

The two tests (1 and 3) that best met the .
criteria for application of the methodology
are also the two tests that indicate the
methodology works. The excellent fit of the
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sulfur aerosol concentration profiles in
Figures 1 and 3 and the reasonable dry
deposition velocities computed for these
cases are very encouraging.

RESISTANCE VALUES

Table 2 contains preliminary results for
tests 1 and 3 in terms of the resistance
values as discussed in previous reports3.

Rt is the inverse of the deposition velocity,
Ra is the atmospheric resistance (computed

as equal to the momentum resistance), and

Rg is the effective surface resistance
computed as the difference between the total
and surface resistances. The last cotumn

is the mean wind speed at 17 m.

As far as we are aware, these preliminary
data provide the first values that directly
assess sulfur containing particle removal
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rates in the field within reasonable accuracy.

The range of values is encouraging. These
are positive results in the first stages of
this developing methodology.
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TABLE 2. Summary of Results for Dry
Deposition of Sulfur Aerosols

Vd RT Ra RS a(17m)

Test {(em/s) (s/em) (s/cm) (s/cm) (m/s)
1 0.10 10.0 2.3 7.7 1.13
3.7 0.44 3.3 1.28

3 0.27

ADDITIONAL PROFILES

Based on the above encouraging results,
additional aerosol profile field data have
been obtained and are presently under analy-
sis for sulfur and additional species.

These include six sets of profiles over a

corn canopy in I11inois during a cooperative
effort with Argonne National Laboratory

during July 1977 and several sets of addi-
tional profiles this fall from the prototype
system being tested at Hanford for experiments
in the plumes from fossil fuel plants.



FUTURE PLANS

The prototype system at Hanford being
used for two purposes. First, systems are
being tested for studies in the plume from
fossil fuel facilities. Second, a data
base for dry removal of pollutants as a
function of a range of ambient conditions
at near background concentrations is being
compiled.

An open question with the current pollut-
ant profile method is the applicabilities
of momentum and heat eddy diffusivities to
pollutant fluxes. Studies are underway to
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determine pollutant eddy diffusivities
directly by simultaneous eddy flux and
profile determinations.

A series of experiments are planned to
attempt to determine the flux of particles
in discrete size ranges directly by eddy
flux compulation based on laser measurements.
This is a cooperative effort with G. Sehmel.

A field study is planned for early spring
downwind of a coal-fired fossil fuel plant
at Centralia, Washington. The dry deposition
of gases (S0,, 05, NO,, NO) and additional
aerosol species will ée studied.
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LIMITATIONS ON THE DETERMINATION

OF DEPOSITION VELOCITIES

J. C. Doran

The constant flux condition necessary for the proper measurement of

deposition velocities, Vg> may not be realized close to localized sources.

Measurements in this area may lead to erroneous values of Vq» @S is

evident from an examination of solutions to a simple advection-diffusion

mode]l.

The proper specification of boundary
conditions is important in modeling the
transport and diffusion of a depositing
substance. While mechanisms of removal at
the surface are varied and complex, their
effect may often be described in terms of a
deposition velocity vq,! where

vd(z) = F/C (1)

Here, F is the vertical flux of the pollut-
ant at some height, z, and C is the
concentration of the pollutant at that same
height. At small distances above the sur-
face, vq depends upon the properties of the
viscous sublayer and does not change rapidly
with height, although it may also depend
strongly on factors such as moisture, parti-
cle size, surface composition, etc. At some-
what larger distances, e.g., 810 cm, the
deposition velocity is affected by the tur-
bulent eddy structure of the atmosphere which
is, in turn, a function of height. If vq(zL)
is some known "intrinsic" value which is
approached as z > a|, then v4(z) may also

be calculated as a %unction of height.?

In this approach, the assumption is made
that the flux is constant over the vertical
region of interest. While vq may always be
defined as in Equation (1), the quantity so
derived can not be uniquely related to vq(z|)
unless this criterion is met. The following
discussion shows that the required condition
may not be trivially satisfied, and that
the results of certain experiments designed
to measure vq must be regarded with caution.

A two-dimensional diffusion equation of
the form

aC € _ 5 3C
3t tu(z) 5= [K(Z) 2 5] (2)

was assumed, where C is the concentration
per unit area, u is the velocity in the
x-direction, S is a continuously emitting
line source, and diffusion along the down-
wind direction has been neglected. While
the use of a gradient description of the
diffusion process is associated with a
number of difficulties in principle,3 in
practice it has been shown capable of
yielding surprisingly satisfactory results
by Lamb, et al.* Their K(z) profile for a
sTightly unstable case was adopted, and
joined to that described by Businger,

et al.> below approximately 10 m.

(The latter profile was adjusted slightly
to produce a smoother match where they
joined.)

Equation (2) was solved numerically using
a modified approach of Runca and Sardeit, A
logarithmically varying grid spacing was
used for approximately the first 60 m above

the ground, with constant intervals thereafter.

The smallest increment was %0.02 m. An
inversion 1id was assumed near 500 m.

Solutions were obtained for two separate
velocity profiles, one in which u(z) was
uniform with height, and another in which
u{z) was a fourth order polynomial in z



between 13 and 150 meters,* constant above
150 m and matched to the velocity profile
from Monin and Yaglom’ below 13 m. This
second case was approximated in the numeri-
cal solution by a step function with 7
discrete values.®

The lower boundary condition for dif-
fusion was given by

c(0) + ¢z,
IR R A

K(z]) C(z]) - C(0)
2 z4

(3)

where z7 80.02 m, and z| = z7/2.
Equation (3) is the finite difference approx-
imation to

Vy(z)) Clz)) = (4)

when K(z=0) = 0.
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After completion of the desired number of
advection and difstion steps, the deposition

velocity at the jt vertical grid point was
determined from

K(z.)
] (5)
C(zj)

Figure 1 shows the variation of v4(z =
1 m) with time after release of the pol
lTutant for the uniform wind profile, with
vd{zL) = 0.01 m/s and a release height of
10 m. At t »> =, vq{z) approaches an
asymptotic value o? 0.007 m/s, which agrees
well with that calculated by Sehmel and
Horst,? but at smaller times the departures
from this result can be significant. If an
equilibrium time tgs is defined by the time
required for vq(z) to reach 95% of its
asymptotic value, then tgs may be plotted as
a function of v4(z_); the results are shown
in Figure 2 for zpes = 1 and 10 m. Clearly
a finite time is required to establish a
constant flux condition, and this time
increases with increasing height over which

lzg) = o) )
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the flux is presumed constant. Measurements
before this time, or measurements made too
close to the source, may introduce errors.

For the wind profile which is variable in
the vertical, v4{z) may be plotted as a
function of downwind distance, after suffi-
cient time has elapsed for steady state
conditions to be established. This has been
done in Figure 3, which shows that vq(z = 1 m)
only reaches 95% of its asymptotic value at
14 km downwind from the release point.

It is important to distinguish between
experimental measurements and numerical or
theoretical modeling in assessing the impli-
cations of these results. In the latter case,

the concept of deposition velocity is still
valid, orovided that it is applied at suf-
ficiently small distances from the surface.
This is true regardless of whether a constant
flux layer has been established up to some
arhitrary reference height. In the former
case, however, care must be exercised in the
interpretation of resuits. A gradient method
of determining vgq could give erroneous
results if the source of the measured pollut-
ant is too close to the measuring apparatus.
Similarly, a v4(z) obtained from direct flux
measurements might not be readily extrapolated
to z = z, unless some assurances can be
provided that the deposition flux is indeed
constant through some layer.



1.

. G. A. Sehmel and T. W. Horst.
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REDUCTION IN ANNUAL AVERAGE AIR CONCENTRATIONS

DUE TO THE DEPQSITION-RESUSPENSION PROCESS

T. W. Horst

Simulation of the diffusion-deposition-resuspension process with a

numerical model has shown that the net effect of the deposition-

resuspension sequence is a reduction in the annual average surface

air concentration.

This is because deposition occurs predominantly

during periods of Tow atmospheric dispersion and high air concentrations

and the subsequent resuspension occurs during periods of high wind

and consequent high dispersion.

The estimation of the impact of pluto-
nium and other actinides in the environment
is complicated by their very long radioac-
tive half-lives. Since these materials are
continually available for uptake by man, an
assessment of the resulting airborne contam-
ination must consider not only their atmos-
pheric diffusion and deposition, but also
their possible subsequent resuspension and
continued atmospheric dispersal.

Calculation of the exposure due to resus-
pension is a complicated procedure due to
the horizontal distribution of the deposited
contamination. Further, the resuspension
rates which determine the effective source
strength are known very poorly. Hence, it
is desirable to somehow relate the exposure
caused by resuspension to the exposure
caused by the original depositing plume,
because the latter can be characterized with
more ease and confidence.

Horst!22 has compared the surface air
concentrations of the resuspended plume C,
to those of the original depositing plume
Cq. Assuming a steady state situation
during constant atmospheric conditions (i.e.,
wind speed, wind direction and atmospheric
stability) and also assuming that all depos-
ited material is available for resuspension,
it is readily apparent! that the total air
concentration Cq + Cy is equal to C,, that
which would be calculated with neitﬂer
deposition nor resuspension. The surface
contamination due to deposition increases
until the resuspension flux exactly balances
the deposition flux. At this time steady-

state is achieved and Cq + Cy = C, because
the net vertical flux at the surface is zero.

Horst? has also calculated the annual
average value of Cq, Cp and C, subject to the
climatological distribution 0? wind speed,
wind direction and atmospheric stability for
a typical year of data from the Hanford
Meteorological Tower. The results may be
seen in Figure 1, which again includes the
assumption that all deposited material is
available for resuspension. By comparing the
resuspended air concentration Cy with the
reduction due to deposition, Cq - Cq, it may
be seen that surprisingly, Cq + Cp < Cp:
the net effect of the deposition-resuspension
process is a reduction in the annual average
surface air concentration. Thus a conserva-
tive estimate of the total air concentration
may be made by ignoring deposition and
resuspension altogether.

Research during the past year has led to
an understanding of the reason for this
unexpected result. Calculations of C4, Cp
and Cq, have been made for a variety of cases
with a single wind speed and atmospheric
stability and with a uniform wind rose, i.e.,
the wind is equally likely to blow from any
direction. Within the accuracy of the com-
putations the result is identical to that
for a single wind direction, Cq + C,. = Cy:
the resuspension balances the loss due to
deposition. The reduction in the annual
average surface air concentration which
follows from the deposition-resuspension
sequence, then, is due primarily to the mix
of wind speeds and atmospheric stabilities
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found in a climatological average and is not
a consequence of the varying wind direction.

The annual average value of C4 is found
as the sum of the air concentrations for
each combination of atmospheric stability,
wind speed and direction with each contri-
bution weighted by its probability of
occurrence. For most climatologies this
sum will be dominated by the contributions
during stable atmospheric conditions because
of the associated high air concentrations,
as shown in Figure 2. These high air con-
centrations are due to the minimal turbulent
mixing during stable conditions and also
due to the low wind speeds which are a
prereguisite for stable conditions. Corre-
spondingly, the reduction of the annual
average surface air concentration due to
deposition, Cy - Cq, is also dominated by
the large contribution during stable
conditions.
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Resuspension, on the other hand, occurs
predominantly during periods of high winds
which produce neutral atmospheric stability.
Consequently the contaminant, which has
been deposited predominantly during a time
of high surface air concentration, is resus-
pended during a time when the dispersive
capability of the atmosphere is considerably
greater. If instead the resuspension is
independent of wind speed, the contaminant
is resuspended during a climatological mix
of stabilities, which on the average also
produces lower air concentrations than those
during which the bulk of the deposition
occurred. Only if the material deposited
during each combination of wind speed and ¢
stability were resuspended during identical
atmospheric conditions would the increase
in surface air concentration due to resus-
pension C. make up for the decrease due to M
deposition C, - C4.
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IMPROVED PARTICLE DEPOSITION MODEL

G. A. Sehmel and W. H. Hodgson

Recent experimental deposition velocities from wind tunnel experi-

ments were incorporated with previously used data to improve surface

mass transfer resistance correlations.
velocities measured for 3.8 to 5.1 cm gravel.
correlations show deviations from previous models.

The new data were all deposition
Prediction from the
Predicted minimum

deposition velocities for rough surfaces are less than predicted from

previous models.

INTRODUCTION

Particle deposition velocities are a
function of many variables including surface,
particle, and meteorological parameters.
Limited deposition velocity measurements in
the field have never been correlated into
any predictive model. Possibly no field-
based predictive model exists because experi-
mental conditions in the field cannot be
controlled. Indeed, even deposition veloc-
ity measured in wind tunnels have been some-
what difficult to correlatel™"*. However,
deposition velocities measured in controlléd
experiments in wind tunnels do show the
greatest promise for developing predictive
mass transfer or deposition velocity
correlations.

In this on-going study, particle deposition
velocities have been determined in wind
tunnel experiments for the range of variables
shown in Table 1. In these experiments, the
deposition velocity, K,, is defined as the
deposition flux divided by the air concen-
tration 1 cm above the deposition surface.

Thus, K; is an index of the surface mass
transfer resistance. A1l deposition data
with the exception of the gravel data were
incorporated into prediction models earlier!.

The present objective was to incorporate
the deposition velocity data acquired in
1975-76 for 3.8 to 5.1 cm "diameter" gravel
into predictive correlations! for surface
mass transfer resistance. This gravel had
the Targest aerodynamic surface roughness of
any surface extensively studied to date.
Dimensionless correlations including these
more recent data should more adequately pre-
dict deposition velocities for even more
complex deposition surfaces.

The form of the predictive equations will
be the usual steady state approximation of
the atmospheric deposition boundary condi-
tions. However, once atmospheric transport
equations start to approximate nonequilibrium
conditions, the predictive correlations are
developed to still describe surface mass
transfer resistance immediately adjacent to
the deposition surface.



TABLE 1. Experimental Range of Variables Used in
Developing Integral Resistance Correlation

Range of Variables Used in Developing

INT Correlation

Deposition Surface Particle Friction Roughness
Dimensions, Diameter, Velocity, Ux., Height, Zo
Type cm cm/sec cm
B .
rass shim "smooth" 0.03 to 28 11 to 73 0.004
stock
Artificial .
0.7 heignt 0.03 28 19 to 144 0.12 to 0.40
grass
0.5 to 1.6 :
G 1 .
rave "diameter " 0.03 26 22 to 133 0.13 to 0.18
Wave Height
W
ater to 2.5 cm 0.03 29 11 to 122 0.001 to 0.002
3.8 to 5.1
G 1 .
rave "diameter" 0.03 28 15 to 107 0.3 to 0.6

MODEL

Relating measured deposition velocities
to surface mass transfer resistance requires
equations relating the different variables.
The particle deposition velocity in terms
of an airborne concentration at any height
(rather than 1 cm) is described by the
equation,

.
202 (/0 (1)
This equation indicates the lower limit of
deposition velocities to be the gravity
settling velocity. However, as the terminal
settling velocity decreases, mass transfer
is assisted by Brownian and eddy diffusion.
Ultimately as particle diameter approaches
molecular size, mass transfer is controlled
by Brownian diffusion. The term « is a
model-derived expression containing a
grouping of mass transfer resistance:

o = exp(-vt Int/u,), ) (2)

Int is an integral mass transfer resistance
term. Qbviously, Int is related to a simple
electrical analog resistance R by,

1- exp(:—: Int)
Vi ' (3)

Two dimensionless modeling approaches
were used to correlate Int calculated from
Equation (3) and measured deposition
velocities K1. One of these is identified
as the model A correlation,?:3 the other, as
the model B correlation.! 1In both cases,

R:l:
K

correlations were developed for constant
particle density of 1.5 g/cm3, air viscosity
of 1.78 x 10°* g/(cm-secg, and air density

of 1.2 x 1073 g/cm3. Both correlations were
recalculated to include the range of variables
shown in Table 1, which includes the more
recent gravel data.

The model A(1976) correlation is:

= d
IntA-]976 = -exp {- 28.625 + 6.198 1n E;

NlQ

0

- 0.04691 |1In
t

2 Uy
+1.1823 1n v

2
Uy, D
+ 0.03170 |In — - 2.707 1n
Vt U*Z0

2
- 4.446 1n PpUd
]8uZo

(4)

Each term is dimensionless. Similarly, the
1976 model B correlation is

Intg 17 = exp |- 208.153

+

In Sc[17.41 - 0.41195 1n Sc

0.03327‘1n(§—)]
[o}

+

n (- 13.065 - 0.3126 1n <

d D
0.3383 1n(E;) - 0.3717 1n(zou*)]] (5)

+




In both correlations all terms are statis-
tically significant at the 99% level and the
multiple correlation coefficients are 0.92.
There appears to be no statistically signi-
ficant difference between fitting the data
with either Equation (4) or (5).

PREDICTED DEPOSITION VELOCITIES

Deposition velocities were predicted
using the mass transfer resistances from
both correlations combined with the meteor-
ological mass transfer resistances from 1 c¢m
to 1 m heights. These deposition velocities,
K1-M, are referenced to the airborne con-
centration 1 m above the surface. Deposition
velocities were predicted as a function of
particle diameter, friction velocity, surface
roughness, and particle density. Particle
density changes affect v, but Int in
equations (2) through (55 js assumed inde-
pendent of particle density (i.e., use
1.5 g/cm3).

Predicted K1.M from the two models are
shown in Figures 1, 2, 3, and 4 for a
friction velocity of 30 cm/sec, aerodynamic
roughness heights from 0.001 to 10 cm, and
particle densities of 1, 4, and 11.5 g/cm3.
Predictions in Figure 1 and 2 are from
model A (1974) and model B (1975), whereas
predictions from the 1976 version of the two
models are shown in Figures 3 and 4. For
all predictions, deposition velocities are
greater than the terminal settling veloc-
ity v¢. The main differences between
predictions are values of the minimum depo-
sition velocities for each roughness height.

Minimum deposition velocities are less
sensitive to surface roughness for model A
in the 1976 version. Model A(1976) predic-
tions compared to model A(1974) predictions
indicate: (1) comparable values for a Zo
of 0.1 cm, (2) lower values for zy of 3 and
10 cm, and (3) higher values for a zq of
0.001 cm. In contrast, model B(1976) pre-
dictions show a nearly uniform decrease in
the minimum deposition velocity.

When comparing models, model A(1976) and
model B(1976) predict nearly the same depo-
sition velocities for a surface roughness
of 0.1 cm. Model predictions show greater
deviations for other surface roughness.

CONCLUSTIONS

Correlations to predict surface resistance
for particle deposition velocities were
previously developed using Teast squares
techniques and dimensional analysis. The
data base for the correlations was expanded
by including our deposition velocity data
for 3.8 to 5.1 diameter crushed gravel.
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This surface had the largest aerodynamic
surface roughness studied to date in con-
trolled wind tunnel experiments. Since the
data base was significantly increased, cor-
relations were developed to include the
recent data.

Attempts to include additional relationships
between nondimensional model terms indicated
the published models (A and B) included all
statistically significant terms. Only the
correlation constants were changed by
including the crushed gravel data.

Deposition velocity predictions show
closer agreement between model A(1976) and
model B(1976) than agreement between the
original models, A(1974) and B(1975), However,
both models (1976) are equally valid from a
statistical sense. Future model improvements
may be based upon physical rather than dimen-
sional analyses.

NOMENCLATURE

a = particle radius, cm

d = particle diameter, cm

D = Brownian diffusion coefficient cm?/sec,
see Eq. 6

Int = Integral mass transfer resistance
next to surface, dimensionless

k = Boltzmann's constant, 1.32 x 10716
erg/(molecule °K)

p = pressure, cm of mercury, (76.0 cm used)

Sc¢ = Schmidt number, v/D

T = temperature, °K,(296°K used)

u, = friction velocity, cm/sec

vy = monodispersed particle gravity settling
velocity, cm/sec

z, = aerodynamic surface roughness, cm

u = air viscosity, g/(cm-sec),[1.78x10-%
g/(cm-sec) used]

v = kinematic viscosity, u/p

p = air density, g/cm3,(1.2x10-3g/cm3 used)

p_ = particle density, g/cm3® (1.5 g/cm3 used)

p 2 2
p d< u,
t+ = dimensionless relaxation time, T80 o
u v
where Brownian diffusivity was calculated®
from
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_ kT 107"
D = 6mua {] * pa
[6.32 +2.01 exp ( - 2190pa)]} (6)
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AIRBORNE PLUTONIUM TRANSPORT OF NONRESPIRABLE PARTICLES
G. A. Sehmel
Airborne nonrespirable particles were collected with rotating cowl
systems near U-Pond on the Hanford Reservation, and east of the Rocky
Flats, Colorado, plant. Both 238Puy and 23%u were transported on non-
respirable particles. Airborne fluxes for 238Py ranged from 108 to
1075 uCi/m2/day and 23%Pu fluxes ranged from 108 to 107" uCi/m2/day.
These are the first reported values for airborne plutonium fluxes on
nonrespirable particles. Airborne plutonium concentrations ranged from
about 1072 up to 107% uCi/g of airborne nonrespirable solids. The air-
borne solids at Rocky Flats were sized into 12 increments from 10 to
230 um. Plutonium was found on all size increments.
INTRODUCTION inated with plutonium. In most previous

Wind will
to host soil

resuspension research reported by other )
workers as well as in air monitoring activ-

resuspend plutonium attached T C
ities, airborne concentrations of particles

particles from surfaces contam-



have been measured without regard for
particle sizes present. However, only res-
pirable or near-respirable size particles
are frequently measured since the usual air
sampling techniques do not collect larger,
nonrespirable particles.

In this research, airborne particles
were separated in the sampling process into
two main fractions. One of these contained
particles collected by gravity settling in
the inlet section of the sampler. The
second fraction contained those particles
passing through the inlet section and col-
lecting on the stages of a high volume
cascade impactor.

The smallest particles collected in the
inlet section were about 10 um in diameter;
the fraction collected in the inlet section
is termed "nonrespirable." This fraction
was assayed for 238Py and 239y, In some
cases, particles in this fraction were
further separated into smaller size fraction
and these fractions also assayed for 238Py
and 239py,

—h

SYSTEM
SUPPORT
ARM

@, CASCADE IMPACTOR

SAMPLER DESCRIPTION

Nonrespirable airborne particles were
collected using the rotating cowl system
shown in Figure 1. This device collected
nonrespirable particles by gravity settling
within the cowl body. Since the cowl was
always directed into the wind by the wind
vane, a reasonably accurate sample of air-
borne nonrespirable particles was obtained.
There was no particle sampling directional
error. The following flux calculations
assume that nonrespirable particles are so
large that they continue in a straight tra-
Jjectory while approaching the inlet, and
their motion is not influenced by the presence
of the cowl. From the cross sectional area
of the cowl inlet, total sampling time, and
the total plutonium collected within the
cowl, the airborne plutonium flux can be
calculated for nonrespirable particles.

If the total weight of particles collected
is determined, the plutonium per gram of
airborne soil can be calculated.
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SITES INVESTIGATED

Plutonium associated with airborne non-
respirable particles was collected at Rocky
Flats, Colorado, and on the Hanford Reserva-
tion. At Rocky Flats, airborne samples had
been collected in July 1973 and analyzed!
for respirable particles; however, the orig-
inal experiment did not analyze nonrespirable
particles for plutonium.

Samples were obtained at three Rocky Flats
sites. Site A was along the eastern security
fence, site B was along the cattle fence,
and site AB was between sites A and B. At
these sites, nonrespirable particles were
collected at several heights. In the orig-
inal experiment, some of the samples had
been separated into different size fractions
while other samples were not so separated
because of the small quantities of particles
collected. Those samples retained from the
original experiment were analyzed for 238py
and 239y,

The Hanford site was near U-pond within
200-West area of the Hanford Reservation.
Airborne nonrespirable particles were col-
Tected west of U-pond as well as east of
U-pond from February to November, 1975. The
distance between sampling sites was 480 m.
Prevailing winds were from west to east.

A1l samples were analyzed for plutonium by
a procedure which involved total dissolution,
radiochemical separatio?, electroplating,
counting using a Frisch a) grid and pulse
height analysis.

ATRBORNE PLUTONIUM FLUXES

Nonrespirable airborne plutonium fluxes
were calculated for both 238py and 239y.
The Rocky Flats data are shown in Figures 2
and 3. In Figure 2, horizontal airborne
nonrespirable 23%u fluxes are shown as a
function of distance from site A. Airborne
nonrespirable fluxes were greatest near the
original oil storage area (source of contami-
nated leakage) and near ground level. Fluxes
ranged from 10”7 up to 1073 uCi/m2/day. In
contrast, fluxes of 238Pu ranged from 1078
to 105 uCi/m?/day, as is shown in Figure 3.

Nonrespirable airborne plutonium fluxes
around U-pond on the Hanford Reservation are
shown in Figure 4. The 238y flux was less
than the 23%y flux. This decrease is simi-
lar to the Rocky Flats data. However, the

(a)

LFE Environmental Laboratories,
Richmond, California
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U-pond data show the nonrespirable plutonium
flux extends at least up to 30 m above
ground Tevel. Also, there was a greater
airborne plutonium flux east of U-pond than
west of U-pond. This is to be expected
since prevailing winds are from the west.

At U-pond, the airborne 238Py flux ranged
from 1078 to 1077 uCi/m?/day, which is within
the midrange of 10”9 to about 107° uCi/m2/day
measured at Rocky Flats. Similarly, the _
239y flux at U-pond ranged from about 1076
to 1075 uCi/m2/day, which is within the 1077
to 1073 uCi/m2/day measured at Rocky Flats.
The bracketing of the airborne nonrespirable
particle flux near U-pond and at Rocky Flats
even within two to three orders of magnitude
is considered entirely coincidental since
surface sources and other factors are peculiar
to each site.

PLUTONIUM CONCENTRATION PER GRAM OF AIRBORNE
SOIL

Nonrespirable soils collected at 0.3 m
above ground level at Rocky Flats were
sized into 12 size increments. Each size
increment was analyzed for 238Py and 23°pu.
Plutonium concentrations were normalized
(uCi/g) to the grams of soil collected within
each size increment. Results are shown in
Figure 5 for 238py as a function of particle
size at sites A and AB. Plutonium-238 was
associated with all particle sizes. The
maximum concentration was about 1075 uCi/g
for particle sizes between 10 and 20 um. For
particle diameters up to 230 um, concentrations
tended to decrease with increasing particle
diameter. Concentrations at Site A were
greater than at site AB. This was expected
since site A was closer to the original oil
storage area at which leakage of plutonium
occurred.

Similarly, airborne 23%Pu concentrations
are shown in Figure 6 for nonrespirable as
well as respirable particle diameters. The
data for respirable eartic]es have been
reported previously.1>2 Plutonium-239 con-
centrations were larger at site A than at
site AB. Concentrations were again found on
all particle sizes analyzed. _Plutonium-239
concentrations ranged from 10 8 to about
1074 uCi/g.

Plutonium concentrations on nonrespirable
particles collected near U-pond were analyzed
for total plutonium within each collected
sample rather than as a function of sample
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particle size increments. Normalized results
are shown in Figure 7. Concentrations of
238py ranged from about 1072 to 1077 wCi/g.
These results are in the same range reported
in Figure 5 for 238Pu at Rocky Flats. Simi-
larly 23%Pu concentrations ranged from about
1077 to 1075 uCi/g. Again, 23°Pu concen-
trations are in the same range reported in
Figure 6 for Rocky Flats. The comparable
magnitude of the fluxes is entirely
coincidental.

CONCLUSIONS

Wind stresses can resuspend plutonium
from contaminated surfaces. Resuspended
plutonium is attached to nonrespirable as

well as respirable particles. Hence, large
soil particles may contribute significantly
to downwind concentrations of plutonium and
represent one mechanism for transporting
plutonium to surrounding land.

The data reported are the first results
to quantify the range of nonrespirable air-
borne_g]utonium fluxes. A spread from 1079
to 1073 uCi/m?/day brackets the range of
fluxes at Rocky Flats and U-pond. It is
coincidental that the fluxes are even this
similar. Ground contamination on nonrespir-
able particles at both sites is poorly
defined,? hence, the data can at present not
be analyzed to reflect resuspension rates
or a resuspension factor.
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WIND-CAUSED PARTICLE RESUSPENSION RATES

G. A. Sehmel and F. D. Lloyd

Wind-caused tracer resuspension rates were measured experimentally

and calculated.
for respirable particles.

cles were on the order of 10711 fraction resuspended/sec.

They ranged from 1071! to 1077 fraction resuspended/sec
Resuspension rates for nonrespirable parti-

Respirable

particles resuspension rates increased as the 4.8th power of wind speed.
Resuspension rates were independent of weathering time.

INTRODUCTION

Radioactive particles deposited on sur-
faces can be resuspended by wind and mechan-
ical activity. These resuspended particles
are transported downwind and, in sufficient
concentration, could become a potential
radiological hazard to man. Resuspension
mechanisms are poorly understood and, con-
sequently, resuspension rates and potential
airborne inhalation hazards cannot be ade-
quately predicted. The need for such
predictions is not new: resuspension has
long been known to occur where radioactive
materials are released to the environment.

Resuspension release rates are needed
for source terms in calculating total down-
wind diffusion and transport of resuspended
particles. Only recently in this research
have particle resuspension rates been directly
measured. Experimental values of wind-caused
resuspension rates of tracer particles from
environmental surfaces have been determined
from mass balance techniques.1-8

Some data were initially obtained using
8 um aerodynamic eguivalent diameter (AED)
ZnS particles and average wind speeds from
1 to 5 m/sec. Average resuspension rates
for ZnS particles were measured for resus-
pension from an asphalt surface? and a
cheat grass surface.’ For average wind
speeds of 1 to 4 m/sec, wind resuspension
rates from an asphalt surface ranged from
5x 107% to 6 x 1078 fraction resuspended/
sec. For average wind speeds of 1 to 5 m/sec,
wind resuspension rates from a cheat grass
surface ranged from 1 x 1072 to 1078
resuspended/sec.

EXPERIMENTAL

Wind-caused resuspension was measured for .
submicrometer CaMo0O, tracer particles deposited
in a 1ightly vegetated area on the Hanford
Reservation. The tracer particles were
deposited in the area of a 23-m radius around
the air sampling tower shown in Figure 1.
Resuspended particles were measured at the
tower as a function of wind speed increments
for respirable particle diameters and for
nonrespirable particles at all wind speeds.
Respirable particles were collected within
particle cascade impactors while nonrespirable
particles were collected by impaction and
gravity settling within rotating cowls.®
"Respirable" particles as used in this report
consist largely of particles 10 um and smaller,
although some larger particles will be col-
lected on the first impactor stage, which
has an effective 50% aerodynamic equivalent
diameter cut-off of 7.7 um.

RESULTS

Wind-caused resuspension rates for respir-
able particles are shown in Figure 2 as a
function of wind speed. As wind speed
increased, resuspension rates increased from
about 10711 to 1077 fraction resuspended/sec.
Different functional dependencies of resus-
pension rates on wind speed can be obtained
from these data, depending upon which set
of wind speed increments are used. During
January to February the air was sampled
during three rather large wind speed increments,
while in subsequent experiments wind speed
increments activating selected samplers were
smaller. The least squares straight lines .
shown in Figure 3 were calculated for all



75

to soil particles and subsequently "migrate"
into the ground surface by rain or other
weathering processes. The Tesser availability
of particles lowers resuspension rates.

The constancy of wind~caused resuspension
rates with time over about 9 months is a
significant deviation from the limited
literature for radioactive particle resus-
pension. Radioactive particle resuspension
literature indicates that airborne fission
products from nuclear weapons testing
decreases with a weathering half-1ife of
35 days.? In contrast, if there is a weath-
ering half-life for the controlled tracer
experiments described above, the weathering
half-T1ife must be on the order of years.
Some differences in weathering reported by
others might be explained by how air samples
were caollected. In early work, air concen-
trations were measured without regard for
wind speed or diameter. However, in these
tracer experiments ajr concentrations and
hence resuspension rates were measured as
a function of wind speed increments and
particle diameters. In establishing a
weathering half-time it would be mandatory
to make airborne concentration measurements
under nearly identical wind conditions.
Obviously, factors other than wind speed
also influence weathering, which yet is
poorly understood.

Average wind-caused tracer resuspension
rates are reported for both respirable and
nonrespirable particles in Figure 3. In
. . . these cases, "respirable” refers to all
FIGURE 1. Wind-Tracer Resuspension Site particles collected within cascade impactors
on the Hanford Reservation while "nonrespirable" refers to particles
collected by gravity settling in the inlet
cowl assembly upstream of the cascade impactor.
Nonrespirable particle resuspension rates
were nearly independent of time and were -

Neg. 743881-1

data points (both Targer and smaller wind on the order of 10711 fraction resuspended/
increments). In these cases, resuspension sec. Resuspension rates for respirable _
rates incressed with the 1.0 to 4.8 power particles ranged from about 107!l to 4 x 1078
of wind speed. However, when only data fraction resuspended/sec. These resuspension
taken for the smaller wind speed increments rates did not decrease with time. For the
are used, wind-caused resuspension rates first two sampling periods, resuspension was
increased with wind speed to the 4.8 power measured for all wind speeds. In succeeding
for 7, 3.3, 2.0 and 1.7 um/dia particles as experiments, resuspension rates were measured
well as for the smaller particles collected only for wind speeds above 1 and above 4 m/sec.
on the cascade impactor backup filter. The upper or solid 1ine portion of the
respirable particle curve corresponds to

For comparable wind speed increments, resuspension rates calculated only for the
tracer resuspension rates were nearly inde- periods when wind speed fell within prescribed
pendent of the time the tracer was on the limits. These periods corresponded, in one
ground surface. It is often assumed in case, to three wind speeds between 1.3 and
theoretical modeling that particles become 20 m/sec, and in the other case, 4.5 to
Tess available for resuspension with time. 9.4 m/sec. The lower 1imit of the respirable
The assumption in these models is that particle curve corresponds to resuspension

pollutant particles become fixed or attached rates calculated by assuming resuspension
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times corresponding to the total time that
cascade impactors were in the field (i.e.,
time included for winds Tess than 1 and less
than 4 m/sec).

CONCLUSIONS

Resuspension rates are needed as source
terms in atmospheric diffusion and transport
equations; however, atmospheric transport
model predictions are no better than the
uncertainty in the source data. Uncertainties
in resuspension rates are very large. Much
research is needed to develop resuspension
models which predict particle resuspension
rates for any situation.

Caused Resuspension Rates
on Hanford Reservation)

The change in airborne concentration of
a pollutant as a function of time is often
attributed to a weathering half-life, the
fixation of the pollutant particle into the
ground surface soil. For radioactivity,
the weathering half-1ife has been determined
by others to be on the order of 35 days.
In contrast, weathering half-lives for
respirable tracer particles are now estimated
in the current study as being on the order
of years. Predictions using weathering
half-1ives of months versus years could have
a significant implication in environmental
hazards evaluations. Credit for decreased
airborne radioactivity from resuspension
is now attributed to a weathering half-life
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of months. If a weathering half-life of
years were applicable, the potential down-
wind inhalation hazard from resuspended
particles would be significantly increased.

Additional experimental data are needed to
determine the correct weathering half-1ife
to be used in hazards evaluations.
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APPLICATION OF SOIL EROSION DATA TO PARTICLE WIND RESUSPENSION

M. M. Orgill

An appraisal of W. S. Chepil's research work in five areas of wind

ergsion has been made as it relates to particle wind resuspension

research.

soil properties on wind erosion is relevant to our problem.

His research on dynamics of wind erosion and influence of

However,

the wind erosion equation as formulated has limited application to

particle wind resuspension problems, and a more general and applicable

equation needs to be formulated.

INTRODUCTION

Much data concerning wind erosion and
translocation has been obtained through
wind erosion studies in agricultural fields.
This information has and may still provide
important insights into the problem of
particle resuspension, especially where sub-
micrometer radioactive particles become
attached to host soil particles prior to
resuspension.

A prolific contributor to erosion studies
has been Dr. W. S. Chepil of the Agricultural
Research Service, Manhattan, KS. He has
written 61 or more research papers on the
subject of wind erosion.!=81 Although the
main goal of his research was a practical
wind erosion equation for determining annual
potential soil loss from agricultural fields,
a portion of his basic research is generally
fundamental for particle wind resuspension.®?

His major contributions range from 1939
to 1965, and can be classified into five
categories: {1) dynamics of wind erosion;
(2) soil properties that influence wind
erosion; (3) sedimentary characteristics of
dust storms; (4) wind erosion control; and
(5) the wind erosion equation. Survey papers
on wind erosion were written in 1943°, 1963°9,
and 1965.6!1

Study methods used by Chepil include wind
tunnel experiments, laboratory techniques
and some field measurements. A significant
share of his research was analyzing soil
properties that hindered or favored soil
erosion, and designing and implementing
methods to control the loss of fertile soil
in the Great Plains.

This report contains a fairly complete
list of Chepil's research contributions (see
references) and appraises this information
in relation to particle wind resuspension
research. In this short summary the principal
emphasis is to evaluate briefly the five
categories of wind erosion research to which
Chepil contributed, and indicate some possi-
ble research that might extend the applica-
tion of this information for particle wind
resuspension research. One of those aspects
is to consider the possibility of developing
a more general wind erosion equation {or
equations) for predicting soil or particle
translocation.

DYNAMICS OF WIND EROSION

Chepil contributed much to understanding
equilibrium forces on soil grains**>50 during
wind movement, which is pertinent to particle
wind resuspension. 1In a turbulent wind he
has shown that the threshold drag per unit
horizontal area of a soil bed is:

;C = 0.66 g Dp' tan ¢ n(1 +
0.75 tan ¢)T, (1)

where the mean threshold drag required to
move the top soil grains (i) is influenced
by gravity (g), diameter of soil grains (D),
the immersed density of the grains, (p'),
angle of repose of the grains, (¢), closeness
of packing of top grains on the so0il bed, (n).
and the ratio of maximum to mean 1ift and
drag on the soil grains exerted by the turbu-
lent wind, (T). The mean critical threshold
drag can be related to critical threshold
velocity, i.e., a velocity that just starts
the most erodible grains in motion by:
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;C = cd O(V*)C2 (2)
and
v
- Z _
Vs = 575 T 2 (3)
K

where V, is the drag velocity, Cq is a drag
coefficient which varies with aerodynamic
surface roughness, o is the density of air,
V; is wind velocity at height Z; k is an
index of the aerodynamic surface roughness.
These relationships imply that a threshold
velocity, V¢, at any height Z is
v, = 5.7 [9é§§»g D % tan o
d P
A(1 + 0.75 tan ¢)T]1/2 n % : (4)
When the wind velocity exceeds the thresh-
old velocity, then the most erodible grains
will start to move, and as the winds increase,
the wind shear near the ground will also
increase the 1ift on soil grains causing
them to jump into the air and eventually fall
to dislodge other grains. This type of
movement s saltation. Impacts from the
most erodible grains moving in saltation
cause the movement of larger and smaller
particles called surface creep and suspension,
respectively.

The threshold velocity at 1 ft (30 cm)
for a soil may vary from 4 to 13 ms™1,
depending on soil type and conditions.
Equation (4) does not reflect all the fac-
tors that could determine the threshold
velocity. The effects of moisture and other
properties of the soil are not present, and
the contribution of convective turbulence to
the 1ift and drag on soil grains has been
jgnored. Further study and evaluation of the
equilibrium forces on soil grains is important
for particle wind resuspension research.

SOIL PROPERTIES THAT INFLUENCE WIND EROSION

When the wind velocity exceeds that
required barely to move the soil grains, then
the rate of soil movement (total weight of
soil material moved past a unit width normal
to the direction of movement and of unlimited
height per unit time) for dry conditions is

q =05 /o (Vi) (5)
9

Equation {5) shows that the rate of soil
movement varies directly with the square
root of the average equivalent diameter, Dg,
and the cube of the drag velocity, V,, where

vp= 2t (6)

The average equivalent diameter is given by

D, = 2.65 o, D, (7)
in which pe is the bulk density of the
erodible soil particles, and D is their diam-
eter as determined by dry sieving. C¢ is a
coefficient that varies greatly with the
various soil properties. This coefficient
covers a multitude of factors and varies with
the size distribution of the erodible parti-
cles,> the proportion of fine dust particles
present in the soil mixture,!? the proportion
and size of nonerodible fractions,20 position
in the field,* and the amount of moisture in
the soil.3% Other factors of importance are
the soil texture,?” water-stable structure,?8
organic matter,2%:3! soil microorganisms?®
and various products of organic matter decom-
position, calcium carbonate,?® water-soluble
salts, and soil colloids.

Chepil spent considerable time and energy
analyzing these different soil properties as
expressed in the coefficient Cg. Some soil
properties, and erodibility by wind have
been correlated by statistical data and
simple mathematical relationships have been
found. Yet, it appears that considerable
research is still needed to determine the
complex mathematical relationships that
relate the basic soil properties to wind
erosion.

SORTING, COMPOSITION AND SIZE OF SOIL PARTICLES
IN DUST STORMS

The wind erosion process is composed of
two major phases,®* sorting various primary
and secondary soil fractions, and disintegra-
tion of the secondary fractions to the primary
particles by the abrasive action of wind-
eroded grains. )

The respirable fraction (< 5.) of wind
eroded soil particles is of particular inter-
est in particle wind resuspension. Chepil3’
showed that soil material transported by
wind in a single wind storm is characterized
by a predominant or peak diameter (~ 50 u)
of discrete particles. The peak diameter
varies from one graded material to another
depending on the physical composition of the
soil and other factors. Oepending on soil
class, generally 31 to 78% of particles
smaller than 100 um (diameter) are suspended
in a wind storm. However, of these only 10
to 20% may be in the respirable size range.

Chepil's data on airborne soil particle
sizes near the respirable size range is limited
since his primary interest was the analysis
of soil properties and other factors. He
does emphasize saltation as the primary wind
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erosion process. The suspension of soil
particles of the respirable size range is
the direct result of saltation, surface
creep, and the abrasize action of small soil
grains on secondary soil fractions. Sus-
pension is primarily the principal visual
effect of the saltation mechanism. Research
is underway at PNL and other research labo-
ratories to determine particle size distri-
butions in dust storms and to evaluate the
role of saltation, surface creep and abrasion
in causing suspension of soil particles.

WIND EROSION CONTROL

Soil stabilization proceeds under natural
conditions or is accomplished by man, usually
in these major successive stages; (1) trapping
of moving soil particles; (2) consolidation
and aggregation of trapped soil particles;
and (3? revegetation of the surface. 5"

Emergency methods of stilling wind erosion
are known, but their effects are only tempo-
rary. Once erosion is stilled, plant cover
must be established or plant residues must
be maintained for more permanent control.

Chepil and his co-workers did considerable
research on this phase of wind ero-
sion*0545:49,55,60 and although the concepts
apply mainly to agriculture many of the
ideas should be useful in most wind erosion
problems that require stabilization of the
soil.

THE WIND EROSION EQUATION

The development of the wind erosion
equation resulted from 30 years of research
by Chepil and his associates. The equation
embodies the major primary factors that
govern wind erodibility of land surfaces
and was designed to determine potential
erosion from a particular field, and the
field conditions of soil cloddiness,
roughness, vegetative cover, and sheltering
by barriers necessary to reduce potential
erosion to a tolerable amount.

The wind erosion equation contains 11
primary variables known to govern soil
erodibility; they are reduced to 5 equiva-
lent variables. The general functional
relationship is:

E=f(II9 c', K', L', V)9 (8)

where E is the potential average annual soil
loss in tons per acre, I' is a soil
erodibility index; C' is a climatic factor;
K' is a soil ridge roughness factor; L' is

a field length along the prevailing wind
erosion direction; and V is equivalent
quantity of vegetative cover. Details of
the wind erosion equation have been reviewed
by Chepil5%, Woodruff and Siddoway®3 and
Skidmore, 6"

The wind erosion equation has been a use-
ful guide to wind erosion control for
agricultural fields. Some other uses have
been: (1) determining spacing for wind
breaks, (2) estimating fugitive dust emmission,
(3) predicting horizontal soil fluxes, and
(4) estimating effects of wind erosion on
productivity.®3,84

The wind erosion equation in its present
format is not very useful for particle wind
resuspension. A number of changes to improve
the equation have been suggested:6“

(1) modify the equation so it can be applied
to single wind storms, (2) modify or adjust
the equation so it is applicable on a larger
scale than an agricultural field, (3) try

to include time dependency in the various
soil and meteorological parameters, and

(4) extend its application to a variety of
soil and climatic conditions.

CONCLUSIONS

The research contributions of W. S. Chepil
on wind erosion have been briefly examined
as they may apply to particle wind resus-
pension. A certain amount of his basic
research is pertinent to the particle wind
resuspension problem, expecially to the
dynamics of wind erosion and the influence
of soil properties on wind erosion.

The wind erosion equation, because of its
deterministic and climatological aspects,
has Timited applicability to the particle
wind resuspension problem and will need
considerable modification and additional
research in order for it to be useful for a
wide range of soil and climatic conditions.

There is a need for a more general wind
erosion equation or equation which could
be applied to a variety of soil and climatic
conditions for particle wind resuspension
problems. Present overall research in this
field is directed toward that goal.
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WEATHERING OF SURFACES AS MEASURED BY AIRBORNE RADIOACTIVE

PARTICLE CONCENTRATIONS ON THE HANFORD RESERVATION

G. A. Sehmel

Respirable air concentration ranges measured between 1972 and 1975 at

resuspension study sites are summarized and compared with fallout Tevels

measured at the Hanford Reservation boundary.

Results indicated that

maximum airborne concentrations were substantially Tess than the maximum

permissible airborne concentration (MPC) for uncontrolled areas.

The

weathering half-1ife, determined in this study, was 5 months in one area

for 137Cs, but much longer than 5 months for a second area.

These

reductions with time are much slower than data reported by others showing

airborne concentrations decreasing with a half-1ife of 35 to 40 days.

INTRODUCTION

Resuspension occurs when wind blowing
over a surface moves particles from that
surface up into the air and transports them
downwind. Resuspension occurs at radio-
actively contaminated sites on the Hanford
Reservation.! Sites of Tow-level waste dis-
posal where resuspension was measured include
U-pond area, S-16 area, and Z-19 ditch lead-
ing into U-pond, all of which are within or
near 200-West Area; the B-C Crib area south
of the 200-East Area; the Gable Mountain
Pond area; and an area close to the Hanford
Meteorological Station (HMS) Tower, near
200-West Area. The study reported here
observed the airborne concentrations as a
function of time over three years. One
objective of these experiments was to deter-
mine weathering rates.

EXPERIMENTAL PROCEDURE

The earliest and simplest experiments

were performed at Gable Mountain Pond and
near the HMS Tower. Later in the study more
extensive experiments with more sophisticated
instruments were conducted at the remaining
areas. In these experiments meteorological
sensing instruments were used to activate

air samplers automatically as functions of
wind speeds and direction. These experiments

were designed to collect and measure increased

airborne radioactivity concentrations at
higher wind speeds, determine resuspension
physics, and gather data for estimating a

mass balance across a contaminated zone.
Upwind airborne concentrations were simul-
taneously measured with downwind airborne
concentrations to determine whether resus-
pension increased activity levels between
upwind and downwind arrays of air sampling
towers. In initial experiments, air samples
were collected and total radioactivity was
determined. In later experiments, air
filters were weighed before use. After
sample collection, air filters were again
weighed, making it possible to determine the
amount of airborne soil particles present
and thus to calculate the radiocactivity con-
centration per gram of airborne solid
collected.

RESULTS

Extensive data were obtained on airborne
radioactivity concentrations around the
resuspension sites studied. The concentra-
tions were expressed both in uCi/cm?® of
air and uCi/g of airborne solids. Data
have been summarized! without detailing
the airborne concentration profiles measured
in each experiment. This report summarizes
some weathering data by showing ranges of
measure airborne 137Cs and plutonium concen-
trations as a function of time between 1972
and 1975.

Airborne 137Cs concentrations were meas-
ured at U-pond, B-C Crib, Z-19, S-16, and
HMS Tower areas. Results of these experi-
ments are summarized in Figure 1. Airborne
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FIGURE 1. Range of "Downwind" Airborne 137¢s Concentrations at
Resuspension Sites Compared to Fallout Levels
137Cs concentrations are shown in uCi/cm? Figure 2, and are compared with 300 Area
as a function of time from 1973 to 1975. fallout levels. Airborne peak plutonium
These concentrations are compared with 300 concentrations at resuspension study sites
Area fallout levels?, shown by horizontal were significantly greater than 300 Area
dashed lines. Measured airborne concentra- fallout levels, and airborne 239Pu concen-
tions at the different sites are all above trations in genera] were qreater than air-
fallout levels. The data symbols for each borne 23%Pu concentrations. Although
experiment are plotted to represent the resuspension was occurring at these sites,
range of measured airborne concentrations measured airborne concentrations were
and the time over which the experiment was significantly less than MPC.
conducted. The maximum airborne 137¢s
concentration was 3 x 10713 yuCi/cm3, which After 1972, plutonium concentrations were
is more than two orders of magnitude greater measured only at U-pond. Any decrease in
than fallout levels but significantly less airborne concentrations with time was not
than the MPC,, o3 of 6 x 10 8 uCi/cm3. statistically significant. Concentrations ’

Airborne concentrations at U-pond de-
creased from 1973 through mid-1974. On the
average, air concentrations decreased about
50% over 5 months. This is much greater
than the 35 to 40 days weathering half-time
often quoted in resuspension literature."
B-C Crib air concentration data do not show
any such short fixation half-l1ife. Airborne
concentrations at B-C Crib were constant
from May 1973 to June 1974, suggesting a
long fixation half-life.

Airborne plutonium concentration ranges
for both 238Py and 23°Pu measured in these
resuspension experiments are shown in

were too near fallout levels, thus precluding
a well defined weathering half-time. The
indication is that the weathering half-time
is long.

CONCLUSTONS

Wind resuspension of 238Pu, 23%py, 24lpm,
90syr, and 137Cs occurred! at the study sites
during the 1972-1975 study period. Air con-
centrations near sites of resuspension
exceeded fallout levels measured at the
300 Area during the same time intervals, .
but were still far below occupational maxi-
mum permissible air concentrations (MPC).



indicate the weathering half-life is from
5 months to a very long time.
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FIGURE 2.

1973

1974 1975

Range of Airborne Pu Concentration at Resuspension

Sites Compared to Fallout Levels

Results of the studies reported here

Knowledge

of this ill-defined half-life is important

in modeling efforts to describe long term

1.

G. A. Sehmel, Radioactive Research Experi-

ments on the Hanford Reservation, BNWL-
2081, Battelle, Pacific Northwest Labo-

ratories, Richland, WA 99352, 1977

airborne effects of surface contamination.

The longer weathering times found in this

study are supported by results of Rrscer

studies in an area near the U-pond.a

(a) See "Wind-Caused Resuspension Rates",
this annual report.
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RADIOACTIVITY IN FOREST FIRE SMOKE PLUMES

G. A. Sehmel and M. M. Orgill

Smoke from two forest logging slash burns was sampled with an air

filter mounted on a Cessna 411 airplane.

Radioactivity concentrations

in the smoke plumes were compared to concentrations in background air

outside these smoke plumes.

11 times greater than background.

In both smoke plumes, 137Cs concentration
was higher than in background samples.

In one plume the 137Cs was

Concentrations of other fission

product nuclides in the plumes was equal to or less than background

concentrations.

This observation supports a hypothesis that surface
air of low concentration is drawn into the smoke plume.

Confirmation

of this explanation was not possible with the limited data.

INTRODUCTION

In an earlier study, smoke plumes from
crop land fires! and one forest logging
slash burn? were sampled for airborne radio-
active particles. Results from those experi-
ments indicated that radioactive particles
concentrations within the smoke plume were
greater than in ambient background air,
showing that radioactive surface contamina-
tion from prior deposition could be resus-
pended by the fire. Release rates couid not
be calculated from the measured air concen-
trations since the entire smoke plume was
not sampled. The maximum ratio of concen-
tration in smoke to concentration in back-
ground air was obtained for 137Cs. In this
case, the measured 137Cs concentration in
the smoke plume was 22 times the ambient
background air concentration. Consequently,
additional smoke plumes were sampled to

determine the variability of air concentration

within smoke plumes versus ambient background

air concentrations. This paper presents
the results of these additional measurements.

EXPERIMENTAL PROCEDURE

Smoke from two forest logging slash burns
in Idaho were sampled using a Cessna 411
airplane to obtain IPC filter paper samples.
For each sample, approximately 1.5 x 10° ft3
(4.3 x 103 m3) of air were filtered.

The first fire was near the North Fork of
Slate Creek approximately 20 miles (30 km)
south of Grangeville, Idaho. Ignition
occurred about 1000 PDT, October 8, 1976,
and the fire burned some 70 acres of old
logging slash on a steep south-facing slope.
A dense smoke plume was present by 1130 and
was moving toward the northeast, extending
some 20 miles (50 km). The smoke plume,
sampled between 1135 and 1408, was approxi-
mately 300 m above the terrain. The top of
the smoke plume varied between 7000 ft



(2134 m) and 8000 ft (2438 m) MSL. The
smoke sample was taken between 7000 ft
(2134 m) and 7300 ft (2225 m) MSL. After
smoke sampling, a background air filter
sample was obtained approximately 10 miles
(15 km) west of the fire site and over the
Salmon River between 1531 and 1800. The
sample was taken at around 6500 ft (1981 m)
MSL. Total sample volume was determined
with a vane anemometer which integrated
total flows.

The second fire sampled occurred on
October 12, 1976, about 15 miles (25 km)
north-northwest of Kellogg, Idaho. The fire
burned small bulldozed slash piles which
released relatively small amounts of smoke.
The resultant smoke plume extended approx-
imately 5 miles (8 km) to the north and
east. The plume was sampled between 1500
and 1728 PDT. The altitude of sampling
was between 500 ft (152 m) and 2000 ft
(609 m). A background filter was taken
prior to smoke plume sampling about 5 miles
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(8 km) to the west of the fire site between
1056 and 1332 PDT, at about 6500 ft (1981 m)
MSL. A flow rate of 1026 ft3/min (29.1 m3/
min), which is a typical average sampling
rate, was used to calculate total volume
sampled.

Radioactive nuclides on filter samples
were measured by multichannel gamma counting.

RESULTS

Ratios of smoke sample concentration to
background concentration are shown in
Table 1 for eight radionuclides. Airborne
concentrations of some of these radionuclides
may have been influenced by the fallout
plume from a Chinese nuclear test that had
occurred on September 26, 1976.

For the Slate Creek fire, the concentra-
tion ratio was corrected for the time the
airplane was not in the smoke plume during
the smoke plume sampling period. For this

TABLE 1.
in Background Air

{Background-

Corrected Smoke Sample
(Background Sample)

)/(@)

STate Creek

Isotope 10-8-76
ItbCe 0.5
I4lce 0.3
1317 0.4
"Be 1.0
103Ry 0.2
137¢s 10.6
857r 0.2
95Nb 0.2

Ratio of Concentration of Smoke Plume to that

(Total Smoke Samp]e)/(b)
{Background Sample)

Slate Creek Kellogg
10-8-76 10-12-76
0.7 0.7
0.5 0.8
0.6 0.9
1.1 1.0
0.4 0.9
11.0 (c)
0.4 0.7
0.4 0.7

a. Corrected smoke sample has background collection when outside
the smoke subtracted from total smoke plume sample.
b. Total smoke sample includes radiocactivity collected while

outside the smoke plume,

c. Background sample was less than !37Cs radiochemical detection

Timit,




calculation, ambient air concentrations
immediately adjacent to the smoke plume
were assumed equal to air concentrations in
the background filter run. This seems to
have been a reasonable assumption for the
Slate Creek fire; however, for the Kellogg
fire, a correction factor would have indi-
cated negative air concentrations for some
of the isotopes in the smoke plume. Conse-
quently, a corrected ratio is not shown for
the Kellogg fire in the table.

Concentration ratios in Table 1 range
from 0.2 to 11.0. For six of the radioactive
isotopes, the airborne concentration in the
smoke plume was less than in the background
air sample. Based upon these data, one
hypothesis is that relatively clean air
(decreased concentration of radioisotopes)
was entrained from low levels by the smoke
plume. The relatively clean air at ground
level could have been caused either by prior
deposition, and/or by fission product nuclides
at air sampling levels from the Chinese
nuclear test air plume. The data are insuf-
ficient to determine which, if either, of
these two explanations is valid. Had these
results been anticipated, additional air
samples at other elevations might have helped
clarify experimental results.
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7Be concentrations in the smoke plume
were egua] to the ambient background level,
but !37Cs was 11 times the ambient back-
ground level. Equality of 7Be concentrations
in both smoke and ambient air might be
expected since 7Be is a relatively short-
lived cosmic-ray induced radioisotope. At
the Kellogg fire, !37Cs was also released
but the ratio cannot be shown since the
background sample was below radiochemical
detection limits.

CONCLUSIONS

Surface deposited 137Cs can be released
by burning vegetation. OQOther isotopes may
also be released. However, reported data
may have been influenced by airborne fission
products from a Chinese atmospheric nuclear
test. The concentration ratio data are
consistent with a hypothesis that relatively
clean air near ground level is entrained
into the smoke plume.

Additional results to be obtained from
these samples include concentrations of
airborne plutonium. Samples are currently
being analyzed for olutonium.
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THE CROSSWIND DISTRIBUTION OF CONTAMINATION

RESUSPENDED FROM A SURFACE AREA SOURCéTdT

T. W. Horst

The crosswind distribution of atmospheric contamination due to resus-

pension from a surface area source may be adequately predicted from the

contamination directly upwind of the receptor alone, if the surface

distribution has roughly the same extent in all directions.

This is

demonstrated with a hypothetical, Gaussian distribution of surface con-

tamination, and with a real distribution, the BC-Crib controlled area.

Research has been conducted to develop
simple methods of estimating the air concen-
trations of surface contamination resuspended
by the wind. Approximate relations have
been reported! which predict the crosswind-
integrated air concentration C(x,z) for a
generalized area source, based on the exact
resuit for a uniform area source. That
these same equations can in many practical
cases also be used to predict the crosswind
distribution of the resuspended contamination
has been verified.2 This is done using the
surface contamination distribution G(x,y)
directly upwind of the receptor as input,
rather than the crosswind-integrated surface
contamination G(x), and is based on the fact
that only sources within a narrow, diffusion-
plume-shaped upwind sector contribute signifi-
cantly to the air concentration at a given
point.3

SENSITIVITY STUDY

The 1imits on source configuration and
receptor location necessary for this approxi-
mation to be valid have been investigated by
comparing the resuspended air concentrations
predicted by both the approximation and by
a numerical solution of the exact equations
from which it was derived. A hypothetical
Gaussian distribution of surface contamination
was used;

-(x-xo2 - y?

G{x,y) = G, exp
2012 222

(a) This research was partially supported
by the Atlantic Richfield Hanford

Company.

Figure 1 shows the results from one such set
of calculations, for Pasquill D atmospheric
conditions. Here the air concentration C,
normalized by the mean wind speed u, the
resuspension rate A and the peak surface
contamination Gy, is plotted as a function

of downwind distance from the contamination
peak x-xg. Curves are shown for two surface
contamination distributions: one symmetric
about the peak, o; = 0,, and the other elon-
gated in the downwind direction, o; = 100,.
Separate cross sections parallel to the down-
wind direction are shown at the peak, y = O,
and at distances of one, two and three stan-
dard deviations crosswind of the peak. The
analytical approximation, shown as discrete
points, applies to both surface contamination
distributions.

Figure 1 shows that for o, = g, the ana-
lytical approximation is good, especially
upwind of and directly downwind of the peak.
As o, decreases the agreement deteriorates,
e.g., o; = 100, in Figure 1. The approxima-
tion is still good upwind of the peak, but
deteriorates rapidly downwind of the peak.
However, as o, becomes greater than o,, the
air concentrations at crosswind distances of
two and three times o, approach the close
match with the numerical solution displayed
at y = 0 for oy = o,.

Since the approximation is based on the
surface contamination distribution directly
upwind of the receptor, the agreement with
the numerical solution depends on the effec-
tiveness of the crosswind diffusion. The
least lateral diffusion occurs for Pasquill F,
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FIGURE 1.

Comparison of Resuspension Models for

Gaussian Distributions of Surface Contamination

and hence for o; = o, = 103 m the air con-
centrations at crosswind distances of two
and three times o, match the predictions as
well as for y = 0. There is also a modest
jmprovement from Pasquill D in the match
for o, = 102 m, especially for y = 0 and

y = g,. On the other hand the match for
Pasquill A and o, = o, = 103 m is consider-
ably poorer at y = 2g, and y = 30, than for
Pasquill D. The predictions at 3c; downwind
of the peak are low by factors of roughly
1.5 and 2.5, respectively. Calculations
were also made for o7 = 102 m, g, = 102 m
and o, = 10 m with results very similar to
those for o; = 103 m, o, = 103 m and o, =
102 m.

BC-CRIB CONTROLLED AREA

Figure 2 shows the crosswind distribution
of resuspended air concentration predicted
for the BC-Crib controlled area, an area of
lTow-level surface contamination on the Han-
ford Reservation. Calculations were made by
both methods for two downwind distances:

x = 900 m, the peak of the crosswind-integrated
distribution, and x = 2000 m, the downwind

edge of the distribution. The metegrological
conditions are again Pasquill D, and the

effect of deposition has been included with

a deposition velocity vq equal to 1072 u.

At 900 m the approximation agrees excellently
with the numerical solution. At 2000 m the
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FIGURE 2. Comparison of Resuspension-Deposition
ModeTls for BC-Crib Controlled Area

agreement is poorer, within about 50% at
worst, but in most cases within 15%. The
approximation underpredicts worst north of
the peak where x = 2000 m is distant from
the surface contamination directly upwind
but where the receptor is on the north edge
of the central contamination pattern.

CONCLUSION

In summary, the anylytical approximation
is adequate to predict the suspended air
concentrations, based only on the contami-
nation directly upwind of the receptor, to
within several tens of percent if the dis-

tribution has roughly the same extent in

all directions. The peak air concentration
is predicted with an error of less than 10%.
The percent errors increase with increasing
distance from the peak of the surface dis-
tribution, but the air concentration is at
the same time decreasing with distance from
the peak. The error may be greater than a
factor of two beyond a distance of about
three standard deviations from the peak,
especially for unstable atmospheric condi-
tions, but where this occurs the air concen-
tration is usually less than 10% of the
peak concentration.
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POLLUTANT SCAVENGING

The removal of atmospheric pollutants by clouds and precipitation can largely
determine budgets of pollutants distributed on a regional scale. The amounts and patterns
of pollutants delivered by precipitation to sensitive ecosystems, as well as the distributions
remaining in the air as inhalation hazards, can only be estimated realistically with knowledge
gained by a thorough investigation of precipitation scavenging processes.

During this reporting period the entire precipitation scavenging program at PNL has
been reoriented to meet the goals of the Multistate Atmospheric Power Production Pollution
Study (MAP3S), a major research program of ERDA’s Division of Biomedical and Environ-
mental Research. The scavenging program is now primarily focused on these two areas:
incloud scavenging in frontal and convection storms; and development and management
of a precipitation chemistry network.

The reports in this section describe the theoretical and computational modeling
efforts as well as the field experiments run to provide the data needed for verification and
improvement of the incloud scavenging models. A synergistic balance between the utilization
of diagnostic models and field experiments is the goal of this research. The establishment
of the four station operational network of precipitation chemistry stations in the northeastern
United States, the analysis procedures for the samples and the rapid turnaround of
computer-printed analyses reports were significant accomplishments during this reporting
period. Such results demonstrate that the cooperation needed for success in MAP3S is
achievable.

o PRECIPITATION SCAVENGING IN MAP3S
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PRECIPITATION SCAVENGING PROGRAM

DESIGN FOR FY 1977

B. C. Scott

A general overview of the precipitation scavenging program is

presented including a description of the basic scavenging hypothe~

sis to be investigated during the winter of 1976-1977.

The

modeling and field experiments to be conducted during the coming

year are also described.

INTRODUCTION

The overall objectives of the precipita-
tion scavenging program are to determine
those precipitation mechanisms which effec-
tively remove power plant pollutants from
the atmophere, and to provide the necessary
field data for computing transformation of
pollutants into different chemical configu-
rations. In support of the MAP3S program,
a major goal of the scavenging program is
determining those events causing the removal
and transformation of SO, and S0, by cloud
systems. Although the following discussion
emphasizes the_removal and transformation
of SO, and SO, , the program is not limited
to investigating sulfur compounds. The
effectiveness of precipitation in removing
other industrial and power plant pollutants
such as NHj, NOX, 03, etc., will also be
examined.

The field program for the winter of
1976-77 has been designed primarily to de-
termine if a Lake Michigan site is adequate
for accomplishing the overall objectives of
the scavenging program. Is the field site
accessible for aircraft flights and ground
crews, are the snow storms sufficiently
predictable to enable frequent and periodic
probing, and are the ambient concentrations
of gaseous power plant pollutants and trace
metals sufficient for their transformation

and removal to be observed within the ex-
perimental time frame?

SCAVENGING HYPOTHESIS

Our basic hypothesis, to be examined
during the winter experiments of 1976-77,
is that most of the scavenging of S0, and
S0, in cold cloud storms {precipitation
either reaches the surface as snow or melts
Jjust above the surface) occurs by riming in
the lower portions of the clouds. The hy-
pothesis assumes that most SO, and SO,~
enters the cloud through cloud base (i.e.,
only a small fraction of this material is
entrained through the sides of the clouds).
Therefore, understanding precipitation scav-
enging requires adequate descriptions of the
nucleation process and of the histories of
the cloud droplets nucleated at cloud base.

The cloud drop size distribution is known
to be determined by the updraft velocity and
the maximum cloud supersaturation within the
first 100 meters above cloud base. After
these tiny cloud droplets have risen 4 to
5 min (about 200 m abave cloud base) they
will have grown large enough (by condensa-
tion) to be captured by large falling ice
particles. This capture (or riming) process
then prevents, through freezing, any further
S0, to S0,~ transformation within or on the
surface of the falling ice particle. Thus
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most of the sulfate contained within those
cloud droplets, which eventually contribute
water mass to the surface precipitation from
cold cloud storms, is either present at nu-
cleation or is transformed from SO, within
the first few hundred meters of cloud base
(4 to 5 min after droplet nucleation).?
Similarly adsorption or desorption of SO,

by the cloud droplets must occur within the
first few minutes of droplet 1ifetime if S0,
is to be removed from the cloud by falling
ice particles.

To test this hypothesis and to develop
better hypotheses relating precipitation
scavenging to aerosol and gas characteris-
tics, to precipitation intensity and types,
and to cloud characteristics, we hope to
conduct a multi-year study closely collabo-
rating between modeling and systematic field
experiments.

MODELING EFFORTS

During the first year, mesoscale modeling
of the airflow over Lake Michigan will be
done with the Lavoie model. This model pre-
dicts 1) convergence and divergence associ-
ated with the mesoscale flow fields, and
2) depth and spatial distribution of the
mixing layer. The model output should also
be valuable for determining optimal locations
of surface sampling stations and aircraft
sampling tracks. The output will be input
for a convective scale model to be developed
in stages over the next few years. This
convective scale model will include detailed
ice and water cloud microphysics and should
enable careful examination of the relation-
ships between precipitation scavenging and
cloud dynamics and microphysics. QObserva-
tions of the convective activity obtained
from the field experiments at Lake Michigan
will determine if the model will be kine-
matic or time dependent, and one or two
dimensional.

FIELD MEASUREMENTS

Field experiments are planned to coincide
with the occurrence of snow at the surface.

a Some SO,~ aerosol may also be attached by
other capture processes during this time
interval, and some cloud droplets may es-
cape capture by ice particles and grow by
coalescence to large cloud drops which
subsequently freeze and fall out. Our
theoretical studies will estimate the mag-
nitude of these assumed secondary sources
of scavenged material at the surface.

Snowflakes and individual crystals within
the flakes often provide considerable infor-
mation about their life histories. For ex-
ample, the shape of crystals growing by dep-
osition is determined primarily by cloud
temperature. Thus, by knowing the tempera-
ture profile in the cloud (either as a result
of direct observations or through model pre-
dictions) a nucleation region (in terms of
height above the surface) for crystals of
particular shapes can be established. 1In
addition, ice crystals must also grow to a
critical size before they can begin to ac-
crete cloud water. Again, by knowing the
cloud's thermal structure, the time interval
for crystal growth by deposition may be com-
puted. Once the crystals obtain their crit-
ical riming size, the accretion of cloud
water, which already contains pollutants,
becomes the dominant capture mechanism. The
degree of riming indicates the mass of pol-
lutant obtained by the accretion mechanism
and is dependent upon cloud water content
and droplet size distribution; both param-
eters will be measured by aircraft.

Clearly none of these growth and capture
mechanisms can be distinguished with samples
of 1liquid precipitation. Thus, careful ex-
amination of the precipitation in wintertime
snowstorms should provide a unique opportu-
nity to unravel many of the details of pre-
cipitation scavenging.

Little is known about the microphysical
and dynamical details of the lake effect
snowstorms (i.e., those snowstorms that
occur on the lee shore of Lake Michigan).
Figure 1 shows the main dynamical features
expected during these snowstorms. As cold
polar air moves over the warm lake, eddy
fluxes transport heat and moisture into the
mixing layer and thereby increase its thick-
ness. Small convective clouds are expected
over the lake in the relatively shallow
mixing layer near the windward shore, but
as the depth of the mixing layer increases,
convective activity is expected to intensify
and become more extensive. By the time the
polar air reaches the lee shore, the mixing
layer is expected to be 3 to 4 km deep and
to contain one or more bands of cloudiness.
Each band is expected to be composed of
several areas of intense activity with each
area containing several active convective
cells. We do not expect to find any abrupt
downwind edge to these bands of precipita-
tion. Rather we anticipate that the clouds
glaciate at their downwind edges and eject
streamers of ice crystals which advect to
the east. These ice crystals are expected
to continue to grow even though the water
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FIGURE 1. Anticipated Dynamic and Microphysical Features of a Lake Michigan Snowstorm

cloud has completely evaporated and the
environment is subsaturated with respect to
water. If a lake effect snowstorm should
occur at our field site, extensive probing
with radar and aircraft will be attempted.

Since this year's field work has been
delayed by aircraft engine failure, it is
likely that a lake effect snowstorm will not
occur during our scheduled sampling interval
(February-March). During this late winter
period, the intensity and duration of snow
at the surface depends strongly on the ori-
entation of extratropical cyclones relative
to the observer. The precipitation in these
extratropical cyclones is dominated by em-
bedded precipitating bands; the heaviest
precipitation being associated with mesocale
areas of convective activity within these
bands. Figure 2 illustrates the spatial
orientation of the major pollutant removal
regions in an extratropical cyclone. If
our field site Ties in regions B or C of
Figure 2 during february and March, snow is
likely to be observed at the surface. As
is the case for a lake effect snowstorm,
such periods of snow will provide detailed
records of the life-history of individual
nrecipitating particles. However, as is
evident in Figure 2, thas extratropical cy-
¢lone provides a much larger variation in
space and time scales for scavenging than
does the simpler lake effect snowstorm. One
goal of our 1977 field studies will be to

determine if intense mesoscale areas can be
identified and probed independently from the
surrounding lighter precipitation areas.

This year's field work will be limited
primarily to a characterization study of
those Michigan snowstorms that occur during
our sampling period. Aircraft measurements
of aerosols and gases will be taken with our
DC-3 upwind, below cloud base, and downwind
of major snow producing bands. These "clear
air" measurements will include determination
of concentrations of SO,, NH3, NO_, Os,
sizing and chemical characterization of
aerosols, determination of the deliquescent
nature of the larger aerosols, and measure-
ment of the CCN spectrum. Hopefully these
measurements can be supplemented with bulk
water samples obtained directly from within
the clouds. Cloud liquid water content will
be measured near cloud base, near cloud top,
and at the middle of the cloud. Cloud drop-
let size distributions will be taken near
cloud base.

At the surface two sequential sampling
sites will be established on a line approx-
imately normal to the precipitating band.
At one surface site a multi-stage impactor
will run continuously for 5 to 7 days at a
time. At both sites sequential samples of
snow will be collected at fixed intervals
and later analyzed for S0,, HSO3~, SO3™
and others. The snow will be characterized
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according to primary growth habit, degree of
aggregation and riming, precipitation rate,
etc. Formvar replicas of the falling snow
will be obtained. If possible, core samples
of snow will be obtained.

EAST

Removal Regions in an Extratropical Cyclone

Additional support will be obtained from
the PPI and RHI displays from a LWR 74C
weather radar at Muskegon (range of 230 km),
and from the visual and IR synchronous and
nonsynchronous satellite data received at
Detroit.



THE MAP3S PRECIPITATION CHEMISTRY NETWORK

M. Terry Dana, D. R. Drewes, D. W. Glover, J. M. Hales
and J. E. Rothert

A precipitation chemistry sampling network, with four initial sites,

is operating in the northeastern United States. Samples are collected

on a precipitation event basis by local cooperating organizations, and

sent to Richland for chemical analysis. Samples are being analyzed for

all the expected ionic pollutant species, using automated wet chemical,

jon chromatography, and atomic absorption spectrophotometry methods.

Analysis results are printed out in standard form and distributed

monthly to interested parties.

An important component of the Multi-state
Atmospheric Power Production Pollutant Study
(MAP3S) is the collection of reliable pre-
cipitation chemistry data at carefully se-
lected sites in the northeastern United
States. These data will be used to identify
trends in precipitation quality over the
region as power production using fossil fuels
increases; the data will also aid in devel-
oping and verifying models of regional trans-
port, diffusion and deposition. The network
is one task of the MAP3S Precipitation
scavenging program; the responsibilities of
Battelle include coordination of field op-
eration (selecting and equipping sites,
specifying sampling methods, and providing
sampling and shipping materials), laboratory
analysis, and data dissemination.

FIELD QPERATION

Battelle-developed wet deposition collec-
tors! have been installed at the four initial
network sites, and sampling began in October
1976. The collection area (of about 450 cm?)
is covered by a mechanized 1id during fair
weather, and is exposed automatically when
a precipitation sensor is activated. A
funnel and bottle arrangement can collect
as much as 2 & (4.4 cm of precipitation)
per sample. The collectors are designed to
accommodate a mechanism for immediate freez-
ing of the collected precipitation, but all
samples are now being handled as liquids
until after analysis.

The four present sites and cooperating
organizations are listed in Table 1. Local
personnel (graduate students) at each site
collect samples on a precipitation event
basis, but the minimum sample collection
time is now 24 hr. The samples are weighed
and the pH taken before being divided into
portions for local analysis and for ship-
ment to the Battelle laboratory in Richland,
Washington. Precipitation gauge data and
sample pH and volume measurements are logged
and a copy is sent to Battelle along with
the samples.

CHEMICAL ANALYSIS

Table 2 1ists chemical species analyzed
and methods used at the network laboratory.
This 1ist encompasses essentially all of the
ionic species expected to be in the samples.
Total conductivity and acidity/alkalinity
measurements are also made to check the
completeness of the analyses for individual
pollutants. The samples, sent by air freight
in insulated containers, are kept at a tem-
perature of 4°C until analysis is completed;
the remaining volumes are stored in a
freezer at -18°C.

DATA DISSEMINATION

An important objective of the study is
rapid analysis and dissemination of analy~
sis data to network participants and other
interested parties. A computer program has
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TABLE 1. MAP3S Precipitation Chemistry Network Sites
Site Number Location Cooperating Organization

1 Whiteface Mountain, NY  Atmospheric Sciences Research Center
State University of New York at Albany

2 Ithaca, NY Section of Ecology and Systematics
Cornell University

3 State College, PA Department of Meteorology
Pennsylvania State University

4 Charlottesville, PA Department of Environmental Sciences
University of Virginia

TABLE 2. Chemical Species Analyzed and Methods

Specie Method
Commoa Anions
$0,°7,N027, N0, C17, Ion Chromatography or Automated Wet
P0g3- Chemistry
Cations
NHi+ Automated Wet Chemistry
Na ,M92+,K+,A13+,Ca2+ Flame Emission Atomic Absorption
Spectrophotometry
S0 (dissolved) Automated Wet Chemistry
Conductivity Conductivity Cell
Free Acidity pH Electrode
Acidity/Alkalinity Titration
been developed which organizes all relevant calendar month are printed out and distrib-
data and prints out summaries in a standard uted. In addition, a summary of each year's
format. The analyses performed during each activities and data will be compiled and

issued as an ERDA report.

REFERENCES

1. D. W. Glover, "Development of a No-
deposition (sic) Precipitation Sampler,"
PNL Annual Report for 1975 to ERDA DBER,
Part 3, Atmospheric Sciences, BNWL-2000
PT 3, pp. 187-188, Battelle-Northwest,
Richland, Washington, available from
NTIS, Springfield, Virginia, 1976.




AN ALGORITHM FOR PROCESSING AND ANALYZING DATA

FROM THE MAP3S PRECIPITATION NETWORK

D. R. Drewes

Computer software has been written which organizes and tabulates
the precipitation chemistry data to be collected for the MAP3S regional

scavenging program.

The algorithm has two modes of operation. The

first mode analyzes raw laboratory data and reduces them for storage on

standard IBM cards.

In the second mode, stored data are used as input

and the program generates tables of data in a format specified by the

user.

Data management for an extended project
such as the MAP3S precipitation scavenging
network presents several compiications.
Because of the length of the project, future
needs must be anticipated and included as
early as possible. Since future needs can-
not always be anticipated, the data manage-
ment system must be flexible enough to meet
the needs as they arise. Furthermore, the
volume of data expected requires a rather
compact data storage format. As in all prob-
lems of this type, certain trade-offs must be
considered in order to maximize the utility
of the system: flexibility is obtained by
increasing the size and complexity of the
system, etc.

The software written to handle the pre-
cipitation network data operates in two
different modes, and has been set up to
recognize the input data being supplied and
choose the appropriate mode. In the first
mode, raw data from the laboratcry may be
input {(e.g. the values of % T from the col-
orimetric NH,* analysis). These data are
first fed to a subprogram which converts
them to appropriate units (e.g. concentra-
tion), and then the converted data are
stored in an array. After all such input
has been received, the storage array is

used to output the data in tables and on
punched cards for permanent storage.

The second mode of operation results
when the cards produced under the first mode
are used as input. It allows tabulation of
data as performed above, and also affords
the user the opportunity to perform any
desired calculations on the data. This is
done by encoding the appropriate calcula-
tions in a subprogram unit, inserting it
into the program deck, and running with an
appropriate data deck.

The modular construction of the program
allows easy adaptation to changes in the
analytical methods and the data output.

For example, since the reduction of the
'raw' NH,* data to NH,* concentration is
handled exclusively by one subroutine, a
change from a colorimetric procedure to an
jon-chromatographic one would require only
replacement of this single unit, and nothing
else would be affected. The dual nature of
the code allows it to respond to both the
immediate needs of data reduction and stor-
age and also to more detailed examination
of any portion of the data base.
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APPLICATION OF A MESOSCALE MODEL FOR DETERMINING TRANSPORT

AND SCAVENGING IN LAKE-EFFECT SNOWSTORMS

B. C. Scott and W. J. Eadie

To examine the jntricacies of scavenging processes, it is necessary

to realistically simulate cloud dynamics and microphysics.

Such simula-

tions require adequate knowledge about the locations and the environments

in which cloud clusters are Tikely to develop.

Therefore, an existing

mesoscale model is being modified to meet these theoretical and experi- .

mental needs.

Model calculations of mixing layer depth and vertical

velocities are presented for two meteorological situations expected to

occur frequently during our planned field programs.

INTRODUCTION

Vast amounts of precipitation originate
from bands of clouds associated with the
convergence from frontal motions, orographic
features, or turbulent fluxes of heat and
moisture from the surface. Indeed, the
total surface precipitation at most mid-
Tatitude sites is almost entirely composed
of precipitation associated with convective
instability (e.g., thundershowers) or tran-
sient extratropical cyclones (e.g., frontal
passages). Furthermore, the precipitation
from these extratropical cyclones is domi-
nated by embedded precipitating bands; the
heaviest precipitation within these bands
being associated with mesoscale areas of
convective activity.l Since the ultimate
consideration in predicting the removal of
pollutants by precipitation is the amount
of water deposited at the surface, it pays
to closely examine those cloud systems con-
tributing the most precipitation; that is,
individual convective clouds or mesoscale
clusters of convective clouds. One objec-
tive of the precipitation scavenging studies
is therefore to develop a model which can
adequately resolve the time and space scales
associated with the attachment of pollutant
to cloud water within these convective sys-
tems. Such a model will then enable investi-
gation of the intricacies of the scavenging
processes and determination of the dominant
pollutant capture and removal processes.

To simulate realistic cloud dynamics,
which through a strong interaction with cloud
microphysics ultimately determine cloud
lifetimes and precipitation at the surface,
one must specify the location and the en-
vironment in which convective cloud clusters
grow. To provide this information, we are
currently adapting an existing mesoscale
model to meet our theoretical and experi-
mental needs.

The lake effect mesoscale model developed
by Lavoie? has been selected to predict the
winter air flow patterns, the thickness of
the mixing layer, and the regions of convec-
development near our field experimental site
in western Michigan. In addition to pro-
viding the environmental parameters neces-
sary for the smaller scale convective mod-
eling, the model should be valuable in
determining trajectories of power plant
pollutants, variations in storm intensity
with changes in inflow conditions, and for
siting field crews.

MODEL DESCRIPTIQN '}

The model consists of three layers; a
superadiabatic surface layer, a neutral
mixing layer, and a stable upper layer. The
neutral mixing layer is the only layer whose
physical characteristics are time dependent. .
In this mixing layer, responses to heat and
moisture fluxes and frictional forcing enable



the thickness of the layer to vary in space
and time, and to produce various wind
accelerations.

The grid resolution of the model (10 km)
is too crude to resolve individual convec-
tive elements. However, several schemes
have been developed3s%s° to parameterize
the condensation process and allow the sub-
sequent heat release to feed back into the
energy equation. Regardless of the parame-
terization used, the major effect of latent
heat release is to more sharply define and
amplify the upward deformation of the ini-
tial mixing layer thickness. The thickness
of the mixed layer and the vertical velocity
at the top of the layer are the most mean-
ingful output fields of the model in inter-
preting the location and intensity of con-
vective development. A shallow mixed Tayer
indicates shaliow clouds and short cloud
lifetimes, whereas a thick mixed layer
implies deep clouds, longer cloud lifetimes,
and greater opportunities for precipitation
development. Similarly, a region of maximum
upward vertical motion indicates an area
favorable for convective development through
upslope flow and/or convergence in the
mesoscale wind field. Additional output
from the mesoscale model will provide the
temperature, moisture content, and diver-
gence within the mixed layer--all important
components in determining cloud development.

The case studies presented below have
been selected to show the influence of
Lake Michigan on the mesoscale air mass
features near our experimental field site
headquarters at Muskegon. The model has
been run without considering latent heat
release, but the thickness of the mixing
layer and the computed vertical motion can
be considered proportional to the intensity
of convection and to the 1ikelihood of pre-
cipitation development. Thus, probable
washout locations of the projected plumes
are expected to be within 50 km downwind
from the regions with maximum upward verti-
cal motion.

RESULTS

In these case studies, the water tempera-
ture of Lake Michigan was taken te be 0°C
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to simulate conditions in late winter or
early spring. The initial potential tem-
perature of the mixed layer was assumed to
be -6°C. The initial thickness of the mixed
layer was taken to be 2 km and the mixed
layer was assumed to be capped with 2°C in-
version. Results are presented for initial
wind directions of 225° and 270°, and an
initial wind speed of 10 m sec™!.

Figure 1 shows the steady solution ob-
tained with a prevailing wind of 225° for
the deformation of the inversion surface
capping the mixed layer. Note the depres-
sion of the inversion surface in the vicin-
ity of the western shoreline and the upward
deformation over and downwind of the eastern
shoreline. With this southwesterly wind
direction, lake-effect snow is frequently
observed in the Muskegon-Holland area,®
where the thickness of mixed layer is a
maximum. The Tocation of the second maximum
in upper Michigan is frequent area of heavy
snows.’ The vertical motion at the top of
the mixed layer is shown in Figure 2. Both
the subsidence over the upwind (western)
shoreline and upward motions over the
eastern shoreline reveal the sensitivity
of the model to the detailed configura-
tions of the land-lake boundaries.

The deformation of the inversion obtained
for a prevailing wind of 270° is shown in
Figure 3. Both the southern and northern
Michigan maxima in the inversion surface
have shifted south and west from the Toca-
tions of the maxima shown in Figure 1. The
vertical motion at the top of the inversion
surface for the 270° wind shown in Figure 4
is a graphic example of the response of the
model in the detailed configuration of Lake
Michigan.

In the coming months, the model will be
extended to inciude the effects of latent
heat release. A library of mesoscale mod-
eling results for various wind directions
will be completed as an aid in planning
the field studies. Included within this
Tibrary will be the trajectories of those
plumes emitted from the various power plants
and urban areas located on the shores of
Lake Michigan.
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RESULTS OF FLARE RELEASE OF Agl AND In
INTO A SUPER COOLED CLOUD

W. E. Davis and J. M. Thorp

Initial analyses are presented of an incloud tracer release by
flare of indium and silver iodide into a supercooled cloud on March 31,
1972, on the Olympia Peninsula, Washington. The analysis of surface
samplers revealed greater than 12% of the indium was deposited. A
preliminary analysis found values of silver only slightly higher than

background.

INTRODUCTION

From 1971 to 1975, precipitation scav- of the tracer by precipitation. One of
enging field studies were conducted on the these experiments, a flare release of silver
Olympic Peninsula in Washington. The pri- iodide and indium into a supercooled cloud,
mary purpose of these field studies was was carried out on March 31, 1972,1,2
determining whether a tracer released from
aircraft into frontal storms would be re- EXPERIMENTAL METHOD
moved by precipitation in sufficient quan-
tities to be measured in ground collectors. The tracer test on March 31, 1972, had
Further, the tests were designed to indicate two objectives:

what atmospheric conditions enhance removal
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1. To see whether a non-nucleating tracer
injected simultaneously with a nucleating
agent into a stable supercooled area of
cloud would be removed in sufficient
quantities to be detected at the ground;

2. To predict a ground target for the pre-
cipitation falling from the seeded area.

The design of the experiment called for
a prefrontal supercooled cloud layer with
stable lapse rate to assure nucleation by
the AgI, and steady precipitation at the
ground to minimize evaporation of the seeded
precipitation.

On March 31, 1972, at 1600 PST, an oc-
cluded front was west of the Olympic
Peninsula (Figure 1). Rain in advance of
this storm began on the northwest coast
before noon and continued into the evening.
Continuous rain at 0.01-0.02 in./10 min was
occurring at both Quillayute and Forks, be-
fore, during, and well after the experiment
(Figure 2).

The assigned position of the aircraft for
the tracer release was based on Quillayute
radiosonde data taken at 1500 PST (Figure 3).
This position was picked such that the ini-
tial deposition was expected to occur at or
near Forks, WA (Figure 4). A mean wind was
computed for the 12,000 ft layer and an esti-
mated average precipitation fall velocity

of ~2.0 m/sec throughout the layer was used.
The position for aircraft tracer release was
then calculated.

At 1635 PST, the University of Washington
B-23 airplane ignited flares releasing 1200 g
of Agl and 500 g of In at 12,000 ft (MSL)
for 14 min over a triangular track at an
atmospheric temperature of -6.6°C in the
prefrontal clouds (Figure 4).

The result of the seeding was the develop-
ment of a "hole-in-the-cloud” with observabie
ice fall occurring as the hole was forming.®
Various solar optical phenomena were reported,
i.e., a Tower tangent arc. Visual observa-
tions and a foil sample taken by the air-
craft after tracer release indicated that
ice crystals were in the seeded area.

The airplane made several position meas-
urements within the hole and was able to
determine the drift of the hole to be from
204° true. This drift direction was as-
sumed to be the release level wind direction
and helped determine the expected arrival
position of the tracers on the ground.

The next radiosonde data after the re-
lease at 1653 PST (Figure 5) were not avail-
able until nearly 1700 PST. This sounding
showed a shift in the wind from 240° to 260°
had occurred at the release height of

12,000 ft since the 1500 PST sounding. This

08 .
L
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E (‘16
0 ‘1\
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A
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-
MARCH 31, 1972
1600 PST is
L SURFACE ANALY
FIGURE 1. Surface Analysis for March 31, 1972, 1600 PST
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wind shift could have altered the ground
deposition pattern considerably from that
predicted.

ANALYSIS

To determine the ground deposition pat-
tern, 221 rain samplers were set out along
roads on the Olympic Peninsula. Water sam-
ples from 85 of these have been analyzed for
indium using neutron activation techniques.

The neutreon activation analysis revealed
the presence of indium in samplers west of
Forks, WA. Samples which contained signifi-
cant indium were then reanalyzed for silver.
Preliminary analysis for silver showed
greatly reduced amounts compared to indium
(Table 1) considering equal amounts of the
two tracers were released. It may be signi-
ficant that Ag above background (>1.0 ng?
does appear in areas of positive indium dep-
osition. Additional analysis is required to
determine the deposition pattern for Ag.

The estimated deposition pattern based on
the indium analysis is shown in Figure 6.
Approximately 12% of the indium released was
accounted for. It is quite possible that
more was deposited; we cannot tell how much
because the deposition pattern extended to
the north where there were no samplers. Two
samples in the area of deposition have been
removed from the analysis because of inad-
vertent duplication of the sample numbers.
At this time it appears that the removal of
these two samples will not affect the basic
deposition pattern as shown.

CONCLUSTONS

The pattern based on these analyses
shows:

1. A non-nucleating tracer, indium, injected
simultaneously with a nucleating agent,
Agl, into a supercooled area of a cloud
was removed by precipitation in sufficient

TABLE 1. Samples with >1 ng of In

Sample # Ng (In)
67 15.9 = 0.5 2
68 2.6 + 0.4 1
69 23.3 = 1
70 4.0 1
71 10.2 = 1
72 10.8 ¢ 1
73 9.4 +
74 2.1 £ 0.2
81 3.3 = 0.
82 26.2 *
83 2.6
84 6.8
85 4.2
87 33.8
88 16.5 + 6.0
90) <0.8 0.
413 1.18+ 0.69

1.
1.

Ng (2g) Wt (grams)
.63 + 0.63 173
.12 + 0.48 206
.31 + 0.50 221
.62 + 0.04 213
.92 + 0.47 188
.42 + 0.54 159
76 + 0.41 242
04 + 0.63 266
NA 162
" 124
" 146
" 131
" 148
" 129
“ 114
61 + 0.35 140
MA

a.This sample is an example of general background.

NA - not analyzed for AG
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quantities to be detected at the ground.
Approximately 12% of the amount released
has been accounted for.

2. Targeting of the precipitation as indi-
cated by the tracer analysis did not occur
in the Forks area, but further to the
west. This result indicates the contin-
uing need for an expanded sampling system
to cover the variability in the winds
associated with frontal storms.
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IN-FLIGHT ATRCRAFT EXHAUST AND TRACER

SIZE DISTRIBUTION MEASUREMENTS

B. C. Scott and N. S. Laulainen

Preliminary results are presented from an experiment designed to

determine the size distribution and the nucleation ability of an euro-

pium tracer.

with diameters <0.04 um were produced.

Large concentrations (2 x 10% cm™3) of tracer aerosol

Whereas previous experiments

had identified no tracer particles with dimensions >0.1 um, this

experiment identified significant numbers.

europium appeared to act as a CCN.

INTRODUCTION

A multi-tracer release of aerosol parti-
cles into a precipitating cloud system is
an attractive way to compare the effective-
ness of a variety of pollutant attachment

A small fraction of the

and removal mechanisms. However, the at-
tachment of tracer aerosols to cloud water
depends strongly on the size distribution
and solubility of the aerosol. For example,
a soluable aerosol such as ammonium sulfate
can be activated as a condensation nuclei



at typical cloud supersaturations, if its
dimensions exceed some critical value
(generally 0.01 to 0.1 uym). Less soluble
tracers can also be effectively incorporated
into the cloud drops through capture mecha-
nisms such as Brownian and turbulent diffu-
sion, phoretic transport, and impaction.

In contrast to the nucleation events where
attachment rates to cloud water are essen-
tially infinite, the attachment rates for
less soluble particles are highly size de-
pendent and range from 0.01% h~! for phoretic
attachment to about 100% h~! for inertial
jmpaction.! Thus, for an in-cloud tracer
release experiment to provide information
about attachment and removal of natural pol-
lutants, it is absolutely essential that the
size distribution and microphysical charac-
teristics of the tracer be known. This re-
port describes our first attempt to charac-
terize one tracer thought to be well suited
for in-cloud scavenging experiments.

THE EXPERIMENT

The experiment was performed with two
airplanes flying in tandem; the lead air-
plane flying about 100 m ahead of the
trailing airplane and simulating a normal
tracer release by burning the tracer from
Brad Patton aerosol generators. The tracer
examined was europium, an insoluble material,
thought to be in its pure form, an ineffec-
tive condensation nucleus. Previous releases
of tracer materials with these aerosol gen-
erators had produced aerosols distributed
over dimensions less than 0.1 un.2 The
trailing aircraft was equiped with a Whitby
electrical aerosol analyzer and a Royco op-
tical particle counter for measuring aerosol
size distribution, an integrating nephelom-
eter for indication of particles greater
than 0.1 um in diameter, a TECO model 14
analyzer for indication of and monitoring
of the lead aircraft's exhaust (NO/NO_),
and a device for continuous cloud confensa-
tion nuclei (CCN) measurements.?® Filter
samples were also obtained to verify that
the aerosol measured was indeed the tracer
released by the lead aircraft.

RESULTS

Figure 1 summarizes the raw, non-normal-
ized aerosol size distributions obtained in
the ambient atmosphere (26 samples), in the
environment containing aircraft exhaust
{10 samples), and in the environment con-
taining both aircraft exhaust and tracer
material {5 samples).

Figure 2 illustrates the aerosol size
distributions after each curve was normalized
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so that the aerosol concentrations are
equivalent at 0.075 um. As seen in Fig-

ure 1, the 0.075 um size is the first size
interval where aerosol concentrations are
essentially identical regardless of what

was being measured; i.e., tracer, exhaust,
or ambient air. In addition, the selection
of 0.075 um as a normalization size produces
very close correspondence between aerosol
concentrations of exhaust and ambient air
for sizes > 0.075 um, despite the use of the
Whitby instrument to obtain concentrations
for sizes < 0.23 ym while the Royco was used
for larger aerosol sizes. The error bars
illustrate the variability of the concen-
trations and represent one standard
deviation.

Nuclepore filters (pore size 0.2 um) were
exposed during the ambient, exhaust and ex-
haust plus tracer phases of the experiment.
Because of the small pore size, flow rates
were typicalily low--around 0.4 cfm; conse-
quertly few particles were actually found
on the fiiters. For this reason, only pre-
Timinary analysis of the particles was
attempted.

An example of scanning electron micro-
scope micrograph is shown in Figure 3a and
micrographs of increased magnification of
selected areas of Figure 3a are shown in
Figures 2b and 3c¢. Two distinct types of
particles are seen in the micrographs; one
type is nearly spherical while the other
type s irregular. Occassionaliy, some of
the irrecularly shaped particles appear as
conglomerates of smaller spherical particles.
Tt had been hoped that enough particles
would be founc on the filters so that inde-
pendent size information could be obtained,
but with so few particles such attempt was
considered futile.

However, one particle of each type was
further examined by X-ray fluorescence. The
results of this analysis are shown in Fig-
ures da throunh 4c¢, where the elemental
spectra of the irreqular particle, the spher-
ical particle and a blank area of the filter
are shown, respectively. The irregular par-
ticle appears to be of crustal origin because
of the large peaks due to silicon and iron
in its spectrum. The spherical particle is
clearly the tracer, Eu. It is also noted
that the tracer particle is around 0.7 um
in size. The spectrum of the blank area
indicates the presence of zinc as a contam-
inant, either as a result of handling or
present in the filter material itself. It
should also be pointed out that carbonaceous
particles, which one might expect from the
exhaust, cannot be seen by this fluorescence
technique.
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DISCUSSION

The Whitby aerosol analyzer works by
applying a given voltage, and then capturing
charged particles on an absolute filter and
measuring the resultant current. Particle
size distributions are then obtained by
taking the differences between the currents
obtained at different voltages. For typical
aerosol concentrations in the boundary layer,
the largest measured currents are on the
order of 0.1 pA. However, to reduce the

influence of background particle concentra-
tions, the experiment was performed at an
altitude of approximately 3.4 km. At this
altitude, the largest measured currents due
to ambient aerosol were on the order of

0.01 pA. Instrument error and noise are on
the order of 0.001 pA. Thus, subtraction of
current values in two successive size inter-
vals at these low current readings could
potentially produce differences near the
noise level of the instrument. However, for
the tracer and the exhaust samples, the
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trations Normalized to be Equal at 0.075 um.

{
uncertainty in aerosol concentrations pro-
duced by instrument noise are, for all Whitby
size intervals, Tess than the natural vari-
ation (i.e., one standard deviation) of the
particle concentrations produced as the air-
craft moved in and out of the exhaust or
tracer plume. Therefore, we can say with a
large degree of confidence that the differ-
ences in the three curves of Figure 2 are
the result of measuring three distinctly
different aerosol populations.

The exhaust from the lead airplane pro-
duced aerosols with concentrations in excess
of ambient aerosols for sizes less than
0.04 ym. Large concentrations {2x10% cm=3)
of small tracer particles were produced with
concentrations exceeding those of the exhaust
aerosol at similar sizes by factors of 2 to
5. No information could be obtained about
the size distribution of tracer particles
with dimensions between 0.04 um and 0.36 um
because the tiacer concentrations decreased
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(b) (c)

Neg 77A047-1

FIGURE 3. Electron Microscope Micrographs of Tracer/Exhaust
Filter Sample:
a) Magnification at 2400X showing soil and tracer particles,
b) Magnification at 8000X of tracer particle, diameter

0.7 um,
¢) Magnification at 8000X of soil particle, diameter ~1 um.
Pore size of nuclepore filter is 0.2 um.
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FIGURE 4. X-ray Fluorescence Spectra of

Tracer and Soil Particles of Figure 3:

a) Soil particle showing large peaks for
silicon and iron and small peaks for Al,
Ca, and K,

b) Tracer particle showing large peaks for
europium,

c) Filter blank with an indication of zinc
contamination.

to below that of the ambient aerosol. Unex-
pected results, however, were the generation
of large tracer particles with dimensions
greater than 0.36 um.

Observations of the generator burners
during the flight indicate that one burner
was not atomizing the tracer solution cor-
rectly. Additionally, in those burners
appearing to fire correctly, some tracer
material was observed to bubble and fizzle
in a slag heap at the bottom of the burners
and to occasionally fall away in big chunks.
It is quite likely that some or all of the
tracer particles greater than 0.36 um were
produced from these malfunctioning burners.
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These findings are further substantiated
from the filter analysis, where at least some
of the large particles are composed of tracer
material. Since X-ray fluorescence analysis
of particles smaller than 0.1 um is not pos-
sible, the elemental composition of these
smaller particles can only be conjectured.

Preliminary results from the CCN measure-
ments suggest that CCN concentrations in-
creased by a factor of three during the
tracer burn. By assuming that all of the
big (> 0.36 um) tracer particles acted as
CCN, we would account for only about 10% of
the CCN increase. Thus, if the CCN measure-
ments prove to be reliable after further re-
duction, they imply that a small fraction of
the tracer aerosol with dimensions < 0.36 um
behaves as CCN.

CONCLUSIONS

This single experiment was not expected
to conclusively define the size distribution
and the CCN characteristics of the tracer
material. Clearly, the experiment must be
repeated several times to verify the meas-
urements. Rather, this experiment should be
considered as a prototype to test the feasi-
bility of tracer characterization with air-
craft sampling. The major difficulty with
the tandem aircraft approach was remaining
in the tracer plume long enough to obtain a
relatively undiluted sample where aerosol
concentrations were significantly above back-
ground concentrations. Experiments for the
future are designed to overcome this diffi-
culty by using a single aircraft. The tracer
generators will be located below the fuselage
in the main part of the aircraft and the
tracer material will be sampled through a
probe located in the aircraft tail.

In the coming year, we will continue our
efforts to characterize our tracer materials
in terms of size distribution and microphysi-
cal properties. In addition, we will attempt
to develop techniques for changing the size
distribution and microphysical characteris-
tics of the tracer materials. By being able
to generate, at will, tracers with various
microphysical properties, we will develop a
powerful tool for examining, first hand, the
scavenging ability of clouds.
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A MICROPHYSICAL MODEL OF SCAVENGING

B. C. Scott

Results are presented from case studies designed to examine the
importance of particle configuration in determinina the rate of growth
and the scavenging ability of ice particles. The scavenaing effective-
ness of precipitation particles is 7inked to their ahbility tc accrete
pollution containing cloud water. Planar and columnhar ice crystals are
found to grow by deposition for several minutes before they begin to
accrete cloud water.
9-10 min.

accrete cloud water almost immediately after their formation and are

Conversion to spherical graupel takes an additional
By contrast, initially spherical ice particles are able to

thus predicted to be the more effective scavengers.

INTRODUCTION

Understanding the details of incloud
microphysics is important in describing the
removal of pollutants by precipitation.
Determination of the time available for pol-
lutant to be incorporated into the cloud
water and determination of how much of the
cloud water contributes to precipitation at
the surface are essential for describing the
chain of events that lead to pollutant dep-
osition at the ground. Numerical modeling
is necessary for achieving these goals. The
model described here is the first stepn in

the development of a detailed microphysical,
Eulerian model, where the effects of sedi-
mentation, turbulence, and pollutant deple-
tion can be combined with the growth, col-
lection, and fallout of hydrometeors. A
model with these features will be valuable
in determining experimental design and in-
terpreting field data.

The completed model will incorporate a
variety of attachment mechanisms including
Brownian diffusion, phoretic processes,
impaction, nucleation and ad(de)sorption.
The model will enable investigation of the



attachment of a gas or a polydispersed aero-
sol to a polydispersed spectrum of cloud
particles which may be either water or ice.
The model will also compute cloud supersat-
uration which will determine if the cloud
particles are evaporating or growing, and
hence, may have a significant influence on
the dominant attachment mechanism. The ice
phase will be incorporated into the model

if preliminary modeling and field studies
Justify its importance as an effective scav-
enger. The tiny cloud droplets and ice par-
ticles in the model (which will develop on
specified size distributions of CCN) will

be allowed to evolve into precipitation
through condensational (depositional) growth,
coalescence, riming, and aggregation.

MODEL DESCRIPTION

At this stage of development, the model
is a kinematic, Lagrangian model in which a
single air parcel rises with constant velo-
city in a moist adiabatic environment. The
parcel does not entrain surrounding environ-
mental air and dees not interact with parcels
above or below through turbulent eddy fluxes.
The initial cloud droplet spectrum is speci-
fied, is polydisperse, and is allowed to
evolve with time through condensation only.
The parcel is assumed to be imbedded within
an existing cloud at an initial temperature
of -9°C. The cloud supersaturation is com-
puted and determines the depositional growth
rates of the ice and water particles.

To determine which cloud particle type
grows more rapidly (and hence effectively
converts the greatest amount of pollutant
containing cloud water into precipitation)
several tests were made in which an initial
“precipitation" particle was assumed to have
different shapes and phases. Because of the
myriad of ice particle shapes that can nat-
urally occur in clouds, the selection of a
representative ice particle shape is some-
what arbitrary. Generally the cloud temper-
ature during the depositional growth phase
determines the basic crystal shape (i.e.,
whether the crystal is planar or columnar)
while cloud supersaturation and riming serve
to decorate the crystal. Here, however, we
assume a particular crystal shape regardless
of temperature and supersaturation and ex-
amine the growth of that ice particle in an
environment which is the same for each shape
selected.

As the ice particles rime and become more
irregular in shape, it is necessary to spec-
ify the particle dimensions so that proper
fall velocities, capacitance values, and
cross-sectional capture areas are known.
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The procedure outlined by Scott! is used to
determine these values. Essentially, this
procedure assumes that the length of the
major axis is determined only by the deposi-
tional mass of the ice particie. The length
of the minor axis is then allowed to slowly
increase during riming until it equals the
major axis length (i.e., the particle be-
comes spherical) when the riming mass equals
seven times the depositional mass.

RESULTS

The results presented here are preliminary
results from case studies designed to examine
the significance of the shape and phase of
individual water particles in determining
the rate of growth to precipitation sized
particles. The process is truely stochastic
in nature, but because of the uncertainties
involved in the dimensions and the collection
efficiencies of the particles, the "continu-
ous" growth mode due to capture has been
assumed. The particular process being con-
sidered is the accretion or riming process.
Here larger precipitation sized particles
falling relative to the tiny cloud droplets
(which may contain Targe amounts of pollu-
tants) collide with and capture these small
cloud droplets and ultimately transport
them to the ground. Later studies will de-
termine the amount of pollutant in these
cloud droplets and will enable a more exact
determination of scavenging ability.

Figure 1 illustrates the change in drop-
let size distribution produced by condensa-
tion in the ascending air parcel. The ini-
tial droplet size distribution has maritime
Characteristics and is bimodal with concen-
tration peaks near 4.0 and 32.0 um in diam-
eter. The final size distribution, produced
after about 12 min of ascent at 1.5m/sec,
has a single mode at a diameter of 40 .m.
During this vertical rise, the liquid water
content associated with the cloud droplets
has increased from 1.0 g m~3 to 1.6 g m™3.
For the case illustrated here, riming col-
umns with a concentration of 1 2-! have re-
duced the droplet concentration from 70 cm~3
to 68 cm~3.

The final droplet spectrum shown in Fig-
ure 1 is typical of a droplet population
growing by condensation alone. If entrain-
ment of air from outside the cloud had been
included, the final droplet spectrum would
have been broadened toward the smaller sizes.
If coalescence, vertical mixing, and sedi-
mentation had been considered, the final
spectrum would have had an increased concen-
tration of larger droplets.
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Figure 2 illustrates the mass growth
rates of ice particles with initially iden-
tical masses, but with three different ini-
tial configurations. The character a drawn
on the curves for the planar and columnar
crystals indicates when the crystals have
grown large enough by deposition to begin
to accrete cloud droplets (riming).

As shown in Figure 2, the column crystals
must grow by deposition for about 2 min be-
fore they begin to rime while the plate-like
crystals must grow for 5 min before riming
commences. Once both crystals are simulta-
neously riming, they accrete droplet mass
at the same rate enabling the ratio of col-
umn mass to plate mass to remain nearly con-
stant at 1.6. The plate and column crystals
rime to spherical shapes (graupel) within
2 min of each other after about 13 min of
growth. The initially spherical ice parti-
cles are, however, the more efficient rimers,
and are able to accrete cloud water earlier
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FIGURE 2. Ice Particle Mass as a Function
of Time for {——-—) Plates; (
Columns; and (~=-—-- ) Spherical Particles.

and more rapidly than either crystalline
particle. These spherical ice particles
(assumed to be initially frozen droplets)
behave similarly to liquid droplets and be-
gin to accrete cloud water almost immediately
after their formation. Indeed, after 7 min
of growth, each spherical particle has ac-
creted nearly 10 times the mass accreted by
either a riming plate or column.

The primary difference between an ice
phase and a liquid phase spherical particle
is the rate of depositional (condensational)
mass growth. Because of the difference in
vapor pressure over water and ice, the dep-
ositional mass growth rate of the spherical
jce particle is enhanced nearly a factor of



100 over that of the Tiquid drop. Thus,
within 2 min, the spherical ice particle
has grown from its initial diameter of 8 um
to about 95 um and is beginning to accrete
substantial amounts of cloud droplets. By
contrast, a liquid droplet takes roughly

10 min to grow to the same 95 um dimension
under similar environmental conditions.?

CONCLUSIONS

These results are important for two
reasons. First, they demonstrate that ice
particle shape must be considered when con-
sidering growth of ice particles in natural
clouds; and secondly, they help to identify
the time scales available for different at-
tachment mechanisms. An ice particle grow-
ing by deposition alone is likely to acquire
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aerosol pollutant mass primarily by Brownian
diffusion and inertial capture. An ice
particle growing primarily by accretion of
cloud water can acquire additional Targe
amounts of pollutants, both soluble and in-
soluble, contained within the cloud water.
That is, riming should significantly enhance
the apparent scavenging ability of ice par-
ticles. The results indicate that under
typical cloud conditions and within 5 min

of nucleation, most ice particles should
begin to rime. The initially spherical
particles will be the favored scavengers.
However, within 15 min of ice nucleation,
and in a relatively moist cloud {1 g m~3 of
Tiquid water) all ice particles should have
rimed to quasi-spherical or irregular shapes.
Further studies will determine the signifi-
cance of drop size distribution and liquid
water content on these conclusions.
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PRECIPITATION SCAVENGING OF TRITIATED WATER VAPOR:

A CONTROLLED-RELEASE FIELD EXPERIMENT

M. Terry Dana, M. A. Wolf, N. A. Wogman

A precipitation scavenging field experiment, using tritiated water

vapor as the tracer, was conducted on the Hanford diffusion grid.

The

release mechanism was designed to promote thorough evaporation and

mixing of the vapor before introduction into the humid ambient air.

Concentration-results compare favorably with estimates made from revers-

ible gas scavenging theory.

Radioactive gaseous emissions from nuclear
facilities have been the subjects of consid-
erable research in assessment of environ-
mental effects and development of control
technologies. Increasing concern is being

expressed over the effects of release of
85Kr, 1311, and the compounds of tritium
(3H); this is due to the general prolifer-
ation of fission power plants, but it is
also due to the proposed expansion of fuel



reporcessing activities, and the projected
use of controlled thermonuclear reactors
(CTR) for power production. Current CTR de-
signs promise that large amounts of tritium
will be available for release under accident
conditions, and that regular emissions will
be somewhat greater than those from existing
fission plants.!

The precipitation scavenging properties
of tritium have been treated in detail the-
oretically? and the consequences of regular
release and accident situations assessed.!
There remains, however, a paucity of field
experimental data on below-cloud scavenging
of tritium. The only available data concerns
long-range scavenging of tritium from bomb
test debris.?

A model program of controlled-release
field experiments was instituted as one task
of the Precipitation Scavenging program.
This effort is an attempt to acquire some
experimental data which will be useful in
testing the validity of gas scavenging
theories.

The tritium compound chosen for the ini-
tial experiments was tritiated water vapor
(HT0). Tritium is expected to be primarily
in this form in the atmosphere, particularly
during rainy conditions.! The experimental
design--details of which will be described
in a forthcoming publication“--involves the
release of a controlled amount of HTO (about
0.5 Ci mixed with a few ms of H,0) from the
Hanford Meteorology Tower, and collection
of precipitation on downwind sampling arcs
of the existing diffusion grid. Samples
collected cross-plume at two distances down-
wind are subjected to standard radiation
counting techniques; the resulting concen-
trations and deposition patterns then may be
interpreted in terms of scavenging rates and
compared with theoretical estimates.

Since HTO behaves similar to H,0 chemi-
cally, the release must be done such that
the tracer is completely vaporized on re-
lease, and subject to sufficient diffusion
so that condensation does not occur immedi-
ately. This is accomplished by injecting
the liquid at a slow rate (about 0.2 mg/min)
from a syringe into the air stream from an
electric heat gun. The air stream is con-
fined to a 2.5 cm diameter plastic tube Tong
enough that the injected water becomes thor-
oughly mixed and evaporated in the hot dry
air stream prior to release to the humid
ambient atmosphere.

The one experiment conducted to date,
called HTO-1, was held on April 8, 1976,
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during a period of light prefrontal rain.

Meteorological and source data are listed

in Table 1, and concentration results, ex-
pressed in pCi/cm® (adjusted to the volume
of rain collected during the release) are

listed in Table 2.

Theoretical estimates for the run condi-
tions were calculated using the EPAEC gas
scavenging model described elsewhere,2>5 A
bivariate normal plume model was employed
in the model, with plume parameters derived
from the wind record for the source height.
Standard deviations of plume spread were
assumed to be the product of sampling dis-
tance and the standard deviations of wind
angles. The experimental results compared
favorably with the two reversible scavenging
limiting cases shown in Table 2. While the
actual concentrations are closest to the
“stagnant drop" case (Timited liquid phase
mixing), the difference between the two
cases is comparable to uncertainties arising
from the use of idealized plume and rain-
drop size spectrum parameters, so no con-
clusions can be drawn about the preferability
of one case or the other. Calculations based
on irreversible scavenging, or perfect sol-
ubility of HTO in H,0, led to concentration
estimates much larger than those observed,
however.

TABLE 1. Experimental Data, Run HTO-1

HTO Release Rate Q 3.3 x 10=% Ci/sec

HTO Release Height h 60 m
Mean Wind Ve1ocity(@
Predominant Wind
Direction(d
Downwing Sampling
Distances x

5.4 m/sec
281 degrees
400,800 m

Standard Devaation of
Wind Anglesid

Elevational o(b) 0.035 radian

¢
Azimutal g 0.140 radian
Ambient Temperature@)T 1
Rainfall Rate J 0.6 mm/hr

a.At release height
b.Estimated
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TABLE 2. Observed Concentration Results
and EPAEC Model Estimates, Run HTO-1

HTO Concentration, pCi/cm?

Observed(P) Theoretical
Sampling Distance x, Sample Position,(a) Gas Phase Stagnant
m degrees Ne(e)  p(d) Controlled _ Drop
400 82 0 18 8.6
90 41.8 79 38
98 77.0 80.0 130 68
106 67.4 79 38
114 1.7 0.8 18 8.6
122 0 0 0
800 82 0 16 8.5
88 .8 22 10
94 25.1 50 23
100 27.5 31.3 67 33
106 24.9 50 23
12 2.9 3.7 22 10
118 0 16 8.5

a. Bearing from source point, relative to true north
b. Corrected to volume of rain collected during HTQ release and background of
0.3 ci/cm?
c. Nonfreezing collector
d. Freezing collector (collector bottle packed in dry ice). -
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SUBMICRON AEROSOL WASHOUT EXPERIMENT: PROGRESS SUMMARY(a)

N. S. Laulainen

Progress of an experiment designed to measure submicron aerosol
precipitation scavenging rates by monitoring changes in the particle
size distribution of ambient atmospheric aerosols as a function of time

during a precipitation event is summarized.

Inspection of some prelimi-

nary data collected during the winter season at the Hanford Meteorological
Station indicates that such an experiment is feasible.

INTRODUCT ION

This report describes an experiment to
study precipitation scavenging of submicron
aerosol in the atmosphere and summarizes
efforts to date to carry out this experiment.
The experiment attempts to infer scavenging
rates from changes in the ambient aerosol
size distribution during precipitation epi-
sodes. Preliminary discussions of this type
of experiment have appeared elsewhere.ls2

Efforts so far have been largely devoted
to experimental setup, testing several sam-
pling and analysis procedures and examining
weather records for frequency of favorable
precipitation events. Continuation of this
effort is planned for the winter season
1976-77, contingent upon favorable weather
conditions.

The key experimental features of the
experiments discussed in this report are:

1. Quantitative estimates of true scavenging
are made by direct use of the continuity
equation.

2. Improved submicron aerosol scavenging
estimates are determined by measurement
of primary (dry) and secondary (wet)
particle sizes and application of existing
scavenging theory.

3. Practical methods for estimating scav-
enging of submicron aerosol from the at-
mosphere should be a direct result of
this study.

a. A more complete version of this report
appears as BNWL-2176.

The simplest example of an experiment
based on the continuity equation is the case
of a stationary air mass with no sources ex-
ternal to the sampled volume and no net
introduction of particles by transport.
Stagnant air parcels, such as those found in
basins, may represent an example of such a
condition. Prefrontal overrun, although
bringing in new upper-level air, is not mixed
with the trapped parcel. Precipitation can
descend through the test parcel without being
diluted or altered except by scavenging.
Situations simular to those described occur
frequently in the Columbia Basin area of
Central Washington during the winter months.3

Only a few below-cloud scavenging experi-
ments have been conducted on ambient atmos-
pheric aerosol. Radke et al.* sampled the
particle size distribution in a plume down-
wind from a Kraft-process paper mill before
and after a rain shower. Scavenging effi-
ciencies as a function of particle size
were inferred from differences in the two
size distributions, along with measurements
of the raindrop distribution. Graedel and
Franey2>> have carried out experiments sim-
ilar to those discussed in this paper, to
infer scavenging rates during both rain and
snow events. Their results indicate, how-
ever, that air mass or source changes may
have contaminated some of their data.
Willeke et al.® also have reported changes
in measured aerosol size distributions
during precipitation events which they at-
tribute to scavenging.

EXPERIMENTAL SETUP

A versatile sampling system capable of
meeting the requirements imposed by the
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scavenging experiment outlined above has

been assembled and installed in the
Battelle/Atmospheric Sciences motor labora-
tory. The motor laboratory gives the ex-
periment mobility; an optimum sampling Toca-
tion can be chosen without having to provide
external electrical power to run the sampling
instrumentation since an onboard generator

is available. Moreover, it provides shelter
for the equipment as well as personnel,

Sampling Line. A schematic diagram of
the sampling manifold is shown in Figure 1.
The practical feature of this manifold is
the all-glass segmented construction; sam-
pling port configurations may be easily mod-
ified by replacing a 3 ft section with the
desired section. Provision for monitoring
temperature and relative humidity in the
sample stream is also possible. Air is con-
tinuously drawn through the sampling line
by a Dayton Air Pump, nominally rated at
160 cfm.

Aerosol Samplers. Complete characteriza-
tion of the ambient aerosol requires exten-
sive particle sampling using a variety of
samplers or sampling techniques, depending
on the type of information about the parti-
cles desired. In this study, information on
the time evolution of the aerosol size spec-
trum, as well as knowledge about that aerosol
component which is active through condensa-
tional growth are of particular interest.

To monitor aerosol concentrations in various
size classes, the instrumentation Tisted in
Table 1 has been chosen. With the exception
of the scanning electron microscope, which
will be discussed separately, data collected

by these instruments allows more or less
real-time analyses of the particle spectra.

AEROSOL CHARACTERIZATION STUDIES

Aerosol characterization studies were
carried out while assembling and testing the
sampling system. The days during which both
Whitby and Royco aerosol size distribution
data were taken are summarized in Table 2.

A11 air samples, except those taken in
March 1976, were taken in the vicinity of
the 622 R Meteorology Building. Effects of
Tocal vehicular traffic were easily seen on
chart recordings of the CN-count. Samples
were taken only when the CN-count was near
its background Tevel. The March samples
were obtained near the 122 m meteorology
tower, 500 m east of the weather station.
Effects of local traffic were minimized to
some extent, although on 12 March, the sam-
pling site was occasionally downwind of a
smoke stack located in the 200-West area.

As can be seen in Table 2, a wide range
of meteorological conditions were encountered
during the sampling period. Aerosol loading
and the character of the particle size dis-
tribution were also quite variable during
this same period, as indicated in columns 6
and 7, where dN/dTogD is the number size
distribution evaluated at a particle diam-
eter Dp=1 um and g' is the exponent of a
power law fit to the data in the region
0.4 um to 5 um of the form:

A

SAMPLING PORTS

dN . Sk
dlogD Dp (1)
. U-SECTION
SECTION JOINT
ROOF
L-SECTION

__— TRAP AND STOP COCK

\\\\\T-SECT!ONlINSERTT,RH PROBE)

WORK BENCH

1 FLOOR
/

|

EXHAUST
Neg 75182-1
FIGURE T.

Schematic Diagram of Sampling System,

InstalTed in Battelle Motor Laboratory
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TABLE 1. Particle Measurement Instrumentation

Type Particle Size Response or Comment
Range . Sampling
{pm) Time. (min)
CE Condensation . ?O.Ql <0.1 -
Nucleus Counter
(Optical)
Whitby Electrostatic 0.01-0.5 1-2

9 useful size channels
Aerosol Analyzer

Royco Model 220 0.5-5.0 - ’ ~1 12 or 13 useful size
Optical Particle _channels plus total
Analyzer
Integrating Nephelo- 0.01-1.0 <0.1 Total light scatter in
meter (MRI) 0.1 to 1.0 um range

. Scanning Electron >0.1 10-60 Nuclepore filter‘samples

Microscope (SEM)

TABLE 2. Summary of Sampling Times, Aerosol
Characteristic and Meteorological Conditions

Date Time Interval No. of Rii-Range  T-Range dN/dlonglum

Da Mo Yr (PST) Samples (%) (°F) (#/cm3) 8' Comments

17-12-75 0953 -~ 1410 3 80 - 60 29 - 37 4.5 - 3.5 2.4 - 2.2 Clear to scattered

18- 0844 - 1440 4 92 - 68 22 - 35 4.5 - 3.5 2.7 - 2.4 Clear

19- 0837 - 0849 2 99 20 2.0 3.7 Fog

22~ 0838 -~ 1252, 3 94 ~ 80 29 - 35 6.0 3.3 Fog, overcast

23- 0913 ~ 1300 5 88 ~ 92 30 - 32 4.0 4.1 Snowing, fog

29~ 1116 - 1409 5 92 - 86 92 - 66 ~10 ~3 Overcast

30~ 1129 -~ 1300 2 46 - 36 43 - 46 1.7 - 1.2 1.9 - 1.8 Very clean air, windy,
' broken

31-12-75 0922 - 1250 2 62 - 52 38 ~ 40 0.4 1.7 - 1.4 Overcast, XFR 0300

05-01-76 1000 - 1005 1 86 32 1.4 3.1 Overcast

07- 1431 - 1436 1 99 3l 2.0 3.5 Snowing

08- 0821 - 1340 3 99 - 92 27 - 32 0.4 - 0.8 3.1 Fog to, clear

09~ 0935 ~ 1316 4 98 - 67 21 - 39 0.5 ~ 1.0 3.3 - 1.3 Light ground fog, clear

12- 1116 -~ 1342 2 60 ~ 47 41 - 45 3.5 ~ 1.6 2.5 - 1.9 Clear

13- 0856 - 1433 3 85 - 66 30 - 34 0.9 2.1 Overcast

14-01-76 0831 - 1458 5 96 28 - 36 0.8 --2.0 2.8 Overcast, fog

15-01-76 1106 -~ 1111 1 70 40 0.2 2.7 Overcast

16—~ 1328 - 1455 3* 72 50 2.0 3.1 Clear

19~ 0855 - 1120 gx 92 - 75 26 - 36 1.0 - 0.9 2.8 - 2.3 High, broken

20~ 0841 - 1307 3* 92 - 64 80 - 39 4.0 - 1.6 3.1 Clear to scattered

21- . 0850 - 1349 7* 99 - 98 29 ~ 30 8.0 - 5.0 3.3 - 3.5 Fog, freezing drizzle

22~ 1007 - 1253 2 99-94 29- 30 4.5 3.7 Fog, overcast

23- 1055 - 1100 1 82 33 1.7 3.7 Clear

26-~01-76 1355 - 1410 2 98 ~ 97 29 ~4 ~3.8 Fog

02-02-76 1006 - 1330 3 95 - 89 32 - 33 1.6 4.4 . Overcast, calm

03~ 0837 - 14319 3 80 - 58 31 - 40 0.6 - 1.9 3.8 - 2.0 Snowing lightly, pm, KFB

1555

05- 0911 -~ 1442 3 72 - 22 24 - 32 ~1 ~l.8 - 2.7 Clear

06-02-76 0941 - 0946 1 59 27 2 2.3 Clear

08-03-76 0857 - 0902 1 78 36 4 2.5 . lligh, scattered

09~ 1055 ~ 1523 2 52 - S8 54 - 64 3.5 -~ 0.7 2.7 - 2.2 High, overcast

11~ 0829 - 1453 3 48 - 20 43 - %0 1.8 - 2.0 2.0 - 0.6 Blowing dust, pm, clear

12- 0840 - 1404 6 68 - 43 29 - 50 ~3.0 ~l.5 Overcast, KFR 1820

*gxplained in text.




Scanning Electron Microscope Analysis of
Filter SampTes

Several experiments were conducted to
determine the best means of collecting the
particle samples. One of the goals of the
direct collection approach was to achieve
at least some particle size separation on
the filters so that giant particles or drop-
lets (size > 5 um) could be distinguished
from submicron particles. Another goal was
to select a method which allowed a sample
to be obtained in 10-60 min.

0f the several methods tested, a multi-
stage Nuclepore filter assembly with filters
of decreasing pore size was finally chosen.
Several tests were conducted under different
meteorological conditions and with different
combinations of pore sizes, number of filter
stages, and filter types. Filter samples
were then analyzed with a scanning electron
microscope. An exposure taken under dry and
dusty conditions, on 26 April 1976, using a
three stage assembly of 5.0 um, 0.8 and
0.2 um Nuclepore filters and a sampling time
of 60 min, is shown in Figure 2. There ap-
pears to be a general tendency for particles
smaller than ~1 um to be roughly spherical
while those Tlarger than ~1 um to be irregu-
larly shaped.

The idea of using nuclepore filters as
crude particle size classifiers is not
unique. Spurny et al.,” investigated par-
ticle discrimination by three identical fil-
ters of pore size 2 um in series, each filter
operating at a different face velocity, and
found that a nearly monodisperse component
can be extracted from a polydisperse aerosol
stream. They have also found that any sort
of particle detector sampling the aerosol
stream before and after passage through a
single filter at a given face velocity, can
indicate the size distribution.

During the preliminary tests, there were
a few precipitation episodes which may have
been suitable to conduct a scavenging experi-
ment; these events occurred before the entire
sampling system was completed. The data on
some of these occurances give some qualita-
tive indication that the technique could
yield scavenging rates. On 25 December 1975,
precipitation occurred in the form of a
light snow (3.1 in. total over an 11 hr
period beginning at 0600). Winds were out
of the NW at 5 mph. Size distributions
measured at ambient humidity during this
episode are shown in Figure 2, where a clear
decrease in concentrations for particles
larger than ~2 um is seen over the time in-
terval of the measurements. The submicron
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particle concentrations show either no or
irregular changes during the same time in-
terval, the latter presumably due to changes
in particulate sources and/or air mass change,
perhaps by advection.

Fog and trace freezing drizzle occurred
on 21 January 1976. A significant decrease
in particle concentration occurred for all
measured size classes between the morning
and afternoon observations (see Figure 3).
Because there was Tlittle or no wind during
that same interval, the decrease appears to
relate to relative humidity changes or at-
tachment of aerosol particies to fog drop-
lets. Scavenging by the freezing drizzle
was probably negligible.

Clearly, these examples only represent a
fraction of the data collected and summarized
in Table 2. On the other hand, the examples
were selected to be representative of the
kinds of changes of aerosol size distribu-
tions encountered during the winter months.
For scavenging work, it is of course vital
to be able to distinguish scavenging effects
from all the other effects--a task which is
by no means trivial.

INTERPRETATION OF SCAVENGING DATA

A general approach to the scavenging prob-
lem is to make use of a form of the continu-
ity equation, such as

oN,
W:-V.Ni V1--W1+Gi11:

where w; and G; are wet removal and genera-
tion rates, respectively, of aerosol in the
size range aj to aj + da. Usually wj is set
equal to viNj, where yi is the differential
washout coefficient for this size range.

The generation term may contain mechanisms
such as condensation, coagulation and nucle-
ation. The divergence term includes advec-
tion and diffusion of aerosol into and out
of the study volume.

For the case where there are no external
sources and no net introduction of particles
by transport into the sampled volume element
as well as no condensational growth (e.gq.
growth started prior to the experiment) or
other generation during the precipitation
episode, Equation 2 reduces to the familiary
Equation 3.

dNi

T = 4N (3)
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If some of the preceeding restrictions are
relaxed to allow for a nonnegligible genera-
tion term, then Equation 2 takes the form

aN.
ER
By using a known functional relationship
between wi and aj (e.g. Reference 3), where
a, is the size of the secondary (wet) aero-
sol, Equation 4 can be used to verify wj
(aj) as well as to study the character of
Gi from measurements of both primary and
secondary aerosol sizes.

Gy (4)

A more general situation may be examined
in the case where outside sources are signi-
ficant and constant. Prior to the precipi-
tation episode, a steady state condition
may be assumed to exist such that

_VoNi.V'i-G.:

i i 0,

(5)
where some type of generation (e.g. photo-
chemical) may be occurring in the sampled
volume. With the onset of precipitation, a
transient mode is established and the aero-
sol concentration is governed by the equation

R aNi
Vo Ny w6 (6)
which explicitly shows the effect of scav-
enging and the fact that more than one type
of generation may be present. Eventually,
assuming steady precipitation conditions, a
new equilibrium may be established such that
(7)

-V - Ni Vi - W + bi = 0.
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Suitable combination of Equations 5-7, along
with measurements of both primary and secon-
dary aerosol size spectra before and during
a precipitation event, should provide valu-
able insights for verifying the functional
relationship of wi (aj) as well as studying
the importance of Gj and Di relative to
scavenging. Procedures for analyzing this
type of experiment will be developed in a
later report.

The possibility remains that the wj are
so small for submicron aerosol that the

g%i.cannot be measured before the weather

changes. In this case, it may only be

possible to monitor the primary and secon-
dary aerosol under no source conditions and
to try to match the measured scavenging
rates (normalized with respect to precipi-
tation rate) with those obtained from theory
by accounting for growth (or attachment) in
a phenomenological or empirical manner and
incorporating the particle size changes into
the theory.® By examining both primary (dry)
and secondary (wet) aerosol, the fraction of
particles which are active in the growth
processes can be estimated. This informa-
tion also can be used to keep track of the
size classes the particles start out from
and the size classes from which they are
eventually scavenged.
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POLLUTANT TRANSFORMATIONS AND INTERACTIONS

Comprehensive assessment of atmospheric pollution effects is not possible unless the
pollutant transformations, both physical and chemical, which occur between source and
receptor are known. The efficiency with which the pollutants are removed from the
atmosphere depends on the physical and chemical state of the poliutants. Health and
ecological hazards depend on the nature of the pollutants reaching the receptors, regardless
of the pollutants leaving the sources.

The primary pollutant transformation reported here is the SO; to sulfate particulate
transformation in power plant and urban plumes. Reports describe: a field measurement
program in which the Milwaukee plume was sampled over Lake Michigan; measurements
of physical characteristics such as particle size distributions, and related phenomena such
as light scattering and turbidity; models which complement and guide field measurements;
and hardware and software developments. We are also involved in the MAP3S program;
contributions include airborne measurements of pollutants in the northeastern United States
and subsequent analysis and modeling efforts.

® AEROSOL AND TRACE GAS TRANSFORMATIONS

® RESEARCH AIRCRAFT OPERATIONS



ESTIMATION OF TRANSFORMATION RATE OF 50,

TO SO, FROM ATMOSPHERIC CONCENTRATION DATA(a)

=20

A. J. Alkezweeny and D. C. Powell

The transformation rate of SO, to sulfate is estimated from data

collected by aircraft following a tetroon northeast of St. Louis,

Missouri, on August 10 an? 11, 1975.

Assuming deposition velocities

of 1 cm s~ and 0.1 cm s~ for S0, and sulfate, respectively, the

analysis including 90% confidence Timits, yields a rate of

-1 -1
0.14 + 0.04 hr~ for the first day, and 0.10 + 0.02 hr  for the second.
The confidence limits do not preclude the likelihood that the rate was

the same for both days, in which case it would have been 0.10 to 0.1 hr'l.

INTRODUCTION

Within the Tast few years, several esti-
mates have been made of the transformation
rate of SO, to sulfate in the ambient atmos-
shere. Some of these estimates include a
ran?e of an order of magnitude. For example,
Cox' estimated a transformation rate of 0.01
to 0.10 hr-! in an urban plume for photo-
oxidation with NOy and hydrocarbons, or
thermal oxidation with ozone and olefins.
Roberts and Friedlander? found the total
oxidation rate to vary from 0.012-hr"!
to 0.13 hr-! in the Los Angeles basin. A
recent review of oxidation rates® gave a
rate of 0.016 to 0.133 hr-1 for the homo-
geneous gas phase reaction and 0 to 0.06 hr™!
for heterogeneous catalyst oxidation. Since
these rates are additive, they imply that
the transformation rate can be anywhere from
0.02 to 0.20 hr~l. Other investigators seem
to favor the lower ends of such ranges.
Eliassen and Saltbones® imply a transfor-
mation rate of about 0.007 hr=1. Smith and
Jeffrey® present a graph plotting conversion

a.Atmospheric Environment in Press.

to sulfate as a function of relative humidity.
Interpretation of their graph indicates
rates of about 0.03 hr-lat 75% r.h. and
about 0.12 hr-1 for 88% r.h. Between those
two figures the relation is depicted as
roughly Tinear, and no figures are given for
Tower levels of r.h. Dana, et al.® found
that under some circumstances, a significant
portion of the SO, in a power plant plume

is converted to sulfate within 0.4 km of the
stack during rain. Other work on the trans-
formation of SO, to sulfate in urban plumes
is being conducted in St. Louis”»8 as part
of the EPA-MISTT program. Unfortunately,
the transformation rate was not reported.

This paper presents preliminary results
of a field experiment conducted near St.
Louis, Missouri, and the subsequent modeling
effort directed toward estimating a trans-
formation rate. Since the transformation
rate is apparently influenced by conditions
in a manner not well understood, those
pertaining to the particular flights are
described in detail so that this article may
aid in bringing about a future consensus.
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THE EXPERIMENT

The experiment was conducted northeast of
St. Louis, Missouri, during the summer of
1975. The sampling equipment was carried
onboard a DC3 airplane, and the measure-
ments were made while the airplane was fol-
Towing a 0.94 m3 tetroon? The tetroon was
launched from the Civic Memorial Airport in
Alton, ITlinois, and rose to an altitude of
900 to 1200 m above sea level. The procedure
for deploying the tetroon was that described
by Hoecker!®, Before and during each flight,
pibal data were collected to determine wind
speed and direction.
an hour after the DC3 took off to allow for

instrumentation calibration and stabilization.

Two flights were initiated at approximately

1400 CDT, one on August 10, and the other

on August 11. August 10 was characterized
by clear to scattered cumulus in the morn-
ing, and brief scattered to broken altocu-
mulus in the afternoon. The mean wind speed
was about 7 ms~!, and the mixing depth about
1400 m. The average temperature and relative
humidity were 21°C and 60%, respectively.
The tetroon traveled to the north at first.
About 1-1/2 hr later, it drifted to the
northeast and passed over Springfield,
I11inois. August 11 was mostly clear, with
some broken altocumulus and cirrus in the
afternoon. The wind speed was about 6 ms-!

The tetroon was Tlaunched

and the mixing depth was about 2400 m. The
average temperature and relative humidity
were 26°C and 53%, respectively. The flight
path was to the northeast for the first 3
hr; after that the tetroon path changed
toward the north.

The SO, concentration was measured with a
flame photometric detector, the detectable
limit being about 5 ppb. Particles were
collected on IPC filters subject to an
airflow rate of 50 cfm and later were
analyzed by an X-ray fluorescence technique
to determine the total sulfur in the aero-
sol. The SO0, measurements were considered
to have a standard error of 10%, and the
sulfate measurements an error of 8.5%.

Figure 1 gives the concentrations of
sulfur in SO, and sulfur in combined SO, and
sulfate as a function of time for each of
the two days. These concentrations are 20-
min averages. The ozone level during the
flights increased slightly with distance,
and its concentration was about 200 ppb on
August 10 and about 250 ppb on August 11.
The NO and NO, levels were below 20 ppb.

The sulfur concentrations (Figure 1)
shows a decrease in time reflecting the
effects of diffusion, transformation and
deposition.
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After about 3.5 hr of flight time on Aug-
ust 11, an increase in the S0, concentration
indicated entrainment of pollutant from a
new source. This entrainment was also
detected by a sudden decrease of the ozone
Tevel and an increase of the NO/NO, ratio.

ANALYTICAL METHOD

The variables used in the analysis are
the logarithms of the ratios of sulfur in
SO, to total sulfur as a function of time
along a path following the tetroon. These
data are shown in Figure 2. There is a
least squares regression line through the
points for each of the two dates. Here we
assumed that the plot of points shows suf-
ficient organization that further analysis
is justified.

In the analysis to follow we make the
following assumptions:

1. The diffusion of the SO and the sulfate
is the same.

2. The transformation of SO to sulfate is
a first order reaction.

3. The pollutant is evenly distributed
vertically throudghout the mixing layer
at the times of sampling. This assump-
tion seems reasonable for the slightly:
unstable conditions prevailing (see
Deardorff and Willis)l!

® AUGUST 10, 1975
X AUGUST 11, 1975

R )

-1.0 |
®
- ®
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FIGURE 2. Logarithms of the Ratio of Sulfur

in SO, to Total Sulfur as a Function of Time

The problem is treated as if the samples
were collected within the same air parcel.
The pertinent equations are those for the
conservation of mass.

We employ the following definitions:

X(t) = mass of sulfur in a "followed air
parcel” in the form of SO,

Y(t) = mass of total sulfur in a "followed
air parcel” in the form of sulfate
and SO,

-1

=
1]

)

k. = dry removal rate for sulfate (hr‘l)

dry removal rate for SO, (hr

=
n

transformat1?n rate of SO to
sulfate (hr-

Equations for the conservation of sulfur
mass are:

Tt (kg + k)X(t) and (1)

dv(t
B =X () - kDY) - X1 (@)

Combining Equation (1) and (2) we get:

1 dr(t) _
Y a6 k - [1-r(t)] (kg - ka)’(3)
where r(t) = X(t)/Y(t). Rearranging Equa-
tion (3), and integrating from
t=o0tot=Tyields:
_1 r(o 1
K= 1n 0% - (kg - /0 t)dt]

Since the original data are in units of
concentration, we wish to solve for a
descriptor defined from concentrations.
Let Cg(t) and C,(t) be the concentrations
of sulfur in SO2 and sulfur in sulfate,
respectively. Then the final descriptor
is defined as:

C (t)

R(t) = 1In C‘(?)—gm?y (5)

9

However, since the diffusion is always
assumed to be the same, the concentrations
refer to the same volume, V(t), that is:
X(t) = C_(t)v(t) and (6)

Y(t) = C (t)v(t) + C_ (t)V(t) (7)



Therefore,

X(t

R(t) = 1In G

= In r(t). (8)
To calculate kg and k,, we divide the
deposition ve]oci%ies by the depth of the

mixing layer Az to get:
1

kg = ka = 5z (Vg = Vy)s (9)
where V, and V, are the deposition veloci-
ties of"S0, and sulfate. Substituting
Equations %8) and (9) into (4), we get:
k=T [R(0) - R(TT - - (V, - V)

T Az ‘g a
[1 -1 ]eR(t) dt], (10)

()

where k is assumed to be independent of
time or averaged over the time period T.
A similar equation was derived by Roberts
and Friedlander?.

The equations for the least square re-

gression lines on Figure 2 are in the form
of

16

138

(1)
where a is equal to 0.276, and 0.190 and
b is equal to 0.150 hr-! and 0.108 hr-*
August 10 and 11, respectively. Equa-
tion (11) is valid only for the first 3 hr
of sampling time. For both days, data
points beyond the seventh ones do not fit
the linear regression. The last two points
for August 10 are below the estimated
detectable 1imit of the instrument, there-
fore, they are not expected to fit. On the
other hand, the Tast two points measured on
August 11 reflect excess entrained S0z as
pointed out earlier. Substituting Equa-
tion (11) into (10) and using known values
of a, b, t and z for each day, the final
expressions for k are .

R(t) = -a - bt,

for

August 10:

ky = 0.150 - 0.010(V, - v,) (12)
and August 11:

k2 = 0.180 - O.OO4(Vg - Va)’ (13)

where Vg and Va are in units of cm s=! and
k in hr*l. The equations are plotted in
Figure 3.
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RESULTS AND DISCUSSION

Figure 3 shows that the calculated trans-
formation rate of SO, to sulfate depends on
the deposition velocities of SO, and sulfate.
A mean deposition velocity of about
0.8 cm s-! was estimated by Owers and
Powel1l2 over the British Isles. Smith and
Jeffrey® have independently arrived at the
same result. Since these estimates are for
a mixture of terrain and vegetation types,
not significantly different from St. Louis
area, they can be assumed to apply to the
conditions of the present study. Other
estimates are available. Garland, et al.,
(1974) obtained a value for short grass less
than 1 cm s1. On the other hand, current
estimates of the dry removal rate of sulfate
place this figure at about one-tenth of the
rate for S0,.

If we assume a deposition velocity of
1 cm s-! for S0, and 0.1 cm s-1 for sulfate,
then from Figure 3, the transformation
rates are 0.14 hr-! and 0.10 hr-1 for Au-
gust 10 and 11, respectively. These figures
agree reasonably well with previous esti-
mates given by Roberts and Friedlander?
and by Levy, et al.3

The large difference in the transforma-
tion rates between the two days cannot be
explained. This is partly because of the
limited number of parameters measured
during this experiment and partly because
a dominant mechanism for the transformation
of S0, to sulfate has not been established.
However, one can speculate about the
causes based on the meteorological condi-
tions. The day with the higher transforma-
tion rate was characterized by higher
relative humidity and Tower temperature
than the day with the Tower transformation
rate. If one assumes catalytic oxidation
of SO, in the plume, these results are in
agreement with the dependence of the oxida-
tion rate on the temperature and relative
humidity .14

Another possible cause for the dif-
ference is that the exponential function
of time chosen to model the ratio (see
Figure 2) may not be appropriate.

Examining Equations (10) and (11) we find,
for the assumed deposition velocities, that
the calculated values of k are dominated
by the value of the linear regression
slopes b. The 90% confidence Timits for b
are calculated from the data points and
found to be 0.150 * 0.037 hr-! for
August 10, and 0.108 £ 0.021 hr-! for
August 11. The corresponding values of
k are k; = 0.14 + 0,04 hr-! and
k, = 0.10 # 0.02 hr-17 From these figures
we see that the confidence Timits
for k are not narrow enough to reject the
hypothesis that the transformation rate
was actually the same on both days. In
this case, it would have to be between
0.10 hr-? and 0.12 hr-1.

The transformation rates calculated
above are based on the actual data col-
lected inside the urban plume. However,
the suggestion has been made to subtract
the sulfate background from the data
before performing the calculation. The
background sulfur in aerosol measured on
the ground was 0.875 ug/m3. This value
was subtracted from the sulfate measurement
and the calculation was then repeated. The
transformation rates under the same assumed
deposition velocities for S0, and sulfur
are k; = 0.125 + 0.023 hr-!. Here again, if
we assume the transformation rates are the
same for both days, it will be 0.093 hr=-1.

CONCLUSIONS

Samples of SO, and sulfate taken by air-
craft following the tetroon northeast of St.
Louis, Missouri, on August 10 and 11 were
analyzed to yield a transformation rate of
SO0, to sulfate. The rate depends on the
deposition velocities used in the calcula-
tion. Assuming deposition velocities of
T cm s~! for SO, and 0.1 cm s~! for sulfate,
the analysis (including 90% confidence lim-
jts) yields a transformation rate of
0.14 + 0.04 hr-1 for the first day and
0.10 + 0.02 hr=1 for the second. The con-
fidence 1imits do not preclude the likeli-
hood that the rate was the same for both
days, in which case it would have been
0.10 to 0.12 hr-1,
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S0, TO SULFATE CONVERSION IN AN URBAN PLUME

A. J. Alkezweeny

A pseudo-first order oxidation rate of 9.8% per hour is calcu-

lated from SO, and sulfate data.

The data was collected by an

airplane sampling in the vicinity of a tetroon downwind of St. Louis,

Missouri.

An experiment made on August 17, 1975
near St. Louis, Missouri, was run to deter-
mine the conversion rate of S0, to sulfate.
The experiment was conducted in a Lagrangian
frame of reference. The trajectory of an
air parcel containing the pollutant was
approximated by the movement of a constant
volume balloon. An instrumented DC3 air-
plane was used to sample the pollutant in
the vicinity of the balloon. The S0, con-
centration was measured by a flame photo-
metric detector. The aerosol particles
were collected on a gquartz filter at the
rate of 8.2 cfm for a period of 50 min,
and were later analyzed for sulfate by
turbidometric method.

The balloon was launched from the Civic
Memorial Airport in Alton, I1linois, north-
east of St. Louis, at about 1230 CDT and
rose to about 600 m MSL, headed toward
St. Louis. The balloon descended to 300 m
and rose again to 1000 m at about 1255 CDT.
At this point, the balloon was near the
base of cumulus clouds. At 1300 CDT, the
balloon changed direction and headed back
toward the airport and south of it. Then
it drifted around the airport in a counter-
clock fashion, ending north of the airport
at about 1620. During this time the bal-
loon altitude fluctuated between 750 to
1000m. The visibility was estimated to be
in the range of 6 to 16 km with scattered
clouds based at about 1000 m and broken
clouds whose bases were at 1100 m. The top
of the mixing was estimated at 1300 m MSL.
The average temperature and relative humid-
ity at the sampling level were 23°C and
76.3%, respectively. The vertical profiles
of wind speed and direction taken from a
series of pibal launched from the airport
show a very light wind of Tess than 5 knots
with a variable direction.

Table 1 shows the concentrations of SO,
and sulfate measured during this flight.
In the table, R represents the ratio of
sulfur in SO, to the total sulfur in the
form of SO, and sulfate. 03, NO, and NO,
were also measured during the flight with
standard commercial instruments. Their
average concentrations were 250 ppb for 0g,
5 ppb for NO, and 15 ppb for NO,. The range
of sulfate level, between 24.5 to 39.7 ug/m?,
found for this area, is about three times
the sulfate level (8 to 12 ug/m3) which was
found by the EPA-CHESS program to have a
substantial relationship with some types of
morbidity.

TABLE 1. SO, and Sulfate Data Collected on
August 17, 1975, Downwind of St. Llouis,
Missouri

i:;iii Time CDT Soa(ug/mz) soz(ug/mB) R
1 1230-1320 27.6 33.06 0.642
2 1330-1420 39.7 83.3 0.759
3 1430-1520 35.2 47.8 0.671
4 1530-1620 24.5 25.9 0.613

To estimate the transformation rate of
S0, to sulfate from the data in Table 1, a
few assumptions must be made. It is assumed
that the reaction leading to SO, oxidation
is a first order reaction with respect to
S0,, and that the ratio of SO0, to sulfate is
independent of diffusion. Therefore, the
rate of change with time of the sulfur mass
in the form of SO,, X(t), and the rate of
change of total sulfur Y(t) in the combined
gas and aerosol are:



R = - (kg k) X() (M
and
d Y(t

d£ = - kg X(t) - k, [¥(t) - X()] (2)

where k is the transformation rate, and k
and ky are the removal rates of S0, and
sulfate, respectively.

Combining Equation (1) and (2) and inte-
grating from time t; to t, yields the fol-
lowing equation:

1 2, ] 1 r(ty)
P B, t = —— |n
tz-t] ft tz-t] r3t25
1
(7
2 t
1
where r = X/Y.

Since the diffusion of SO%
and sulfate is the same, therefore r = R,
For a well mixed pollutant, as found during
this experiment, the removal rates can be
calculated from the following relation:

(4)

Vq and V5 represent the deposition veloc-
i%ies of S0, and sulfate particles and H is
the height of the mixing layer. Therefore,
Equation (3) takes the following form:

R(t,) v -V
N 179 8.
kaV "I, Tn R(t,) p— (1-Ray)  (5)

ka and Ra are average values of the time
v v

period t] and t2.

The deposition velocity of SO, has been
determined by several investigators, and it
is generally? around 1.0 cm/sec, and a tenth
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of this for sulfate aerosol. Substituting
the appropriate values for the parameters in
Equation (5), the average transformation

rate between samples 2 and 3 is 11.5% per
hour; 8% per hour between Samples 3 and 4.
The first sample was not used in the calcula-
tion because between it and the second sample
a new material was entrained into the air
parcel.

The transformation rates obtained in ’
this study, generally agree with the finding
of others (see Table 2). For instance,
Benarie et al.? estimate of the rate in the
industrial Rouen region in France to be in
the range 6 to 25% per hour. Roberts and
Friedlander* find the rate varying from 1.2
to 13% per hour in the Los Angeles basin,
California. Rates of 10 and 14% per hour
are reported by Alkezweeny and Powell! for
St. Louis, Missouri.

Other rates for St. Louis may be estimated
from Breeding et al.> data using the same
above assumptions. They have found the
half-life time of SO, to range 2 to 3.5 hr,
based on ground measurements made on April 11,
1973, and 2.4 to about 6.5 hr calculated from
aircraft data collected on April 14 and 17,
1973. The half-life time T is related to the
combined sum of (k_+ k) in the following
manner: E

1n2

k=

(6)

Therefore, K is in the range of 19.8 to 34.7%
per hour, and 10.7 to 28.9% per hour based

on the ground and the aircraft data, respec-
tively. To calculate kg, the height of the
mixing layer is needed. These are given by
Haagenson and Morris.® They reported the

top of the mixing layer to be at 1200 m

AGL on April 11, and at about 600 AGL on
April 14 and 17. Using these values, the
transformation rates will range 17.1 to 32%
per hour and 5.3 to 23.5% per hour, resulting
from their ground and aircraft data,
respectively.
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TABLE 2. Comparison of the SO, Transformation Rates in Urban
Plumes Determined by Various Investigators

k& per hour Iocation Data Collected at Reference
6 - 25 Rouen, Ground Eenarie et al
France (1972)
17.1 - 32 St. Louis, Ground Breeding et al
Missouri (1976)*
5.3 - 23.5 St. Louis, Aircraft Breeding et al
Missouri (1976) *
1.2 - 13.0 Los Angeles, Ground Roberts and
California Friedlander
(1975)
10 - 14 St. Louis, Aircraft Alkezweeny and
Missouri Powell (1976)
8 - 11.5 St. Louis, Aircraft This work

Missouri

*
Calculsated from that data, see text.
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AIRBORNE MEASUREMENTS OF POLLUTANTS

OVER URBAN AND RURAL SITES(@)

A. J. Alkezweeny and D. R. Drewes

Trace gas measurements made during a flight from Alton to Springfield,

IT1inois showed an increase in the 03 level with distance from the city.

When a power plant plume was encountered, a sharp decrease in the 0;

level was observed.

This note presents the results of simul-
taneous measurements of trace gases and
aerosol during an airplane flight from Alton,
I11inois, to Springfield, I11inois. The
flight was initiated on August 16, 1975, at
1335 CDT from the Civic Memorial Airport in
Alton and terminated at 1413 CDT northeast of
Springfield. The sampling altitude was
maintained at about 600 m MSL. The sky
condition above the flight path was charac-
terized by broken clouds with bases estimated
at about 1000 m MSL. The wind speed at the
flight altitude was about 3 m sec-! from
the southwest, estimated by a series of pilot
balloon ascents at the Alton airport. The
average temperature and relative humidity
along the flight path were 24°C and 71%,
respectively. Ground fog in the morning and
haze with 1ight wind throughout the day were
reported for Alton and St. Louis.

Concentrations of 03 (with the Bendix
0zone Monitor), NO and NO, (TECO-NOy Monitor),
S0, (AID gas chromatograph with Meloy flame
photometric detector), and total aerosol
(General Electric Condensation Nuclei Coun-
ter) were measured. Except for SO,, the data
were recorded continuously at the rate of
5 sec-!, and later reduced to 15 sec aver-
ages. The aerosol data were further reduced
by dividing each concentration by the initial
concentration to eliminate a relative cali-
bration uncertainty. The SO, data were taken
at discrete intervals, and each measurement
was made on a 5-sec sample.

Figure 1 shews the concentrations of the
various pollutants along the flight path.
In general, the concentrations of NO, NO,,
S0,, and aerosol decrease with distance from
the city reflecting the effect of physical

a.Submitted for publication to the Journal
of Applied Meteorology.

and chemical transformations and removal
processes. On the other hand, the 03 shows
an opposite trend. This should be expected
because of photochemical production of this
species, and indeed similar behavior has
been reported by other investigators. For
instance, aircraft measurements by Gloria

et al.,! in air masses advected over the
Pacific Ocean show a build-up of 05 in an
aged air mass. Furthermore, Cleveland and
Kleiner? reported that ground level 0, con-
centrations at sites from 27 to 49 km
downwind from an urban complex were higher
than at the urban site. Recent measurements
of pollutants by White et al.3 in the St.
Louis plume also showed the build-up of O3
downwind of the city. These measurements
were made from an aircraft between 460 and
760 m MSL across the urban plume at various
distances. They measured 03 concentrations
of 110 ppb at 160 km northeast of St. Louis,
about half the value from Figure 1 for about
the same distance and altitude. The dif-
ference may be due primarily to a difference
in wind speed, as the present measurements
were made with a 3 m sec™! wind speed com-
pared to about 13 m sec™! wind speed during
their experiment. Low wind speed reduces the
dispersion of pollutants which react to form
03 in a photochemical system.

In conclusion, these 1imited data show
clearly the increase of 04 with distance
from an urban source under light wind con-
ditions. This build-up results in levels
significantly higher thant he 80 ppb Federal
1-hr ambient air standard for oxidant.
Furthermore, they show the dramatic decrease
in the 03 Tevel and the corresponding in-
creases in S0,, NO,, and particule levels
encountered in a power plant plume.
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REVIEW OF SO, OXIDATION RATES IN PLUMES

A. J. Alkezweeny

The S0, oxidation in a polluted atmosphere is discussed in Tight

of field observations and some related laboratory experiments.

It

is concluded that heterogeneous reaction is probably the dominant
mechanism for the oxidation, with Tead being the leading catalyst.
Evidence indicates that the rate in a power plant plume is lower
than an urban plume and depends on plant location and degree of

mixing of outside air with the plume.

The oxidation rate of S0, in a polluted
atmosphere is determined from field observa-
tions or atmospheric simulation experiments
ranging over several orders of magnitude.
Several experimental difficulties are in-
volved. The lack of instrumentation able
to detect low-level sulfur with sufficient
sensitivity and time response is a con-
siderable problem; a particularly severe
one in power plant plumes where aircraft
plume traverse time is on the order of a
few seconds. The data collected may not
represent the actual concentrations, since,
for instance, instrumented aircraft at-
tempting to penetrate the plume through
its centerline may pass through the edges
or miss the plume. Under light and vari-
able wind, it is difficult to estimate the
pollutant transport time. This time is
required to calculate the oxidation rate.
Finally, the lifetime of SO, in the plume,
even after being corrected for effect of
diffusion, is controlled by transformation
to particulate and removal processes. The
latter depend strongly on the nature of
ground surface, i.e. grass, water, snow,
etc., and may well change with distance
from the source. Even in elevated plumes,
there is some evidence of sulfate particles
falling out of the plumes.!

In the following sections, the oxidation
rates of SO, in urban plumes will be re-
viewed and compared with those from power
plant plumes. Then, the oxidation mechanism
will be discussed in the light of field ob-
servations and some related laboratory
experiments.

First, let us compare the rates found
in urban plumes. Benarie et al.,? found

the conversation rate of SO, to H,S0, to

vary from 6 to 25% per hour, and the aver-
age of 15 measurements is 16.6% per hour.

The rates were calculated from SO, and

H,S0, data collected at seven ground sta-
tions in the industrial area of Rouen,
France. In the Los Angeles basin, Roberts
and Friedlander® obtained a rate of 1.3 to
13% per hour from eleven pairs of measure-
ments taken at two sites, with an average
value of 7.1% per hour. In their calcula-
tions, they assumed a pseudo-first order

rate constant and deposition velocities of
0.7 cm/sec and 0.03 cm/sec for SO, and
sulfate, respectively. From three separate
aircraft measurements of S0, and sulfate,
made following a tetroon downwind of St.
Louis, Missouri, Alkezweeny and Powell%* and
Alkezweeny® estimated the rates to be 19, 14,
and 9.8% per hour. The removal rates were
calculated from assumed deposition velocities
of 1 cm/sec for SO, and 0.1 cm/sec for sulfate.
Assuming the same deposition velocities,
AlkezweenyS estimated the oxidation rates to
be in the range 5.3 to 32% per hour in the
St. Louis plume using SO, half-life time
values from Breeding et al.® Their results
were based on aircraft and ground measure-
ments of SO, and other trace gases downwind
of the city.

Others have also estimated the conversion
rate of SO, to sulfate from emission data,
aircraft or ground measurements, and long
range air trajectory calculations. Eliassen
and Saltbones’ estimated in the range 0.28 to
1.73% per hour, and 1.1% per hour was estimated
by Prahm et al® These two studies cover a
horizontal extent of about 1000 km over v
Europe and the British Isles. Smith and
Jeffrey? found the rate to depend on the
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relative humidity. The rate is near zero at
60% and about 2.4% per hour at 72% relative
humidities.

Table 1 summarizes the SO, oxidation rates
determined by the various investigators. The
first five values are comparable with each
other; their average values are within a
factor of 2.5. On the other hand, the last
three rates are much smaller. The difference
between the two groups may be attributed to
pollutant transport distances. In the first
group, the data were collected within about
150 km from the source; in the second group,

the transport distances ranged 400 to 1000 km.

Therefore, the pollutants which are active in
the oxidation processes may have been de-
pleted, reducing the rate. It is well

known that the oxidation rate in clean air

masses is much lower than that for pol-
luted air. The former ranges 0.03 to 0.2%
per hour.10 In fact, Smith and Jeffrey?
did not rule out the possibility that most
of the oxidation took place near the source.

Estimates of the oxidation rates in
stack plumes are highly variable, and are
generally much Tower than those for urban
plumes. Lower rates may be explained in
terms of the S0, oxidation mechanisms.

Two possible routes for the SO,oxidation
in polluted atmosphere are homogeneous
and/or heterogeneous chemical reactions.
Homogeneous reactions consist of photo-
oxidation of SO, in the presence of NO,
and hydrocarbons or thermal oxidation with
ozone and olefins.1l Qzone concentrations
in power plant plumes are usually much
lower than urban plumes, and hydrocarbons
are mostly produced by automobiles,

TABLE 1. Conversion Rates of SO, to Sulfate in Urban Plumes
_ Range Average _ _location  Reference
6-25 16.6 Rouen, France Benarie et al,
(1972)
1.2-13.0 7.1 Los Angeles, Roberts and
California Friedlander
(1975)
10-14 12 St. louis, Alkezweeny and
Missouri Powell (1976)
8-11.5 9.8 St. Louis, Alkezweeny (1976)
Missouri
5.3-32 16.4 St. Louis, Breeding et al,
Missouri (1976)(a)
0.28-1.73 0.72 Hestern Europe Eliassen et al,

Faroe Islands &
British Isles

- 0(60% R.H.)
3(72% R.H.)

British Isles

(1975)

Prahm et al, (1976)

Smith and Jefferey
(1975)

a. Calculated from their data by Alkezweeny (1976)
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therefore this mechanism is more operative
in urban plumes. Ffree radicals have also
been proposed as possible S0, oxidizing
agents. However, free radicals are scav-
enged by nitric oxidel2? which is normally
high in power plant plumes. The second
route, the heterogeneous reaction, is the
catalytic oxidation of SO, on surfaces of
wet or dry metal particles. However, some
of the potential catalysts have major emis-
sion sources other than power plant coal or
0i1 fuels.l3 Furthermore, the presence of
ozone has been shown to increase the SO,
oxidation in solution droplets.l*"15 There-
fore, whether the oxidation is homogeneous
or heterogeneous, the rates in urban plumes
are expected to be higher than those in
power plant plumes.

If this is the case, then the rates in
a power plant plume should depend upon its
location, i.e., rural or urban area, and
the degree of mixing of the plume with
ambient air. Some of the recent plume
studies seem to suggest this. For instance,
the oxidation rate determined by the Uni-
versity of Utah group!® in the Four Corners
power plant plume is 0.37% to 0.76% per
hour. The plant is far away from large
urban sources, therefore the air mixed with
the plume is relatively free of pollutants.
Whitby et al.l7 reported the oxidation rate in
the Labadie power plant plume, near St. Louis,
to be 1.5% per hour at 10 km from the stack,
and to increase with distance. A 4.9% per
hour rate was found at a distance of 45 km.

Most of the oxidation rate calculations
are based on the assumption of a first
order reaction with respect to SO,. How-
ever, not all 1nvest1?ators agree on this.
Stephens and McCaldin!® plotted Tog of the
ratio of particulate to S0, against plume
age, and fitted the data with a straight
1ine, which is indicative of a first order
reaction. Their data were collected via
aircraft traversing a power plant plume on
the Gulf Coast, 80 miles north of Tampa,
Florida. Additional support for a quasi-
first order reaction was the experimental
results of Roberts and Friedlander.® However,
other experiments indicated that the reaction
is of higher order. Newman et al.l® made
several aircraft measurements in an oil-fired
power plant plume. They have found that a
pseudo second-order reaction fit their cata
quite well. Even a complex order reaction
with respect to SO, was found in the Tabor-
atory for the reaction of SO,, O3, and
olefins.20

Let us turn to other controversial prob-
lems, Is the S0, oxidation a homogeneous
or heterogeneous reaction? Hidy and
Burton (1975)2! reviewed processes which
lead to aerosol formation in the atmos-
phere and discussed recent observations
from the Los Angeles Basin. They concluded
that homogeneous reactions are the most
significant for the production of submicron
sulfate aerosols. Cox!! estimated the con-
version of S0, to sulfate to be 1.0 to 10%
per hour in urban plumes for photo-oxidation
with NO, and hydrocarbons, or thermal oxidation
with ozone and olefins. His estimate is based
on extrapolation of the Cox and Penkett2?
Taboratory experiments in which adding aerosol
of iron oxide particles did not significantly
affect sulfuric acid formation. Iron oxide
is a potential catalyst for the SO, oxida-
tion. A recent review of oxidation rates in
power plant plumes by Levy et al.l® has
given a rate of 1.6 to 13.3% per hour for
homogeneous gas phase reaction and 0 to 6%
per hour for heterogeneous catalytic reaction.
Calvert2¢ discussed several possible homo-
geneous reaction routes, and a total poten-
tial rate of 1.7 to 4.7% per hour was
estimated. However, he did not rule out the
importance of heterogeneous reaction.

Heterogeneous reactions are supported by
the results of several experiments. Katz?3
concluded from his measurements in a nickel
smelter plume, near Sudbury, Canada, that
metallic oxide particles which act as cata-
lysts are very important to the SO, oxidation.
Furthermore, the oxidation may take place at
night as well as in sunlight. Benarie et al.?
reported no correlation between ground measure-
ment of NO, and sulfuric acid, but a strong
correlation (correlation coefficient 0.72)
between the latter and airborne particles.
They concluded that the oxidation is domi-
nated by cata]gtic effect of solid aerosol.
Newman et al.l”® measured the oxidation rate
in plumes and found no correlation between it
and the time of day. They have also postulated
catalytic oxidation on particles.
examined data for sulfur dioxide ard smoke
collected during summer and winter months in
a residential and industrial area in Great
Britain and found deficiencies nf S0, relative
to smoke in winter compared with summer.
After discussing several possible causes,
they have suggested adsorption of S0, on
solid particles followed by catalytic
oxidation.

Giles et. al.2%
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Two interesting experiments were made in
Los Angeles which demonstrate the importance
of aerosol particles to the SO, oxidation in
the atmosphere. Roberts and Friedlander?
filled a 96 m3 Teflon bag with unfiltered
air, and added a small amount of SO,,
1-heptene, and NOy. The mixture then was
irradiated with sunlight. A pseudo-first
order conversion rate of 21 to 99% per hour
was found. However, when the experiment was
repeated with the addition of S0, alone the
rate was up to 11% per hour. In a similar
experiment, Clark et al.25 filled a 14 m® bag
with filtered air near the freeway and exposed
it to sunlight. The conversion rate was
estimated to range from 0.55 to 1.3% per
hour.

Clearly, the results of several experi-
ments discussed in the proceeding reactions
favored the heterogeneous catalysis oxidation
for SO, in the atmosphere with the enhancement
by the photochemical reaction processes.

Several trace metals have been proposed as
possible catalysts, such as V,1% Fe and Mn,26,27
carbon (soot) particles2® and others. When
S0, is oxidized on the particle surface or in
solution droplets, the particles which contain
sulfur must contain the catalyst. Table 2
shows typical concentrations, and the percentages
of masses below one micron particle diameter
for various trace metals. Each point is a
yearly average of the data collected by Lee
et al.,2?2 at six cities in the eastern United
States. Young3® found that 96% of the total
mass of sulfur aerosol contained in particles,
less than one micron in diameter, in St.

Louis. However, from Table 2, only 17% of
the mass of iron particles are in this size
range. Therefore, based on the above argument,

TABLE 2. Typical Concentrations of Trace

Metals in Urban Atmospheres

Percent of Mass Concentration

Species of Size <1 um in ug/m3
Iron 17 1.0
Lead 68 1.9
Zinc 40 0.55
Copper 35 0.18
Manganese 25 0.053
Vanadium 64 0.10

iron is not expected to act as a catalyst in
the atmosphere, nor are zinc, copper and
manganese. On the other hand, it is possible
that lead and vanadium are effective as
catalysts. Studies of the reaction of SO,
with lead and vanadium compounds in the
laboratories has shown that V,0s to be
ineffective in the S0, oxidation,31,32 yet
oxidized lead gave high oxidation rates.3!,33
Furthermore, lead has higher mass concentration
than any other trace metals {see Table 2) and
67% of this mass lies in the size range below
0.3 microns,30 therefore, it offers a much
larger surface area. In addition, the lead
sources are outside power plant plume, and
since the oxidation rate is higher in urban
plume than power plant plume, lead is a very
strong candidate for the catalyst oxidation
of SO, in the atmosphere.
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THE DESIGN OF THE LAKE MICHIGAN EXPERIMENT

A. J. Alkezweeny

A study of pollutant interactions in urban plumes was relocated

from St. Louis to Lake Michigan.

The advantages of the relocation

and the experimental method are described here.

The objective of the Aerosol and Trace
Gases Transformation program is to study
pollutant interactions in urban plumes. Em-
phasis is placed on SO, to sulfate conver-
sion, oxidation rates and mechanisms
responsible for the formation of sulfate
aerosol. The method of investigation is
a field experiment conducted in a Lagrangian
frame of reference, supported by diagnostic
modeling. In the past, the field operation
was located in the St. Louis area during
the METROMEX program. The decision to re-
locate the experiment over Lake Michigan,
and to study the Milwaukee plume as it is
transported over the lake, was made
because:

e The Take is a source-free region. No
entrainment of a new material enters the

plume from other sources, in contrast to
the several sources scattered around St.
Louis.

The lake surface represents a uniform
terrain. Therefore, the dry removal of
pollutants is constant along the trans-
port path and depends only on the physi-
cal and chemical composition of the
pollutants. Furthermore, aircraft sam-
pling can be made close to the surface.

The temperature over the lake is uniform.

Milwaukee is a large metropolitan area.
It is isolated from other large urban
areas when the wind direction is from
other than the south.



The advantages of the lake area described
above make plume modeling much easier. A
disadvantage in this area is the lake breeze
circulation across the lake shore. However,
the lake breeze occurs only one-third of the
time, on the west shore, during the summer.
Therefore, the experiment may be conducted on
days without Take breeze; measurements may
also be taken beyond the boundary of the
circulation.

The first experiment was conducted dur-
ing 3 weeks in August of 1976. Four re-
search platforms were used; the BNW DC-3
and Cessna 411 airplanes, and two boats.
The DC-3 made penetrations through the
Milwaukee plume at different altitudes
within the mixing layer. Then the same
procedure was repeated at a new location.
The new location was determined by the wind
speed and direction recorded from instru-
mentation onboard the aircraft. Meanwhile,
the second aircraft was collecting high
volume (H.V.) aerosol samples and measuring
S0, upwind and outside the plume. The
boats were stationed on both sides of the
lake, within the urban plume. Lundgren
impactors, H.V. samplers, SO, bubblers, and
freon collection bottles were used onboard
the boats.

The data collected in real-time onboard
the DC-3 aircraft were: temperature, dew
point temperature, wind speed, wind direc-
tion, standard aircraft parameters (alti-
tyde, air speed, etc.), 03, SO,, NO, NO,,
light scattering, particle concentration,
flow rate of H.V. sampler, and aircraft
Tocation (longitude, latitude). A1l these
data were recorded on a magnetic tape, and
can be displayed at will on a digital
readout. Some-of the parameters were also
recorded on a chart recorder.

Several bottles were filled with air
samples for later freon analysis. Air sam-
ples were also captured in bags and sent to
the EPA laboratory for hydrocarbon deter-
mination. Three different H.V. samplers
were used to determine the chemical com-
position of aerosol. The first one sam-
ples at the rate of 50 cfm on IPC filters.
These filters will be analyzed for trace

152

metals by X-ray fluorescence and neutron
activation techniques. The second H.V. ~
sampler was supplied by the Brookhaven

National Laboratory; it consisted of three .
filter packs which are chemically treated. .
Its purpose is to determine the SO, con- ©

centration and composition of sulfate
aerosol by wet chemistry technique.
third sampler used a 47 mm fluropore
filter. Some of these filters were sent
to the Argonne National Laboratory to be
analyzed by infrared spectroscopy, and
others were sent to the Lawrence Berkeley
Laboratory to be analyzed by Electron
Spectroscopy for Chemical Analysis (ESCA).

The

During 1 week of this study, a NASA

group flew their airplane over the lake

with a remote CO sensor mounted onboard,

oriented downward. Measurements of O3,

NO/NOy, and solar radiation were made by .
a group from the University of Michigan at
several fixed sites along the eastern shore
of the lake. Figure 1 shows the various
activities during last summer's experiment.

Data collected from these experiments
are currently being analyzed, and the re-
sults will be reported later. Although the
experiment is designed to study the trans-
formation of SO, to sulfate, the data col-
lected from the aircraft on the surface
instrumentation should give information on
the following:

a) Transport and interaction of other pol-
Tutants such as oxidant.

b) Dry removal rates of various trace metal

as a function of particle size over

water surfaces.

Diffusion characteristics of an urban
plume.

c)

Emission rates of various metals in the
Milwaukee area.

e) Possible information on metal catalysis
oxidation of SO,.
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ATRBORNE MEASUREMENTS OF HYDROCARBONS

IN THE ST. LOUIS PLUME

A. J. Alkezweeny and R. N. Lee

Results are reported for two hydrocarbon sampling methods used
during this study of the St. Louis urban plume in August of 1975.
Samples secured in Tedlar bags yielded concentration data for carbon

monoxide and volatile organics.

Less volatile species were captured

on a solid absorbent and identified via GC/MS analysis.

During the summer of 1975, a field experi-
ment was conducted in the St. Louis area to
study SO, to sulfate transformation in an
urban plume. The experiment was conducted
in a Lagrangian frame of reference using
the BNW DC-3 aircraft, and a constant volume
balloon (tetroon) to identify the plume tra-
jectory. The tetroon was launched from the
ground to an altitude within the plume.
Since laboratory experiments have shown
some hydrocarbons to be potential contribu-
tors to the SO, oxidation processes, a few
samples were collected for later analysis
using ground base instrumentation. Samples
were collected on August 6, 12, and 17,
1975. On the 6th, the tetroon was launched
from Weiss Airport and traveled to the
southwest of St. Louis. On the 12th and
17th, the launch site was Alton Civic
Airport, northeast of the city.

Two methods were used to capture samples
for hydrocarbon analysis. Each of these
methods was directed toward a different
segment of the hydrocarbon spectrum. Light
paraffins and olefins (through Cg) were
measured quantitatively by gas chroma-
tographic analysis of air samples collected
in 70 2 Tedlar bags. These samples, ob-
tained over periods of 8 to 11 min, were
analyzed at the RAPS Taboratory in St.
Louis. Concentration data for samples col-
lected on August 12 and 17, 1975, are pre-
sented in Table 1.

o

The second technique, focusing on
heavier hydrocarbons and oxygenated species,
employed a solid adsorbent (chromosorb 102)
to concentrate these components from an un-
filtered air stream over a period of
30-60 min. Analysis of these samples were

conducted by GC/MS at the Battelle-Columbus
Laboratory. Incomplete examination of the
mass spec data for 6 samples collected on
August 6, 1975, indicates the presence of
the compounds listed in Table 2.

The Timited number of bag samples does not
ensure easy interpretation of the analytical
results. Indeed, any discussion of the re-
sulting data which goes beyond simply noting
concentration trends and speculating reasons
for unexpected trends would be unjustified.
The two flights referred to in Table 1 oc-
curred on days which differed significantly
in the prevailing meteorological conditions.
The greater hydrocarbon concentrations re-
corded for August 17, a day characterized
by very weak and variable winds, is most
1ikely due to the dominant influence of a
nearby refinery. On that day, all sampling
was done within 2 miles of Civic Airfield.
The first three samples were taken downwind
of the refinery before a wind shift brought
the constant volume balloon back over the
refinery. The dramatic increase in hydro-
carbon concentration in sample number four
is no doubt due to fresh hydrocarbon input
from this source.

General concentration trends observed for
specific species or compound classes are
noted in Table 1. The high, uniform concen-
tration of methane is very similar to ear-
lier ground level data at both urban and
rural sites, and is in keeping with the
absence of a significant urban source and
methane's relatively inert behavior. Car-
bon monoxide concentrations were low rela-
tive to surface measurements in the
St. Louis metropolitan area and decreased
with time, presumably because of diffusion
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TABLE 1. Hydrocarbons in Bag Samples, ppb C;

Aug. 12 - Aug. 17
1235 1604 1350 1450 1600 1647
- 1247 - 1612, » 1400 - 1500 -~ 1608 - 1655
1. TOTAL HYDROCARBONS 2120 2160 ; 2560 2260 2130 2540
IT. CARBON MONOXIDE 830 760 i 530 470 400 550
IIT. SATURATED HYDBROCARBONS |
A. Alkanes
Methane 1700 1710 lesd 1670 1660 1690
Ethane 121 13.60 150 135 8.5 140
Propane 7.9 9.0 301 21.4  10.3  23.]
Isobutane 3.3 3.71 19.6 15.6 3.8 24.9
N-Butane 5.9 7.04 58.3 40.8 16.3 64.3
Isopentane 56 6.8 6.7 5.0 17.6  56.
N-Pentane 0.0 4.0 2.3 194 96 233
2,2-Dimethylbutane 0.2 - 1.9 1.2 0.6 1.4
2,3-Dimethylbutane + Trans-4-methylpentene-2 0.5 1.1] £.8 5.5 3.3 7.8
2-Methylpentane 1.5 2.9 19.5 13.5 6.6 17.2
3-Methylpentane + (Hexene-1 + 2-Ethylbutene-1) 0.7 1.Bi 13.5 9.3 3.9 1A
N-Hexane 5.9 - 445.4 20.2 12.6 18.1
B. Cyelic Compounds }
Cyclopentane 0.5 120 3.0 2.8 2.3 3.3
Methylcyclopentane + (3,3-Dimethylpentene-1) 200 19.7. 36.1 28.9 27.5 24.3
Cyclohexane + (Cis-4-Methylhexene-2) 2.9 - 18.8 - 12.6 12.6
IV. UNSATURATED COMPOUNDS :
A. 0Qlefins
Ethylene 2.9 2.8% 8.7 17.9 1.6 4.7
Propylene 0.4 0.5 1.9 1.9 1.2 1.7
Isobutylene + Butene-1 0.7 1.7 1.2 1.6 0.5 0.5
Trans-Butene-2 0.2 0.5 0.9 0.8 - 1.3
Cis-2-Butene 0.2 01 0.5 0.2 0.5 0.5
3-Methylbutene-1 0.4 0.33‘ 0.2 0.3 0.4 0.1
Pentene-1 1.6 - 0.6 0.8 - 1.1
2-Methylbutene-1 0.2 - 0.1 0.3 0.2 0.1
2-Methylpentene-1 + 4-Methylpentena-] .- - T 0.2 0.1 0.4 0.1
2,4-Dimethylpentene-2 - 3,61 42.0 19.6 23.7 47.4
2,4-Dimethylpentene-1 40.0 21.3“ 7.4 12.1 - -
Trans-Hexene-3 - - 1w 22 8.2 15.8
V. AROMATIC '
Benzene - - 67.4 - - -
VI. ACETYLENE 0.9 1.3 } 1.0 1.6 1.8 1.4
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TABLE 2. Organics Identified in the Urban Plume (August 6, 1975)
by GC/MS Data

Sampling Times — 1618 1652 1726 1759 1833 1906
1648 1722 <1756 -1829 1903  -1934

Cyclopentadiene (x)

Cyclohexadiene (x)

Benzene _ (x) (x) (x) (x) (x)

Toluene ) X X X X X X

Xylene (x)

Styrene X X X X X b3

Trimethylbenzene (x)

Methylstyrene X X

Al1ylbenzaldehyde X X

Benzaldenhyde X X (x) X X

Phenylacetate (x) (x) (x) (x) (x)

fcetophenone X X X X X

laphihalene X X X b3

Terephthalcehyde X b3 X X X X

Phenol X X X X X X

Fethylnaphihalene X X X

Benzylalcohol (x)

C;-Benzene (x) (x) (x) {x)

CZ—Naphtha1ene X X X X

Biphenyl X X X X b3

Lcenaphthyliene X

Anthracene X X

lethylantnracene %

x indicates >0.06 ppb () tentative identification
and chemical transformation. The concen- time and space, and may reflect the influ-

trations of acetylene were also quite low
in comparison to urban surface data, but
increased with time. Contrary to carbon
monoxide the major source of acetylene is
the automobile, hence the increase may
reflect entrainment of surface air. The
concentration of paraffins, other than
methane, shows a slight increase with time
on August 12 and a decrease on August 17.
This is the opposite of what might be
expected from knowledge of the respective
flight paths. The concentration changes
observed on August 12 are for only two
samples widely separated in terms of both

ence of a non-urban source. The progres-
sively Tower paraffin concentrations
observed in samples 1, 2 and 3, on Au-
gust 17 may be attributed to dilution via
diffusion. As opposed to the somewhat
larger changes in paraffin concentrations,
the olefin levels are generally Tow and
rather uniform. This observation raises
questions regarding the possible trans-
formation of these more reactive materials
during the period between capture and
analysis. The four most abundant olefins
(2,4-Dimethylpentene-1, 2,4-Dimethylpen-
tene-2, Trans-Hexene-3 and Ethylene)
display a somewhat irregular concentration
profile.



GC SYSTEM FOR THE ON-SITE ANALYSIS OF HYDROCARBONS

AT AMBIENT CONCENTRATIONS

R. N. Lee

Solid absorbent traps offer an alternative to the use of bags for

sampling atmospheric hydrocarbons.

An analytical system consisting

of an adsorbent trap coupled to a gas chromatograph has been built

for onsite concentration and analysis of ambient hydrocarbons.

Growing interest in the fate of atmos-
pheric injections of S0, has enhanced
interest in the mechanisms of SO, oxida-
tion. Plume studies of the sulfate product
evolution have dealt in varying detail with
the qualitative and quantitative identi-
fication of a host of primary and secondary
plume constituents. These studies have
employed concentration profiles obtained
via airplane-mounted instruments to reveal
features of the chemical processes oc-
curring within the plume. Although
instrumentation is available for real-time
surveys of many plume components, ana-
lytical limitations require the use of
integrated sampling techniques for some
species. Laboratory evidence has suggested
that some hydrocarbons may play a major
role in the SO,-sulfate transformation.!
Hydrocarbon data is thus essential to
studies which seek to resolve the atmos-
pheric oxidation process. Furthermore,
the wide range of hydrocarbon concentra-
tions and reactivities encountered in
ambient air require the application of
sampling techniques which do not alter
composition.

Most investigations have employed Tedlar
bags for the capture and storage of air
samples prior to chromatographic analysis.?
This procedure incorporates a cryogenic
concentration step to bring the sample into
the detection range of the flame ionization
detector. Concentration is typically fol-
lowed by analysis using a temperature
programmable gas chromatograph to permit
elution of the complex hydrocarbon mixture.
Although widely employed, the following
sources of error must be considered since
they are capable of obscuring hydrocarbon
concentration trends:

e Hydrocarbon loss may occur during stor-
age via adsorption on container walls.

e The hydrocarbon content may be depleted
via chemical reaction within the bag.
Exposure to sunlight, variable tempera-
tures and storage periods contribute to
a non-uniform sample history. These
factors may have a dominant influence
on concentration data.

In view of the potential difficulties
inherent in the use of plastic bags, it is
important to consider alternative approaches
for obtaining ambient hydrocarbon Hata.

One such method employs a solid adsorbent
for the capture of these materials. This
technique has been successfully employed
to remove and concentrate organics from
water and ambient air as the first step in
their quantitative measurement,3-%

A system which uses this approach has
been designed and constructed for use in
aircraft studies. This system, depicted
in Figure 1, can be mounted in the aircraft
to allow in-flight analysis. The traps may
also be used in the same way as bags and
individual samples analyzed with a ground
based chromatograph. This latter procedure
has the advantage of excluding sunlight and
providing a more uniform and definable sam-
ple history than possible with the use of
sample bags.

The system described in Figure 1 consists
of the following components:

1) U-tube trap (1/8-in. 0.D. x 11-in.
stainless steel) wrapped with heating
wire and packed with the solid
adsorbent.
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FIGURE 1. Flow Schematic for the Concentra-
tion and Analysis of Ambient Hydrocarbons.
a) Sampling Mode

b) Backflush of Adsorbent Trap
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2) Six-port valve used to channel sample
flow through the trap and carrier gas to
the chromatograph while in the sampling
mode. When switched to the inject mode,
carrier flow is diverted to the trap
which is electrically heated to desorb
the organics and drive them onto the
chromatograph column.

3) Four-port valve used to backflush the
column.

4) Gas chromatograph equipped with a flame
ionization detector.

This system was constructed by interfacing
a Chromalytics Model 1047 concentrator
(Chromalytics Corp., Unionville, Pennsylva-
nia) with an Analytical Instrument Develop-
ment Model 511 gas chromatograph. A

column backflush capability was introduced
by mounting a four-port valve to the
interior of the column oven.

While it is not possible to cover a
broad spectrum of atmospheric hydrocarbons
with this system, it does offer an oppor-
tunity to evaluate the relative merits of
solid adsorbent and bag sampling techniques
for aircraft sampling missions. Satis-
factory operation depends on the ability
of the trap to capture the hydrocarbons of
interest within a shallow layer of the
adsorbent. This feature is necessary to
permit sample release to a small volume of
carrier and hence, achieve efficient sepa-
ration of the sample components. Laboratory
and field tests are currently in progress to
determine the operational characteristics
of the system. In addition to capture and
release efficiency, these tests must con-
sider the possibility of chemical trans-
formations accompanying interaction with the
solid adsorbent.
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ESTIMATING AEROSOL OPTICAL PROPERTIES FROM SIZE DISTRIBUTIONS

MEASURED BY OPTICAL PARTICLE CQUNTERS

N. S. Laulainen

Mie theory calculations indicate the response of the Royco Model 220
optical particle counter as a function of particle size is rather insen-

sitive to the real part of the particle refractive index. However, size

measurements appear to be somewhat sensitive to the imaginary part of
the refractive index. This sensitivity can significantly affect the
calculation of other aerosol optical properties, such as the extinction

coefficient, when size distributions determined by this technique are

used as input data.

INTRODUCTION

Recent years have seen considerable ef-
fort to determine the physical and chemical
properties of atmospheric aerosols, both of
natural and anthropogenic origin. The
reasons for this effort are clear; atmos-
pheric aerosols profoundly affect precipi-
tation development and can significantly
modify the climate by altering the solar
radiation field. The fundamental param-
eters which are required from measurements
of aerosol systems are the size distri-
bution, complex index of refraction,
particle solubility and relative humidity,
and some as-yet-unspecified parameter
describing particle shape.

Many optical systems have been developed
to measure aerosol size distributions.
These systems take advantage of light-
scattering properties of aerosols as a
function of size. Most of their short-
comings occur because the Tight scattering
is also sensitively dependent on particle
refractive index and shape, such that the
size measurements can only be referenced
to equivalent spheres of known index and
size of the type used in calibrating the
measurement systems. When inferring the
effects of particles on precipitation
development, ambiguities in specifying
the true size distribution may be unimpor-
tant. However, when specifying the effects

of aerosols on solar radiation, these
ambiguities must be resolved. An earlier
paper! examined the interpretation of
optical measurements in terms of those
parameters which appear to have important
climatological implications. In this
paper, we address the specific aspect of
interpreting aerosol size distributions
measured by a Model 220 Royco optical
particle counter and estimating various
aerosol optical properties from these
data.

THEORETICAL ASPECTS

The theoretical basis of size distri-
bution determination with the Model 220
Royco optical particle counter is the
relationship between 1ight scattering
intensity at a scattering angle of /2
(see Figure 1) and particle diameter,
namely (see for example, Reference 2)

2
D
- _P
G(Dp; 2) | ‘b(Dpa "/2), “)
where o(D_,7/2) is the 1ight scat-

tering coBfficient per particle of
diameter Dp for scattering angle /2,

7D ? is the geometric cross-section of

the particle with diameter Dp, and
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FIGURE 1.

Schematic Representation of the Royco Model 220

Optical Particie Counter Detection System

,m/2) is the light scattering phase
funBt1on for a particle of diameter D_ and
scattering angle /2. P

This relationship assumes that the particles
are spherical in shape and that the particle
refractive index is known and uniform for
all the particles. Hodkinson3 also dis-
cusses the response of optical particle
counters.

Calibration of the optical particle
counter {OPC), while implicitly using Equa-
tion (1), actually is based on the response
of the instrument to 1ight scattered from
latex spheres of known size and refractive
index (n = 1.6). The actual shape and size
of the Tatex particles is established in-
dependently by standard scanning electron
microscopy. Particle sizes derived from
the OPC for aerosols whose refractive index
is different than n = 1.6, are then in fact
referenced to the response the instrument
would have for latex spheres of equivalent
sizes.

The response given by Equation (1) is
sensitive not only to particle refractive
index, but also scattering angle and wave-
length of light. The actual response of
the Model 220 Royco OPC is supposedly less

sensitive to these parameters, particularly
particle refractive index, because instru-
ment responds to 1ight scattered at angles?
of /2 + 0.4 rad (£24°) instead of exactly
/2 and because the instrument uses an
incandescent bulb or "white" Tight instead
of monochromatic source for illumination

of the particles.

INSTRUMENTAL RESPONSE AND PARTICLE

REFRACTIVE INDEX

Since the response of the OPC is sensi-
tive to particle refractive index, scat-
tering angle and wavelength of the
illuminating 1ight, we examine this
response for two cases. In the first
case, we assume that the effective re-
sponse wavelength of the system is

0.5 um and that the instrument accepts
11ght scattered exactly at n/2 and we cal-
culates the response for several particle
refractive indices. In the second case,
the same calculations are made except that
the wavelength of the illumination is
smeared out over a wide spectrum
A= 0.5+ 0.1 um, and that a finite solid
angle detection cone of + 0.1 rad (#5°)
centered at a scattering angle of «/2 is
allowed for (this choice is more con-
servative than that suggested by Hodkinson3).
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For case 1, the response function o(D_,n/2)
given by Equation (1), is shown in Fig-
ure 2 for the reference refractive index,
n =1.6, and two other refractive indicies,
n=1.5and n=1.5- 0.1, respectively.
Except for the region 1 to 2 ym and beyond
7 um, the response function for n = 1.5 is
20 to 30% smaller than for the reference
index n = 1.6. Alternatively, for the same
response, the particle diameters for n = 1.5
are 15 to 20% larger than the corresponding
diameters for n = 1.6. The inclusion of an
absorptive term (imaginary part of the
refractive index) increases the discrepancy
between the reference diameters and those
for the refractive index n = 1.5 - 0.1<.
These results are also summarized in Table 1
for each channel of the Model 220 OPC.

The response function for case 2 for the
same set of refractive indicies as in case 1
is shown in Figure 3. The bars associated
with each curve indicate the range of values
for the response when the wavelength varies
from 0.4 to 0.6 um and the scattering angle
varies from 85 to 95°. The curves are
drawn through the median of each range. If
a scattering angle of 90 * 24° is used in
the calculations, the range of values is
increased dramatically, as indicated by the
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FIGURE 2. Ideal Response Function as a Func-

tion of Size of a wn/2-Light Scattering OPC
for Various Refractive Indicies

dashed bars for D, = 2.24 ym. The practi-
cal significance Bf these resuits indicate
that the response as a function of particle
size is roughly independent of the real
part of the refractive index, but is some-
what sensitive to the imaginary part. Thus,
for aerosols which have an absorptive term,
scaling of the actual particle diameters
appears necessary if the measured particle
size distributions are to be used in sub-
sequent calculations for other optical
parameters. The results for case 2 are
also summarized in Table 1.

DISCUSSION

Since atmospheric aerosols can have a
wide range of refractive index (n = 1.3)
for water droplets to nv2-7 for carbon
particles), it is important to scale the
measured size distributions properly.
Unfortunately, the refractive index is not
generally known a priori (indeed the ob-
jective of many experiments is to determine
this and other parameters). Often, however,
the general composition of the particles
can be determined by other means. This
information, along with ambient relative
humidity, can provide a reasonable estimate
of refractive index. For example, sulfate
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FIGURE 3. Response Function of a n/2-Light
Scattering OPC with Finite Apertures

(6 = n/2 = 0.1 rad) and White Light ITlumina-
tion for same Refractive Indicies of Fig-

ure 2. The bars indicate the spreading of
the response function from ideal.
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TABLE 1.

Particle Diameters as a Function of Refractive Index

Referenced to Latex Spheres with n=1.6 for the Royco Model 220 OPC

Calculated Particle Diameter (um)

Ref.
Ch. Diameter Case
Mo.  (wm)  n=1.5
2 0.355 0.46
3 0.447 0.50
4 0.562 0.66
5 0.7 0.82
6 0.89 1.01
7 1.12 1.12
8 1.41 1.41
9 1.78 1.98
10 2.24 2.45
11 2.82 3.2
12 3.55 3.8
13 4.5 4.7
14 5.6 5.9
15 7.1 7.1

1 Case 2
n=1.5-0.1% n=1.5  n=1.5-0.17
0.52 0.46 0.53
0.54 0.52 0.58
0.82 0.62 0.76
1.0 0.73 0.76
2.6 0.98 2.35
3.0 1.18 2.85
3.2 1.48 3.3
3.9 1.9 3.8
4.7 2.5 4.7
5.8 3.2 5.6
6.8 4.0 6.8
8.0 5.0 8.3
10.0 6.0 10.0
12.0 7.4 12.0

aerosol is one of the dominant components
in the urban atmosphere and has a real part
of the refractive index of ~1.5. The
imaginary part of refractive index of
sulfate aerosol is uncertain. For our
calculations, we have assumed that the
rangen = 1.5 ton =15 - 0.1{ is repre-
sentative. It should be noted that many
of the difficulties mentioned in an
earlier paper! encountered in calculating
aerosol optical properties are still
present--namely the problem of nonspherical
particles and nonuniform refractive index
(i.e., different kinds of particles or
particles of complex composition).

To illustrate the effect of refractive
index, we calculate the extinction coef-
ficient from a particle size distribution
measured over Seattle at 2000 ft on
18 June 1976, by assuming a) that the
measured size distribution is independent
of refractive index, and b) that the
measured size distribution is scaled ap-
propriately to the refractive index, as
discussed in the preceding section.

Curves for extinction coefficient per
particle o(D,) as a function of particle
size at wave?ength A = 0.5 m and refractive
indices n = 1.6, n=1.5,n=1,5-0.17
are shown in Figure 4. Notice that for
particles larger than ~2 um, the extinction
coefficient is proportional to Dp2. Also
note that scattering and total extinction
are equal when the refractive index is
entirely real. Using these curves and the
results of Table 1, the extinction coef-
ficient per unit volume can be easily
computed for the measured size distribution,
according to

r N
ext 1 A]ogDp ) O(Dpi) ’ A]ogDp
where A1§ZD is the number of particles per
P

unit volume in size channel 7 of width
A1ogDp and the sum is over all channels and
slogDp = 1710 for the OPC. (In this cal-
culation we also include particle size
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measurements made with the Whitby Electri-
cal Aerosol Analyzer where AlogD, = 1/4.
The contributions from those meaSurements
are shown separately.) The results of
these computations are summarized in

Table 2.

An inspection of Table 2 reveals that
the calculation forn=1,6 and n = 1.5
(both cases) produces essentially the same
extinction coefficient--even when the
scaled diameters are used. However, for
n=1.5-0.17 the extinction coefficient
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is much larger for the scaled diameters
than for the reference diameters. A
similar calculation can be carried out for
the scattering coefficient using the

scaled diameters; the result is

bgcatt = 0.28 x 10-%* m-1. As a point

of reference, both turbidity and light
scattering coefficient (1 = 0.525 um) were
also measured with multiwavelength sun-
photometer, and an integrating nephelometer,
respectively, at the same time the size
distributions were obtained. These meas-
urements gave an extinction coefficient
bext = 0.7 + 0.4 x 10-* m-1 and a scat-
tering coefficient bgcatt = 0.4 + 0.1 x 10-%
m-1, respectively. While the measurements
admittedly have rather large uncertainties,
the inclusion of an absorptive (imaginary)
term in the refractive index (perhaps
unrealistically large) improves the agree-
ment between measured and calculated
extinction.

SUMMARY

In this report, we have examined the
effect of aerosol refractive index on
particle size distribution measurements
with optical particle counters and on
subsequent calculations of aerosol optical
properties using these measured distri-
butions. For no absorption by the par-
ticles, size distributions are relatively
insensitive to particle refractive index.
On the other hand, the distributions
appear to be somewhat sensitive to the
imaginary part of the refractive index
and thus, when properly scaled, can have
a significant effect on the calculation
of other aerosol optical properties,

e.g. extinction coefficient.
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TABLE 2.

Calculated Extinction Coefficient for Several Refractive

Indicies Referenced to Latex Spheres with n=1.6 for a Size Distri-
bution Measured at 2000 ft over Seattle on 18 June 1976 with the
Whitby Electrical Aerosol Analyzer (EAA) and Royco Optical Par-
ticle Counter (OPC)

EAA Ref. ___AN Extinction Coefficient (umz/cm3)
Ch. Diameter Alog
No. (um) (#/cm3g n=1.6 n=1.5 n=1.5-0.1¢

3 0.0133 2840 0 0 .01

4 0.0237 33200 0 0 .63

5 0.0422 34400 0.31 0.24 4.13

6 0.075 12400 3.50 2.49 11.3

7 0.133 4160 28.6 19.7 37.3

8 0.237 167 16.7 12.1 13.9

9 0.422 11 6.61 5.91 5.23
0PC 1
Ch. Sum x 7 13.94 10.11 18.12
No

4 0.562 6.26 6.70 6.3208)  7.39(0) 5 23@) g gglb)
5 0.71 3.64 5.02 5.86 6.08 4.77 7.39
6 0.89 2.23 3.21 4,35 4,48 4.0] 22.7
7 1.12 1.71 3.86 3.61 3.90 4.21 25.3
8 1.41 1.13 4.94 4.24 4.46 4.35 22.2
9 1.78 1.03 5.97 6.88 7.73 6.32 26.8
10 2.24 0.76 7.35 6.81 8.28 7.12 29.6
11 2.82 0.74 10.7 11.0 13.6 10.8 41.4
12 3.55 0.63 14.3 14.4 18.0 14.3 52.3
13 4.5 0.50 17.9 18.0 22.0 17.9 60.0
14 5.6 0.34 18.7 18.7 21.8 18.7 60.2
15 7.1 0.088 7.7 7.68 8.62 7.67 22.0
Sum XTO 10.64 10.79 12.63 10.54 37.9
Total 24.6 20.9 22.7 28.7 56.0

TOTAL EXTINCTION (]0_4 m_]) 0.25 0.21 0.23 0.29 0.56

a.Using the extinction coefficient per particle (Figure 4)

diameters.

b.Using Figure 4 and the scaled diameters (Case 2 of Table

at the reference

1).




AIRBORNE MEASUREMENTS OF PARTICLE SIZE DISTRIBUTION, LIGHT SCATTERING

AND TURBIDITY AT DIFFERENT ALTITUDES

A. J. Alkezweeny and N. S. Laulainen

Aircraft measurements of particle size distributions, light scattering

extinction coefficients, and turbidity over the Pacific Northwest are

presented. The size distributions are found to be bi-modal. The extinc-

tion coefficients calculated from the size distribution do not agree with

that measured by the nephelometer and the sunphotometer.

Simultaneous measurements of particle
size distributions, light scattering extinc-
tion coefficients and turbidity (aerosol
optical depth) over the Pacific Northwest
were made in June 1976 using an instru-
mented DC-3 airplane. The particle size
distributions were measured in the range
of 0.01 to 5 um with an electrical aerosol
analyzer! and a Royco Optical Sensor,

Model 220. The optical sensor was inter-
faced with a 15-channel pulse height
analyzer and printer. Aerosol light scat-
tering data were obtained with an MRI inte-
grating nephelometer, Model 1562.2 A
multiwavelength sunphotometer was employed
to measure solar intensities in five wave-
length bands; only the turbidities derived
from the channel at » = 500 nm were used

in this study.

Data were collected at different alti-
tudes from ground Tevel to 10,000 ft MSL.
Aerosol extinction coefficients were
derived from sunphotometer turbidity meas-
urements using the relationship,

b = at/Ah

where At is the difference between tur-
bidities measured at h and h + ah. The
integrating nephelometer measured aerosol
scattering extinction coefficient, bgcatts
directly at wavelength x = 525 nm. For
comparison, aerosol extinction coefficients
were calculated from the measured size dis-
tributions at each altitude using tabulated
Mie extinction efficiencies Q{aj,n) for
refractive index n = 1.6 - 0i and a wave-
length of A = 500 nm from the expression

10°
b= 3 Qlag.n) as(0p )+ 54—
-

i

where a; = nDP /A is the size parameter and
i
AS(DP.) is the measured particle surface

i
area (um?/cm3) in the geometric mean par-
ticle diameter size class DP . The summa-

i
tion is over all size intervals from about
0.04 to 5 um. Figure 1 shows the particle
volume distributions measured over the Tri-
Cities, Sunnyside, and Seattle, Washington.
It can be seen that the size distributions
are bi-modal with a peak at 0.1 - 0.2 um
particle diameter and a second peak greater
than 1 um. According to Whitby,® the sub-
micron mode is characteristic of the pol-
luted atmosphere while the second mode is
caused by mechanically produced aerosol
such as resuspension and sea spray; there
is no interaction between the two modes.
The latter can be seen easily by comparing
the distributions from Sunnyside and
Seattle. Sunnyside is a small community
in eastern Washington with no major sources
of pollution in contrast to the large
metropolitan city of Seattle, where many
sources exist. Since the first mode is a
result of chemical reactions, it is expected
that the peak of this mode should be higher
for Seattle than for Sunnyside. On the
other hand, the second mode is not related
to the pollution level and therefore the
two locations ought to have similar values.
Actually, the peak of the second mode at
Sunnyside is higher than Seattle, indicating
resuspension of dust as a possible cause.
On June 8, there was a temperature inversion
over the Tri-Cities between 5000 and 6000 ft,
MSL, resulting in a reduction of concentra-
tion of all particle size classes above the
inversion. Similar effects were observed in
St. Louis in 1975 by others.*
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- Comparison of the calculated aerosol
scattering extinction coefficients using
a refractive index of 1.6 and the measured
extinction coefficients obtained with the
integrating nephelometer and the sun-
photometer are shown in Figure 2. In all
cases, the calculated values are smaller
than the measured values. The poor agree-
ment between measured and calculated ex-
tinction was also found for the data
obtained over St. Louis during August 1975,
even when a substantial imaginary aerosol
refractive index was included in the cal-
culations. In many cases, the extinction
coefficients derived from the sunphotometer
measurements are larger than those obtained
with the nephelometer, which measures only
aerosol light scattering, while the sun-
photometer optical depths contain both
light scattering and absorption by the
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as a Function of Altitude

ALTITUDE, ft

aerosol. Although the measured and cal-
culated bgcatt do not agree, the two
quantities are well correlated. A cor-
relation coefficient of 0.93 was determined
for this set of data. Such behavior was

also found by Ensor, et al.,> for Los Angeles
aerosol. The error in the aerosol extinction
coefficients derived from the sunphotometer
turbidity measurements is very large in a
clear air case because of instrumental reso-
Tution and it is consequently difficult to
compare them with the nephelometer and calc-
ulated values.

On the basis of these 1imited data and
those obtained by the authors at St. Louis,
it is not practical to derive particle size
distributions from multiwavelength sun-
photometer measurements alone; the situation
is particularly poor for clean air case.
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SOME ASPECTS OF THE "STATIONARY STATE" APPROXIMATION

AND ITS USE IN MODELING KINETIC PHENOMENA

J. M. Hales

The stationary state assumption is examined using some simple examples,

and criteria for evaluating when such conditions exist are presented. A

practical example - that of application to gas-scavenging calculations-

is discussed.

Similar treatments should apply beneficially to reaction

kinetics problems, especially in situations where difficult differential

equations occur.

DESCRIPTION OF THE STATIONARY STATE
ASSUMPTION

The stationary state approximation is an
important and often utilized tool for mod-
eling transient behavior in composite,
chemically reacting systems. It was first
applied in the field of chemical reaction
kinetics by Bodenstein! in his 1908 analysis
of rate behavior of the hydrogen-bromine
reaction, and has been employed extensively
in the field of reaction kinetics since
that time. A major use of the stationary
state approximation is now modeling of
multicomponent, reactive plumes of pollut-
ants in the atmosphere. Other atmospheric
applications of Tesser importance include
modeling of various mass-transfer phenomena.

Some important aspects of stationary
state approximations can be illustrated by
a simple example. Suppose a chemical
species (denoted here by A) is being de-
pleted by competing elementary chemical
reactions, one reversible and one
irreversible:

Ky

A< B (1)
ky
K

A S ¢ (2)



The rates of formation of A, B, and C in a
well mixed system are given by

dA _
FI -(k1 + k3) A+ k2 B (3)
dB _
it k.I A - k2 B (4)
dC _
qt k3 A (5)

These equations may be integrated, sub-
ject to appropriate initial conditions Ao’
By, and Cq, to provide expressions for
the concentrations A, B, and C as functions
of time. This may be accomplished in a
straightforward manner by LaPlace trans-
formation. Transforming (3) and (4) and
eliminating L(B)

Ly = to® " Kalho * Bo) (6)
s(s + ky ¥ k2 + k37'+ k2 ks

which, for a system initially close to
equilibrium, i.e.,

B
O
AO N Keq (7)
(6) becomes
Ay {s + kg + k) (6a)

LA) = s+ v Tk F K K
17 kTR 2 3

Equation (6) may be inverted to obtain
the rather cumbersome expression

A(t) = 5—}7; { [kZ(AO +B) +a AO] et -
[kz(Ao +B)+b AO] ePt } ; (8)
(ky + k, + k,) ¢

ap=- 1273

2
V/ (k] + k2 + k3) -4 k2 k3
2

plus similar forms for B{(t) and C(t).
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A number of simplifying assumptions can be
applied to reduce the complexity of Equa-
tions (8), and these various approximations
have been denoted as stationary-state
assumptions. Radically different predic-
tions of kinetic behavior arise as conse-
quences of these various assumptions, as
the following case examples indicate:

Case 1: Near-Equilibrium Conditions

In this case reactions (1) occur so
rapidly compared to (2) that the condition

B

% Keq (9)

is upheld throughout the course of the

reaction; this implies that k,,k, >> k3,

and the transformed problem bgco$es

R L B (6b)
s(s + k1 + k2) + k2 k3

Inversion of (6b) and subsequent rearrange-
ment gives the following, much simpler set
of expressions for A, B, and C:

C(t) = A +B, +C, - (A, + B,)

k,t

A +B +C -C
A(t) = =2 B? — o ;
eq

(10)

Several important aspects of this type
of approximation should be emphasized. First,
it should be noted that invocation of (9)
effectively eliminated differential Equa-
tion (4), leading directly to a simplifica-
tion of the problems; in fact, (9) can be
derived from {4) by setting the derivative
equal to zero. It is extremely important
to realize, however, that applying (4) in
this manner is not equivalent to setting
dB/dt = 0. Note that the final solution
(10) dictates that B should indeed vary with
time. Disregarding this point can lead to
serious errors in interpreting reaction
phenomena.
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A second important aspect of this example
concerns the conditions for which the Case 2-
type approximations are valid. The trans-
formed Equations (6) and (6b) provide spe-
cific information in this regard; by in-
spection one can deduce that the critical
conditions that must be satisfied is

k, >> k3 . - (11)

2

Moreover, the obvious condition that the
initial concentrations Ay and By must be
close to equilibrium must be upheld. These
two conditions correspond, respectively, to
perturbations on the equilibrium by the
forcing function k3 A and by the initial
conditions. In problems involving air
pollution chemistry, one usually can ignore
the second condition. This is not uni-
versally true, however, and caution should
be exercised to ensure that both conditions
are upheld whenever Case 1 - type approxima-
tions are applied.

Criterion (11) applies specifically to
system (1), and cannot be extended directly
to more general cases. This example is
pertinent, however, in its demonstration
that such criteria often may be deduced
more readily by inspection of the transformed
equations, rather than the equations or the
solutions, themselves.

Finally, it should be noted that typical
kinetics software packages usually yield
Case 1 solutions when steady states are

stipulated. This can be seen by noting the
system.

%%-= - (ky + k3) A+ ky B (3)
B = Keq A (9)
Loign . (5)

Proceeding from (3) - (9) - (5) in a sequen-
tial fashion typical of Runge-Kutta or most
other applicable finite-difference approxi-
mations yields results that correspond
directly to Equations (10).

Case 2: Near-Equilibrium Conditions
and Low Intermediate Concentrations

This case is of little practical signifi-
cance to reaction system (1) - (2), but it
is extremely important for application to

more complex systems involving short-lived,
transient intermediates. The previously-
mentioned application of Bodenstein?!
belongs to this class.

Modification of (3) - (5) corresponding
to this assumption can be accomplished by
the following steps:

e replace (4) with (9)

¢ substitute (9) into (3).

This provides the system

dﬁ = - k3 A (3a)
B = Keq A (9)
T kg h (5)
with the solutions

A(t) = A, eTk3*

B(t) = Keq A(t)

C(t) = ¢, + A (1-e7¥3%) (12)

It is especially important to note here
that, even though solutions (12) are based
essentially on assumption (9), they still
vary radically from Solutions (10). One
must be careful in applying steady-state
approximations that Case 2 assumptions are
not inadvertently applied when Case 1
approximations are desired.

Case 3: Zero-Derivative Conditions

Readdressing Equations (1) - (3), it is
interesting to consider one further case.
Since (9) was based on the idea that
k1 A - ko B (= dB/dt) = 0, one can attempt
to examine the effect of replacing (4) with

e 0 (13)
to obtain the set

dA _

. r (- k] + k3) A+ k2 B (3)



B0
&Lskgh (5)
with the solutions
A(t)=1_k11—+k3y { ky B +
[y kg Ay + Ky B] e
[(' ky *+ ks) t]}
B(t) = B,
c(t) = ¢, + A, - Alt) (14)

Case 3 is the only example in which dB/dt
is actually set equal to zero. It makes
little sense in a physical sense, and thus
it is not useful for practical interpreta-
tion. It is important, however, to recog-
nize that this type of substitution can be
made inadvertently, and to guard against
this occurring in practice.

Several other cases of these types can
be considered; and the stationary state
assumption emerges as a class of asymptotic
approximations to behavior under limiting
conditions. Class 1 conditions are of
primary interest to this discussion, and
will be considered individually in the
remaining text.

For situations where analytical solutions
are sought, use of the steady-state approxi-
mation bears the advantage of considerable
mathematical simplification. This is true
also for numerical solutions; in such cases
however, a second .advantage of avoidance of
stiff differential equations is usually
more important. Stiffness in ordinary dif-
ferential equations--when present--is a
particularly annoying aspect of most common
numerical techniques, and it can often be
avoided by use of the stationary state
approximation.

The question of zeroing dB/dt in Equa-
tion (4) has led to several misconcepts in
the past. Many established texts?,3,%,3
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suggest that applying the stationary state
assumption is indeed equivalent to holding
the concentration of a specific intermediate
(B in this case) constant. Several rather
involved--and ofter erroneous--arguments

have been advanced in support of this con-
cept. It has been reasoned, for example,
that transient, intermediate species occur
at such low concentrations that their time
rates of change are negligible, thus allow-
ing their derivatives to be set equal to
zero to formulate stationary state relation-
ships. Such reasoning, however, is super-
fluous and unnecessary for Case 1 conditions.
It is much less confusing and misleading to
visualize this type stationary state approxi-
mation solely as an asymptotic approach of

a reacting system to dynamic equilibrium
conditions.

CRITERIA FOR VALIDITY OF THE STATIONARY
STATE APPROXIMATION

Granted the convenience of the stationary
state approximation, it is of obvious inter-
est to obtain some reliable criterion to
ascertain conditions under which this as-
sumption is valid. In qualitative terms,
use of this approximation should be accept-
able whenever:

1) the rate constants of the reactions in
the "stationary state" process are
much grea? r than those in competing
reactions @) and

2) sufficient time has passed to allow for
the effects of initial conditions to
decay.

Several investigators (cf. Rice®) have
derived criteria for validity of the sta-
tionary state approximation, but these
have been confined largely to simple well-
mixed systems where initial conditions were
assumed unimportant. Furthermore, no
serious attempt has been made to develop
criteria useful for switching to or from
the stationary state approximation at
intermediate points in a computational
algorithm.

One method of ascertaining the validity
of stationary state assumptions is to solve
a given kinetics problem, both with and
without help of the approximation, and
simply compare the results. This has been

(@) "Competing reactions"are viewed here as
any mechanisms, physical or chemical,
that may perturb the local concentration.
An example of a physical effect in this
regard is turbulent mixing.



accomplished by previous authors, both
analytically for simple systems (cf.
Leighton?) and numerically for more com-
plex problems (cf. Hecht, et al.8). It is
a somewhat unsatisfying approach in that it
requires solution of the rigorous equa-
tions - precisely what was to be avoided
in the first place. Once such an exercise
has been conducted, however, certain in-
sights are gained which may be applied for
other problems. Thus a stationary state
approximation may be applied with reason-
able confidence to a subsequent but simi-
lar system once it has been proven a valid
approximation for the original problem.

Other criteria for stationary state ap-
plication can be developed by examination
for the differential equations themselves.
On an intuitive basis, for example, in the
well-mixed reaction described by the rate
equation

dA _

dt = Rg - Ry

where Rg and Rq are the generation and
decay reactions of component, A should
be expected to approximate stationary
state behavior whenever

dA/dt dA/dt
_Tig__ << 1 and -Ti;—— << ]

Since Rg and Ry essentially require solu-
tion of the'di?ferentia] equations for
their evaluation, however, this criterion
is of limited value.

The criteria discussed above tend to
apply primarily to well-mixed systems,
where the rate coefficients are constant
and the only mechanism for effecting con-
centration change is chemical reaction.
They are useful for establishing whether or
not to implement a stationary-state approxi-
mation prior to performing a calculation,
but are of limited application to problems
where switching to a stationary state is
desirable at points during the course of
computation.

More flexibility in this respect is pro-
vided by a somewhat different approach,
which utilizes a partial solution to a
linearized version of the rate expression.
The procedure is as follows:

Consider once again

1

A B

@
b= ¥ ox

A (m
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where the concentration of component A
varies because of reactions 1 and addi-
tional unspecified competing processes (re-
action, mixing,...), A rate equation for B
can be written as follows:

dB
Fra k2 B + k] A. (4)
Since not all processes for changing the
concentrations of A are specified, we can-
not write a corresponding equation for its
rate of change. For the present analysis
we will simply approximate this unknown
entity by an appropriate constant value T:

ne

r. (15)

ol
| >

Differentiating (4) and substituting
dB/dt = ¢, the following form is obtained:

de =y, Ay
at + k2 £ k] at - k] T. (16)
This may be integrated between the Timits

(o,t) and (gg,¢) to obtain

g=_(k_1
k2
where £45 = k; By + k7 Ay, Ay and By being

the initial concentrations. The concentra-

tion at any time, t, is obtained by inte-
grating (21) from 0 to t:

Ky

r- 50) exp(-k, t) + @ T (17)

oK
= k—z - E AO + BO [exp(-kz t) - 1] + BO
2 /

(18)

Now, under conditions where the stationary

state approximation is valid

k
1

2 k2

A reasonable criterion for approach to
steady state concentrations is

k
——]_A=

B(t)]g = ¢ (rt+A) (19)

B(t) - B(t)SS
B << 1 (20)

tSS

thus from (16) and (19)



' k
T 2 r
G?_ h A0 * FT_BO) exp(-k2 t) - FE

(21)

<< 1,

This criterion has some advantage over

its counterparts because it reflects any
perturbations caused by initial conditions,
and also because it allows more convenient
assessment of nonreactive mechanisms.

Equation (21), or variations of it, may
be utilized as practical criteria for
determining validity of the stationary
state assumptions, provided, of course,
that some means for estimating r exists.
This is often difficult to accomplish prior
to computation, but can be satisfied con-
currently with many numerical calculations,
thus allowing the possibility of switching
on or off the stationary state approximation
during the course of a computation. Al-
though this course of action would seem to
offer advantages in providing more ef-
ficient computation, it is a practice that
has not been employed extensively up to
now.

A few comments regarding criterion (21)
are in order. First it should be noted
that the first bracketed term in (18) pro-
vides the transient response, both to the
jnitial conditions and to the forcing
function _ . dA
T dt

For small t the initial conditions tend
to dominate the transient behavior of the
system. For larger t the initial condi-
tions tend to become unimportant and it is
primarily T that dictates transient re-
sponse. These features are evident in
%qu3tion (18) as well as in the criterion

21).

r

APPLICATION OF STATIONARY STATE APPROXI-
MATIONS TO GAS SCAVENGING COMPUTATIONS

As has been described in previous work, ?
the response of pollutant concentration in
a falling raindrop to a corresponding gas-
phase pollutant environment may be ex-
pressed by the equation

3k
(_1£ = _l - !
& " v, (y - H'c) (22)

where ¢ and y are the aqueous-phase and
gaseous-phase pollutant concentrations, z
is the vertical location of the drop, a is
the drop radius, v¢ is its fall veloc-
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ity, ky 1s a mass-transfer coefficient,
and H'"is a solubility parameter. Letting
ko = 3 H' ky/avg and ky = 3 ky/avy we have

e =L ke + kg (23)
¥, on the other hand, varies rather in-
dependently of ¢, and depends upon plume
geometry, wind speed, and raindrop fall
velocity. Equation (23) often becomes
extremely stiff, and a stationary state
approximation would facilitate the com-
putation process. This approximation is

ks
¢ = yats.s. (24)

2

Now, to draw things into direct cor-
respondence with the previous derivation,
we let y = A and ¢ = B. Equations (23)
and (24) then become

dc _
rTan k]A - sz
and B = Keq A.

Denoting dy/dz by T, one can use cri-
terion (21) to evaluate stationary state
behavior. Upon resubstituting the original
variables the result is

avy ] (yo + H co)
3 H' K - dy/d
y y/dz
3 H' K av
Y - I
exp avy (z Zo) 3 H' K
Yy
z -]z << (25)
0

where yo and c, are concentrations at loca-
tion z45. At the present time a numerical
code for solution of (22) is being modified
to test automatically for satisfaction of
(25) and to compute the subsequent concen-
tration value on the basis of the station-
ary state approximation if this criterion is
satisfied. Otherwise the procedure shifts
to the basic predictor-corrector algorithm
for solution of (22). Since this test is
conducted every step, it is expected to
allow a marked increase in the computational
step size, with a corresponding savings in
computer execution time. This same general
approach should benefit reaction kinetics
codes where similar problems are
encountered.
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NUMERICAL MODELING IN SUPPORT OF THE LONG RANGE

PLUME TRANSFORMATION STUDY

J. M. Hales

" This report is a brief, qualitative description of how the PROTEUS

computer code is being applied in evaluation of aircraft plume trans-

formation data.

Several additional runs in conjunction with the 1976

field data are anticipated for the immediate future.

The PROTEUS computer code, described in
an earlier report,! is now being applied to
analysis of data from the long-range plume
transformation study. The current focus of
this research is to evaluate postulated
homogeneous thermal and photochemical
transformation mechanisms for S0,
conversion.

A schematic representation of the code's
application is shown in Figure 1. Here the
wind and concentration data from an initial
aircraft cross section are interpolated to
grid centers on a Y-Z computation grid.
These then are utilized as boundary con-
ditions for the differential equations of
the computer code, whose solutions are ap-
proximated numerically for comparison with
values measured by the aircraft at down-
wind locations.

There have been two major efforts in
this area recently. The first effort was
the creation of the necessary software to
produce magnetic tape records of the grid-
ded data for subsequent use by the PROTEUS
code. The second major effort was the
adaption of a previously-described param-
eterized reaction kinetics sequence for use
with PROTEUS. This is the 39-step Tumped
mechanism, published by Hecht, et al.,?
which is shown for reference in Table 1.

It js currently being applied as a driver
to generate free-radical concentration
values necessary for examination of various
photochemical SO, conversion mechanisms. A
number of test runs in conjunction with the
1976 aircraft plume transformation results
are planned for the immediate future.
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INTERACTION

PROTEUS-FIELD MEASUREMENT
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AIRCRAFT
SAMPLING
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COMPUTER
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11 A

Neg 77350-3

Schematic of Proteus Code Application

FIGURE 1.
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Developed by Hecht, et al?

NO,-NO-0,; Cycle
1
NO: + hy — NO + O
2
040, +M— O+ M

3
0; + NO —— NO; + O,
Important rcactions of O with inorganic species

O+ NO+M—4> NO, + M
O -+ NO, —5—+ NO -4 0,
O+ NO;+M—6—> NO; + M
Chemistry of NO;, N;O;, and HNO,
0; + NO, —_7" NO; + O,
NO; + NO —Hb 2MN0O,
NO, + NO;-—B—) N2
N«O;.i NO. -+ MO,
N,O: + H.0O —n—> 2HNO;
Reaclions of HNO; wititinoiganic specics
NO + HNO;—lzr HNO; + NO,

13
HNO; 4+ HNO; — H.0 + 2NO,
Chemistry of HNO,

14
NO + NO; + H:0 ——> 2HNO, |
)5
2HNO; ~—» NO + NO. + H,0

15
HNO: 4+ hy —— OH 4 NO
Important reactions of OH with inorganic species

17
OH - NO;~— HNO;
12
OH |- NO - M —> HNO, 4- /4

13
OH 4 CO + (0.) — CO; + HO,
Qxidation of NO by HO.

20
HO, - NO —» OH + NO,

Photolysis of H,0,

TABLE 1:—-Lumped Kinetic Mechanism for Photochemical Smog

21
H:0; 4+ hy — 20H

Organic Oxidalion Reactions: HC, = olefins, HC, = aroimatics,
HC; = paraffins, HC, = aldehydes

22
HC, + 0 — ROO + aRCOO + (1 — o)HO,s
|

HC; + O;i RCOO 4 RO +- HC,
g
2

HC, + OH — ROQ 4 HC,

HC; -+ O—Zib ROO 4 OH
HC; + OH —ﬁ ROO 4 H:0

HC, 4- O—Z ROO + OH
HC; + OH —l ROO 4+ H:0

HCe + hs — FROO + (2 — BHO:
HC(+- Oh i& BRCO0 + (1 —~ pY10, - 11D

I
o

Reactions of organic free radicals with NO, NOs, and 0.

K
ROO 4 NO —— RO + NO,
32
RCOO + NO |- (O —= ROO + NO; -+ CO,
|
6 33
RCOO 4 NO; —— R?OONO,
l |
0O o]
34
RO + 03— HO, 4 HC,
35
RO -+ NO; —-» RONO,

36
RO - NO —» RONO

Other petoxy radical ieactions

37

HO2 -} HOy —> H;0y -- Oy
38

HO; + ROO » RO+ OH 4- Oy
kit

32
S 2RO 4 0.

2R0O0O

1.

Code for Solution of the General
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AN ALGORITHM FOR ANALYZING AND DISPLAYING AEROSOL DATA

D. R. Drewes and N. S. Laulainen

Computer software has been written to analyze aerosol data recorded
from the Whitby Electrical Aerosol Analyzer (EAA) and the Royco Optical

Particle Counter (OPC).

The increasing amounts of aerosol data
collected under various programs dictated
the development of computer software to
analyze the data and display the resultant

The algorithm

which resulted performs basically the same
simple but time-consuming computations on

the data previously done by hand and

produces printed output of both normal-
ized and non-normalized aerosol number,
surface, and volume distributions.
addition, the algorithm also generates

AEROSOL SIZE DISTRIBUT [ON-NUMBER

AEROSOL SIZE DT1STRIBUTION-SURFACE

In

Qutput is both printed and graphical.

plots of these various distributions versus
particle diameter, as shown in Figure 1.
This aspect of the algorithm allows the
data to be viewed in a much more meaningful
way than the simple printed output, and
considerable effort was spent in making the
graphical output as useful as possible.

The user has several options, including the
use of different colors to differentiate
between data taken at various times. A
legend is included to present other informa-

tion relevant to the plots.

Taken together,

the graphical and printed output of the al-
gorithm present a powerful way to analyze
and view data on aerosol distributions.

AEROSOL. SIZE DISTRIBUTION-VOLUME
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AN ALGORITHM FOR PROCESSING AND ANALYZING DATA FROM THE BNW DC-3 RESEARCH AIRCRAFT

D. R. Drewes and A. J. Alkezweeny

The data acquisition system aboard the BNW DC-3 research airplane
records data, as voltage signals, in a compact binary format on 7-track

magnetic tape.

Computer software has been written which converts these

data to appropriate units and makes them available for analysis. The
user has direct control over the important aspects of the analysis, and
the modular nature of the code allows great flexibility in the types of

analyses to be performed.

In addition to printed output, graphic output

may be generated using the highly versatile DISSPLA graphics package.

A flexible algorithm for analyzing and

displaying data recorded by the data ac-
quisition system aboard the BNW DC-3 air-
craft was described in a previous report.!

TABLE 1. Data Recorded by DC-3 Data
Acquisition System

Since that time, instrument changes and the Channe] Parameter
addition of a VLF navigation system have 1 Day
resulted in a need to alter the format in 2 Month
which the data are recorded on the 7-track 3 Time (minutes)
tape. Data are still recorded in binary 4 Time (seconds)
form with 12-bit resolution, but to record 5 Altitude
more parameters, the number of seconds of 6 Airspeed (M8 system)
data per tape record was reduced from 15 7 VOR 1
to 6. The 42 channels recorded each second 8 VOR 2
under the present configuration are shown 9 DME
in Table 1. 10 Temperature
11 Dewpoint

These changes in data format have re- 12 Ozone (data)
quired some changes in the software used to 13 NO (data)
analyze the information. The modular form 14 NO» {data)
in which the algorithm was originally writ- 15 S0, (data)
ten, however, has greatly simplified these 16 Nephelometer
adaptations. The major changes have been 17 Hi-vol flow
in the subprogram units which direct the 18 Condensation nuclei (data)
graphical output. After looking at pre- 19 Condensation nuclei (range)
Timinary plots and printout of the data, it 20 Ozone (range)
was determined that the most information 21 NOy (range)
could be gained from the 03, NOy, S0,, and 22 S0, (range)
nephelometer data, and that temperature, 23 Aerosol (data)
dewpoint, humidity, and wind data were also 24 Aerosol (range)
important. Accordingly, a subroutine was 25 Hi-vol status
written to compose a page containing plots 26-27 Airspeed (VLF system)
of these data. When inserted into the pro- 28-29 Wind velocity
gram as a module, it produces {on film) a 30-31 Wind direction
display of these data for any time period 32-33 Ground speed
specified by the user. An example is shown 34-37 Latitude
in Figure 1. The VLF navigation system 38-41 Longitude
data (latitude and longitude) have been 42 Event mark
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used to refer the data to a spatial rather has allowed modification to accommodate
than a temporal frame. The flexibility changes in both the input it receives and
originally designed into the algorithm the output it produces.
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FIGURE 1. Graphical Qutput from DC-3 Data Analysis Algorithm
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A VERY LOW FREQUENCY NAVIGATION SYSTEM AS A RESEARCH TOOL

R. F. Edwards, F. 0. Gladfelder and J. R. Lugar

To provide the researcher with basic parameters, such as time,

geographic location, altitude, airspeed, heading, and speed/direction

of winds aloft at the time a parcel of air is being sampled, an ac-

curate method of obtaining this information must be provided.

This

report summarizes the use of a Global VLF GNS-500A Navigational Sys-

tem which has been installed in the BNW Douglas DC-3 airplane to meet

this need.

The GNS-500A is a medium and long-range
navigation system intended to provide area
navigation on a worldwide basis by reference
to ground facilities at extreme distances
throughout the world.

The GNS-500A operates by phase tracking
very low frequency (VLF) communications
signals, in addition to OMEGA unique fre-
quencies. An onboard computer continually
monitors digitally phase-locked receivers,
computing the expected phase angle of each
signal with respect to the geographic loca-
tion of the transmitters and airplane. The
distance in meters from each transmitter to
the airplane is computed every four-tenths
of a second. These and other computations
provide the basis for a multitude of fixes
of airplane position and change in position.

Aircraft equipped with VLF navigation
have greatly simplified the tracking of
plumes. VLF features digital readout of
Greenwich meantime and date, present posi-
tion, stored waypoint coordinates, bearing
to waypoints, distance and estimated time
to waypoint, airplane drift angle, ground
speed, true air speed, cross track distance,
wind direction and speed.

The VLF system provides Great Circle
point to point navigation, independent of
the requirement for ground-based radio
navigation aids in the surr6unding area
of flight, thus enabling the research
airplane to sample over mountainous terrain
and large bodies of water at all elevations.

The VLF system utilizes a digital com-
puter in conjunction with very low fre-
quency (10-30 kHz) radio transmission to
provide great circle navigation capability
from a known point. Transmissions used by
the VLF system are provided by VLF United
States Naval Communications Stations and
the Omega Navigational Network. The com-
puter automatically selects eight signals
which when used simultaneously will opti-
mize the navigation accuracies in the
geographical area of flight, therefore,
making it possible to precisely pinpoint
the geographic locations of the entry and
exit point of the plume under study.

In case of plume direction change, the
VLF system can provide guidance from its
present position to any waypoint selected,
create a pseudo-vortac at any waypoint, or
to establish an offset parallel course. A
new route of flight can be quickly pro-
grammed should a change of course be
necessary.

Figure 1 shows how the VLF system aids
the researcher by giving wind speed/
direction and precise coordinates of the
parcel of air being sampled, therefore,
enabling the researcher to determine in
advance where the next downwind crossing
should take place.

The VLF system provides up-to-date in-
formation with regards to changes in
direction and speed of winds aloft.
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FIGURE 1. The VLF System Enables the Research Airplane to Follow
the Same Parcel of Air Downwind from the Source

This on-the-spot information alerts the re-
searcher to any changes in direction or
speed of the air parcel being sampled.

A1l information provided by the VLF sys-
tem is fed into the airborne data acquisi-
tion system which consists of a Data General
NOVA 1220 Processor, multiplexer/analog-to-
digital converter and 7-track industry-
compatible magnetic tape transport.

The NOVA processor contains 8K 16-bit
words of core memory. A hardware multiply/
divide option permits rapid arithmetic
operations for real time engineering unit
conversion and data averaging.

Analog parameters from the onboard re-
search instrumentation are acquired via a
high level (0-5 volt) multiplexer/analog-to-
digital converter (12 bit) which has a
capacity of 16 different input channels.

The system is capable of conversion rates
up to 28 kHz.

The acquired data are formatted and
written to 7-track tape, which can be
directly processed on other computer sys-
tems. The tape medium also serves as input
for the acquisition applications programs.
The onboard terminal device with paper tape
input capability (teletype model ASR33)
allows real time examination of the data
being collected.
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COMPOSITE MODELS FOR ATMOSPHERIC PROCESSES

Consideration of the alternative strategies for using coal-fired electric power plants
has caused a pressing need to evaluate the human health and ecological effects of the
associated pollution over a multi-state area. As part of the cooperative MAP3S program,
PNL has developed an assessment model which simulates atmospheric transport, diffusion,
chemical transformation, dry deposition and precipitation scavenging. The model incor-
porates the results of programs directed specifically at each of these processes, and is
being improved and verified.

The reports in this section reflect efforts to make the model more realistic, but at
the same time, maintain the economy needed for long-term assessments. Significant effort
was applied to converting the hourly precipitation data from the station file format of
the National Climatic Center to a synoptic file format required for real time consideration
of precipitation patterns in assessment models. Preliminary assessment work is reported for
selected combinations of power plants both in the northeast and northwest United States.

® MAP3S MODELING STUDIES

® PACIFIC NORTHWEST REGIONAL ASSESSMENT PROGRAM



185

A FORMULATION OF TIME-VARYING DEPTHS

OF DAYTIME MIXED LAYER AND NIGHTTIME STABLE LAYER

FOR USE IN AIR POLLUTION ASSESSMENT MODELS

D. C. Powell

A descriptive two-layer physical model of the vertical enhancements

and constraints on mixing of material emitted from ground-based sources

is presented.

The model allows for stability variation throughout a

mixed layer that increases in depth during the daytime and throughout a

surface-based stable layer that increases in depth at night.

Above

these heights moderately stable conditions are assumed to prevail con-

stantly.

For grids on the order of (1000 km)2 the only effective bar-

rier to vertical penetration is the top of the mixed layer, which
vanishes as a constraint at night.

Incorporation of the above into a

computer model facilitates differentiation of the vertical growth of

mass increments according to (1) whether or not the effective release
height is included within the current depth of the daytime mixed

Tayer or nighttime stable layer and (2) whether the mass increment

is a new release confined within the maximum diurnal mixed layer or
an older release that has expanded beyond this depth.

INTRODUCTION

Tennekes! states that the principal vari-
ables in air-pollution dispersal over mod-
erately long distances are the wind-speed
vector and the height of the mixed layer.
Sophisticated trajectory calculation methods
are already well-known2,3 and are included

in the present Battelle Lagrangian puff model.

The change in behavior of the mixed layer
depth with time has been incorporated in the
above model during the preceding year.

The mixed layer height is usually con-
sidered an effective barrier to vertical
penetration. But different writers present
conflicting accounts of the basic behavior
of the mixed layer height. Norton and

Hoidale* depict the mixed layer height as
varying sinusoidally in a diurnal cycle,
increasing during the daytime and decreasing
at night, all of which takes place within
3000 to 4000 m. On the other hand, Carson®
depicts the mixed layer height as a function
that increases during the daytime, following
which it loses its definition. This picture
is in relative agreement with modeling re-
sults by Venkatram and Viskanta® and with
experimental results by Kaimal, et al.” If
these latter views are correct, particularly
if the mixed layer is undefined at night,
there should be significant escape of pollu-
tant material beyond the maximum depth of
the mixed layer, since pollutant materials
tend quickly to become uniformly distributed
through the mixed layer in the afternoon.®
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The diffusivity profiles of Machta® indicate
that the tropopause height rather than any
height associated with the mixed Tayer is
the appropriate location for modeling a
numerical discontinuity in the vertical dif-
fusivity. This implies that if the mixed
layer is an effective constraint to vertical
penetration, it is not continuously so.

THE PHYSICAL MODEL

Based on the literature cited and our own
inspection of radiosonde data, we have de-
veloped a computer model of the mixed layer
derived from Carson's model.> The code puts
into effect

e a mixed layer depth that increases during
the daytime, and which acts as a con-
straint to vertical penetration during
the day but not at night;

e a surface-based stable layer that in-
creases in depth at night;

* an absolute barrier to further vertical
penetration at the tropopause. However,
this is not an effective barrier since
the mass increments always wander off
the map before this spread is attained.

Such a treatment should be a distinct ad-
vance over modeling the mixed layer height
as a constant since all effects on concen-
trations of the joint correlation between
stability and mixed layer height are lost
in such a model.

Carson's work® suggests that time-
changing heights be defined for a daytime
mixed layer and a nighttime surface-based
stable layer. These would both be continu-
ous non-decreasing functions up to a time a
few hours before definition of the layer is
lost, following which there would be a
slight decrease, (we are not saying that
fidelity to this last feature is essential
for our purposes). Such functions could be
written as:

Lalty) = Lo+ (Lyp = Lodglty - ty)

g = th = tyf

tn <t

h = tng (2)
where the various t's are the following
times of day in hours (redefined if neces-
sary to avoid a numerical discontinuity at
midnight):

it

th current time

d time when mixed layer begins to grow
tdf time when mixed layer loses definition
t time when stable layer begins to grow

tnf time when stable layer loses its
definition

and where Lq is the current mixed layer

depth, L, is the current stable layer depth,

Ldm is the maximum mixed layer depth, Lpn

is the maximum stable layer depth, Ly is

the initial mixed layer depth, and where

yq and y, are suitable functions for relat-

ing the current mixed layer and stable

layer depths, respectively, to their maxi- 1
mum values.

APPLICATION OF THE MODEL TQ VARIQUS
CONFIGURATIONS OF RELEASE HEIGHT AND MOVING

LID HEIGHT

With the mixed layer height varying from
Lo to Ldm’ the release height of a plume
can be either below or above the current
level of Lgq. (Similar discussion could be
written with respect to L,, but will be
omitted.) An illustration of the daytime
physical situation is given in Figure 1. At
the Tower left a ground level release dif-
fuses rapidly up to the limiting height L.
Further to the right a stack release is
shown from a height above the current level
of L4, but below the level of Lgp. This
material diffuses more slowly in the verti-
cal because of the prevailing stable con-
ditions above the mixed layer. Later when
Lq rises above the stack height, the verti-
cal diffusion of this plume will be much .
more rapid. The Tine with both dots and
dashes represents the vertical expansion
of a plume released far upwind on a previous
day, and which has expanded above the Timit
Ldm- This plume also continues to expand
at a rate compatible with the stable upper
layer conditions. At the top of the figure
the tropopause limitation to all vertical
penetration is shown.

The rate of increase of the standard
deviation of vertical dispersion o; is *
modeled differently for each of the three
plumes. For recently released plume seg-
ments (which may be simulated as puffs), oy
is increased as an empirical function of
travel distance and stability. For the re- .
Tease below L, the stability varies with
the hour. For the release above L4 the
stability remains constant until Lg rises
above the release height. For the plume



FIGURE 1. Plumes Under Different Vertical

Constraints

released on a previous day o, is modeled to
increase according to the ha%f power of time
and vertical eddy diffusitivy. In any of
these cases, o, is limited by an imposed

1id whether it be L4 or Ly.

PARAMETERIZATION

The values given below for the constants
and functions in (1) and (2) were derived
partly from consideration of values given
in the literature5,®,10 and partly from the
advantages of simplicity in a computer code
that must be executed and modified. The
parameterization now in use consists of:

ty =6 (3)
tye = 18 (4)
t, =18 (5)
the = 30 (effectively 6) (6)
L, =200m (7)
Ly = 1500 m (8)
L =400m (9)

mn
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4y = sin [%ﬁ-(th - 6)] 6<t <18 (10)

4, = sin [%6-(th - 18)] 18<t <30 ()

Other parameter values used are 12,000 m
for Lt and 5 m?/sec for the vertical eddy
diffusivity. It should be emphasized that
none of this parameterization is considered
set

REMOVAL OF THE MIXED LAYER CONSTRAINT

At time tqf the mixed layer height loses
its definition in the model. Also at this
time virtually all the plume elements re-
leased during the previous 24 hours are
evenly distributed throughout the depth of
the mixed layer. Therefore, at time tyf
the modeling of the vertical expansion
changes as follows. The plume elements are
no longer constrained by the mixing depth
but expand vertically as a function of time:

1/2
2 ()
st T \2t

where K, is the vertical eddy diffusivity
and t is travel time. The value of t at
which the derivative is computed is the

same for all plume elements released from
the mixing depth restriction on the same

day at time tgf since all are assumed to

be thoroughly mixed and thus have the

same vertical distribution in spite of their
different travel times. The assumed value
of o, at time tqr is Lgy(2/n)1/2 since
ground level air concentrations computed
assuming a Gaussian distribution and this
value of o, are the same as those computed
assuming even distribution through a depth
of Lgy. Therefore, from this time until

the plume element wanders off the map, it
will be modeled as a ground-level release
distributed vertically in a Gaussian manner
with o, increasing according to (12) from an
initiaf value of Lgn(2/m)1/2 at time tgs.

(12)

A GRAPHIC EXAMPLE

Figure 2 shows how the vertical dimension
of a plume can increase under the conditions
of the previous sections. The graph is for
a 48-hr period beginning at 1200. For the
sake of clarity the growth of only four
plume increments is illustrated, and these
at 6-hr release intervals from the source.
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FIGURE 2. Mixed Layer Definition and Plume Expansion

The heaviest black lines are the mixed
layer depth, Lq. The dotted line of similar
shape but lower height is the nighttime
stable layer depth. The lighter solid lines
illustrate oz at times when the plume ele-
ment is assumed to be of Gaussian distribu-
tion in the vertical. At other times when
the 1id forms the constraint, the distribu-
tion is assumed to be even.

The computation of o, as a function of
travel distance and stability was facili-
tated by using formulae by Eimutis and
Konicek.1! Since separate formulae are
given for each of the six Pasquill Gifford
stability classes, an hourly stability vec-
tor was inserted into the program to be
used in a diurnal cycle for releases at
heights less than the current value of Ly
or L,. The vector may be given as:

FFFFFF DDDDCC CCBBCD

EEEEEE.

This means that stability F is assumed to
prevail from 0000 to 0600, that stability D
is assumed to prevail from 0600 to 1000 and
from 1700 to 1800, etc.

The figure illustrates how plume elements
released from the source at different times
are quickly mapped into clusters of the same
vertical distribution. Considerable com-
puter economy results from this feature,
especially since the time interval between
releases is usually not every 6 hours, but
hourly. Therefore, many more plume elements
are mapped into the same vertical distribu-
tion than is apparent from the figure.
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COMPUTATIONAL ECONOMY MEASURES APPLIED

TO THE GAUSSIAN PLUME MODEL

WITH RESTRICTED VERTICAL MIXING

D. C. Powell

The computation of ground level concentrations according to the

Gaussian plume model for a plume spreading between two horizontal sur-

face barriers involves an extended summation of exponential terms account-

ing for contributions due to multiple reflections.

Criteria are given for

avoiding the summation subject to an acceptible error level when the

plume distribution approaches either of two asymptotic 1imit conditions--

(1) unreflected Gaussian distribution and (2) even distribution.

concentration at a downwind point (;,},0)
is given by

Consider a plume emitted from a source
within the mixed layer defined by a height L.
The Gaussian plume equation for ground level
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where H is the effective stack height and
all the other symbols have their conven-
tional meanings.

The discussion is concerned only with the
vertical distribution factor Z. There are
two asymptotic cases to be considered.

Where o, is small compared to L, the entire
summation over k may be neglected in com-
parison to the initial term, except possi-
bly the first half of the first term in the
summation if H is nearly as large as L.
Where o, is mathematically large compared to
L, the summation is wasteful because many
terms are required before the contributions
of further terms becomes negligible. Here
the physical situation being modeled is

that which approaches even distribution in
the vertical as an asymptotic limit and for
which the value of Z is L-1. In other words,
when can we use either

H 2
. 2 '”Z(g) 2)
a
¥4
or
7=L" (3)

subject to an acceptible level of error?
Suppose we rewrite Z as

Z=A+8B (4)

where A is that part of Z given in (2) and

B is the remaining summation. We want to

use

Z=A (5)
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subject to an acceptibly low value of
error E, given by

E=pos. (6)

It can be shown that (2) or (5) may be used
for Z subject to an error level less than E
provided that

ZG-%) 1/2 | .

(2 )
Ln E-Z

<

| a
N

If a 10% error is acceptible, we substitute
0.1 for E, and there results

<]_%)1/2 | o

1.20

o
_Z .
L

The other asymptotic case is that in
which o; is large and a criterion is needed
for substituting (3) for Z as in (1). It
has been found empirically that for calcula-
tion of ground level concentrations as in
(1) the use of (3) for Z is accurate within
11% provided that

(a) for 0 <705
%2, 297 (B + 0.8 (H) + 0.756:
C L : L -7563
(b) for 0.5 < H < 1.0 (9)
_L_
o 2
z H H
2 - 2.3 (E’ +4.25 (E) -1.13

The advantages of the criteria for sim-
pler expressions are illustrated in Fig-
ure 1. The function given by (8) is shown
by dots; the function given by (9) is shown
by crosses. The clear area of the figure
represents the joint range of oz/L and H/L
for which the approximation Z = L-! is
sufficient. The area with one-way diagonal
lines indicates that joint range for which
the first term Gaussian approximation {2)
is sufficient. The remaining area crossed
by diagonals in two directions indicates
the joint range for which the more extended
expression for must be used. In this case
use of the first term in the summation
(k = 1) is sufficient.
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PRECIPITATION DATA BASE MANIPULATION FOR USE
IN REGIONAL TRANSPORT AND REMOVAL MODELS

T. D. Fox and L. L. Wendell

A procedure is being developed to prepare large amounts of hourly
precipitation data for input to regional atmospheric transport and
removal models. The original data are contained on magnetic tape in
year-long time series of hourly precipitation for each of approxi-
mately 3000 U.S. stations. These data are converted, through a series
of sorting, recombining and spatial averaging steps, to arrays of
gridded hourly precipitation for use in the transport models.

INTRODUCTION tion was tested? for a 20-day data interval,
using printed data from the National Climatic
The importance of using time-changing Center at Ashville, North Carolina. The data
fields of precipitation rather than clima- were converted to computer punch card data
tologically averaged precipitation data in for use in that test. This method of data
regional transport and removal models has preparation, although satisfactory for a
been demonstrated.! A procedure producing test case over a specific region for a short

regional hourly maps of gridded precipita- time period, is quite inefficient and



time-consuming.(a) It is not suited for
general application on a routine basis.

The data are also available from Ashville
on magnetic tapes. However, the tapes con-
tain long time series (a full year's worth)
of data for each of the approximately 3000
U.S. reporting stations. The sorting and
merging of these data to obtain simulta-
neous precipitation information for all
stations which is appropriate for use by
pollutant transport and removal models are
the objectives of the work discussed here.

PROCEDURE

There are three steps involved in the
preparation of this data. First, the coded
information for specified states is ex-
tracted from the source tapes, and written
in binary form to intermediate tapes or
permanent files. Second, a SORT routine,
using standard CDC SORT/MERGE software? is
employed to group together the hourly pre-
cipitation reports from all of the stations
for each day. The data within these groups
are arranged according to station number.
The daily groups themselves are then ar-
ranged chronologically. These data are
then written to a second intermediate tape
or disk file.

The final step employs the random-to-grid
process described in Reference 2 in a pro-
gram combining the prepared daily precipita-
tion data with station location and time
zone information from the card input. Se-
quential arrays of hourly gridded spatially
averaged precipitation for use in the
transport models are produced.

a.It was necessary to punch approximately

7,000 cards for the precipitation data from
that 20-day period in the northeastern U.S.
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Auxiliary programs include one which will
combine files of data from different groups
of states, which have already been sorted
and grouped by day. Use of this program re-
duces the huge amounts of disk and core
space required by the SORT/MERGE software
to extract each day's precipitation from the
year-Tong data strings.

Another program produces a compacted set
of the location and time zone card input
data for a specified region, which is used
by the gridding program. These data are
extracted from a base set of this informa-
tion which has been prepared for the entire
u.s.

SOURCE DATA AVAILABILITY

Currently the source data from Ashville
are on hand at Brookhaven National Laboratory,
and are accessible through the Battelle-
Northwest computer terminal to the CDC 7600
there. Data are available for the entire
United States, excluding Alaska, for 1972,
1973 and 1974. Canadian hourly precipita-
tion data will be added to this information
soon.

PRESENT STATUS OF PROJECT

Only preliminary tests of the procedure
discussed here have yet been performed. The
results are being compared with those ob-
tained in Reference 2, and also against hand
calculation.

The procedure is expected to be routinely
operational by January 1977.

References

1. L. L. Wendell and D. C. Powell, "An
Examination of the Effects of Real Time
Versus Time-Averaged Precipitation Data
on S0, and 50, Removal in the Regional
Assessment Model," Pacific Northwest
Laboratory Annual Report for 1975 to the
USERDA Division of Biomedical and Envi-
ronmental Research, Part 3, Atmospheric
Sciences, BNWL-2000, PT 3, Battelle,
Pacific Northwest Laboratories, 224-229,
1976.

2. L. L. Wendell and C. E. Hane. "Prepara-
tion of Hourly Maps of Gridded Precipita-
tion Data for Use in Precipitation

Scavenging Calculations," Pacific Northwest

Laboratory Annual Report for 1975 to the
USERDA Division of Biomedical and Environ-
mental Research, Part 3, Atmospheric
Sciences, BNWL-2000, PT 3, Battelle,
Pacific Northwest Laboratories, 229-232,
1976.

3. Control Data Corporation, CONTROL DATA,®
CYBER 170 Series, CYBER 70 Series, 6000
Series, 7000 Series, Computer Systems,
SORT/MERGE Versions 4 and 1 Reference
Manual, 1976.



SOME EFFECTS OF ISENTROPIC VERTICAL MOTION

SIMULATION IN A REGIONAL SCALE QUASI LAGRANGIAN

AIR QUALITY MODEL

W. E. Davis and L. L. Wendell

Isentropic considerations are included in developing a practical way

to simulate vertical motion in a multilevel regional scale air quality

model. Average potential temperatures of 12 hr observations in four

layers are computed at radiosonde stations in the northeastern United

States for April 1974. These data are used to produce gridded mean

potential temperature fields in each of the layers. The mean potential

temperature fields are used with the layer averaged horizontal flow to

determine the vertical motion of plume segments. Examples are presented

of the changes in model-generated plume patterns that result from inclu-

sion of vertical motions.

INTRODUCTION

In recent years, the suspected regional
to long range transport of the combustion
products of sulfur-bearing fossil fuels has
stimulated the development of assessment
models. Such models simulate the interac-
tion of transport, dispersion, chemical
transformation and wet and dry removal.
Consideration of the complexity of these
processes and their interactions has pre-
vented application of time dependent numeri-
cal solution techniques to the problem.
Part of the transport process, namely the
transport and moisture budget, has been
modeled;! this model predicts three-
dimensional velocity fields in frontal
storms as well as wet removal by precipita-
tion scavenging. However, the computer
time it requires precludes use of this
model for assessment. Its value is the in-
sight and guidance provided in developing
more practical diagnostic models.

The predominant type of diagnostic model
used to study atmospheric transport and dis-
persion calculates atmospheric trajectories
from synoptic meteorological data. Trajec-
tories are generated differently in the
various air quality models. Some use winds
determined at a specific pressure level,?
e.g., 850 mb; this is convenient when a
large area of ocean is involved and standard

level National Meteorological Center analyses
are available. Over land areas where radio-
sonde data are available, some models3-6 use
winds averaged through a layer, e.g., 100-
1000 m above the surface. Neither of these
approaches considers the vertical component
of air motion. Isentropic trajectories

which do include the vertical component of
air motion have been used in determining
pollutant transport for case studies.”-10

Isentropic analysis has not been used in
Tong term assessment modeling for two rea-
sons. First the statistical nature of the
results seemed to reduce the need for the
more accurate individual trajectories calcu-
lated using isentropic analysis, especially
in view of the more complex and expensive
calculation needed. Second, the diabatic
effects near the earth's surface threaten
the validity of the analyses. Condensation
of water vapor also adds complexity and ex-
pense to the analysis technique; this con-
densation and subsequent removal of pollu-
tants by precipitation scavenging have
stimulated new interest in more realistic
air trajectories in long term assessments.

In the middle latitudes of the northern
hemisphere, frontal storms provide effective
cleansing of most power plant pollutants.ll,12
The precipitation patterns associated with
these storms are quite variable in space and



time. To realistically evaluate the effect
of precipitation scavenging, the placement
of pollutant-laden air is important, pri-
marily for models using real time precipita-
tion as opposed to models using average
precipitation or none at all.

The purpose of this work is to add isen-
tropic considerations to the transport sec-
tion of an existing regional scale air
quality model. These considerations are to
be added so they provide a practical method
of simulating the isentropic flow which
could be used in long-term assessment runs.
The method should also be flexible enough
to accept modification to handle diabatic
effects as their importance becomes clearer
through model testing. This testing is to
consist of comparisons of the transport re-
sults from the isentropic version of the
model with the constant layer version as
well as results from more conventional
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isentropic trajectory construction technigues.

MODEL FORMULATION

The version of the air quality model se-
lected was designed to examine simultaneous
plume transport in several layers.l3 For
this reason, a multilayer averaging technique
was devised to provide layer averaged winds,
potential temperature, and mixing ratio at
each available radiosonde site within the
regions of interest. For each map time,
the layer averaged values at randomly spaced
data locations were interpolated to regu-
larly spaced grid points, using an inverse
square of distance for the weighting.!*®
These gridded fields for each of the layers
were then ready for use in the transport
section of the air quality model. The hori-
zontal kinematic advection scheme of the
model required no changes. Each sequentially
released particle, along the plume center-
line, was moved with a wind obtained by a
time interpolation between maps and a space
interpolation in the grid.

The major addition to the model was a fea-
ture which puts each particle in the layer
with the most closely matching potential
temperatures at each advection step along
the trajectory. This feature introduces a
stair-step approximation to the vertical
motion through "isentropic” considerations.
The crudeness of this approximation will de-
pend somewhat on the resolution obtained
with the selected thickness of the layers.
The mixing ratio is used to test for satu-
ration in cases of upward vertical motion.

The condition of saturation was monitored
for two reasons. First, it might be used,

along with observed precipitation measure-
ments at the surface, to estimate whether
scavenging of pollutants is in-cloud or
below-cloud. Second, saturation indicates
the release of latent heat, which means
vertical motions should be based on equiva-
lent potential temperatures. At present,
this is the only diabatic effect accounted
for in the model.

Some significant diabatic effects have
yet to be examined in this model; most pre-
dominant are the effects of radiational
heating and cooling, as well as mixing in
the lower layers. The magnitude of these
effects will vary with the season, cloud
cover, wind shear, temperature structure,
and humidity. These effects cause concern
because they can introduce varying degrees
of error in the vertical motion determina-
tions. Work is continuing to establish
techniques to account for the diabatic ef-
fects determined to be affecting model re-
sults significantly. Initially, the only
attempt to reduce the impact of the near-
surface diabatic effects was to begin the
lowest layer 100 m above the surface. This
was in keeping with the fact that the con-
cern of the air quality model is with emis-
sions from the tall stacks of power plants.

MODEL TESTING

Initial Specifications and Data

For the initial testing of the model, four
layers were selected. These layers were
bounded by the following levels above the
surface; 100 m, 500 m, 1000 m, 1500 m, and
3000 m. For these tests, all transport was
constrained to remain between 100 m and
3000 m. The geographical area in which these
tests were conducted was a 1500 km by 2000 km
area of the northeast United States. The
meteorological data used in the testing was
radiosonde data within and surrounding the
tested area.

Comparisons with Constant Layer Transport

The air quality model which was modified
to include isentropic considerations was de-
signed for multiple sources. This provided
a convenient means to compare, within a sin-
gle run, the transport in a constant layer
with transport including isentropic con-
siderations. This was accomplished by de-
fining two sources at the same geographical
location and simply constraining the hourly
released parcels from one of the sources to
move in the Towest layer.



Two sources are compared here: the
sources were located near St. Louis, Missouri,
and Pittsburgh, Pennsylvania. From these lo-
cations, hourly marker particles were re-
leased and used to define plume centerlines.
At 12-hr intervals, computer plots were
generated, showing the positions of the
"jsentropic" and constant layer plumes from
each of the two sources. Saturation of the
air associated with the marker particles is
indicated on the plots by an asterisk.

Sample plots are shown in Figures 1 and 2.
Frontal positions and areas of observed pre-
cipitation are also shown for the times
indicated. Note in Figure 1 that, after

the first 12 hr of release, the plumes from
St. Louis are nearly the same, whereas the
Pittsburgh plumes are exactly superimposed.
Superimposed isentropic and constant layer
plumes indicate that the marker narticles
difining the isentropic plumes are either
not leaving the first layer or (a less likely
possibility) that the winds in the different
layers are the same. The dramatic differ-
ence in the St. Louis pTume positions shown
in Figure 2 reflect the vertical movement
over the front. We can also observe in
Figure 2 both the saturated and unsaturated
portions of the St. Louis plume in the ob-
served rain areas. Plots of this type were
produced for a total of 45 release periods
during the month for compilation and analyses.
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FIGURE 1.
1974.
release.

Plume Comparison at 12Z April 1,
Plumes are shown after 12 hr of
(Dashed plumes are constant
layer and solid plumes are isentropic.
stippled areas indicate observed
precipitation.)

The

FIGURE 2.

N Wy 01

Plume Comparison at 00Z April 2,
1974. Plumes are shown after 24 hr of
release. (Dashed plumes are constant layer
and solid plumes are isentropic. Saturated
air parcels denoted by*.)

Analysis of transport differences be-
tween constant layer and isentropic consid-
eration consisted of tabulating the separa-
tion between the first hour marker particles
at 12 and 24 hr. The results are shown in
Table 1.

Generally, Table 1 shows that the plumes
from the two models behaved similarly when
fronts were not encountered. This can be
seen from the number of end points which
have a separation distance of <100 km (~63%
after 24 hr). On some occasions, rising
motions were indicated in the isentropic
model when no fronts were present. This
was probably due to the lack of an estimate
of radiation cooling. Also, since the air
parcel was not allowed to sink below the
lowest layer, the air parcel in the Towest
layer was forced to move with the constant
Tayer flow when radiation heating occurred
without modifying the air parcel's potential
temperature. These difficulties would be
alleviated by compensation in the model for
this diabatic effect.

Table 1 also shows the increase over time,
of the number of marker particles with end
point separation >100 km and of the number
of associated air parcels reaching satura-
tion. 1In approximately 25% of the cases,
at 12 hr end point separations were >100 km.
At 24 hr 37% of the cases showed end point
separations >100 km. This is a 12% increase
in 12 hr. For St. Louis and Pittsburgh com-
bined, the total number of cases in which air
parcels are saturated increased from 13% at
12 hr to 26% at 24 hr.
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TABLE 1. Comparison of Constant Layer to Isentropic Trajectory End Points ’

St. Louis, MO Pittsburgh, PA *

Number of Trajectories Number of Trajectories v

1. Distance Separated 12 hr 24 hr 12 hr 24 hr

<100 km 34 23 35 23
100-200 km 5 2 5 1
200-300 km 2 4 5 0
300-400 km 2 2 0 6
>400 km 2 6 0 6
Off Map 0 5 0 5
Dropped due to missing data 0 3 0 4
TOTAL 45 45 45 45
2. Saturated 7 12 5 7

In about 30% of the cases, examined air
associated with the marker particles from
St. Louis and Pittsburgh were indicated in
the model to cross or move along a front
during 36 hr of travel time. Seventy per-
cent of these air parcels were saturated
after 24 hr.

Analysis of the 45 cases has shown that
isentropic considerations in the transport
section of the model can cause significant
differences in plume positions when they
are in the area of a frontal storm. These
considerations also provide information
with regard to saturation of the air in a
plume segment. However, the rather uncon-
ventional method of using layer-averaged
potential temperatures questions the re-
1iability of the transport. To test the
reliability of the method, a comparison was
made with transport derived by the more con-
ventional method using flow on isentropic
surfaces.

Comparisons Using Isentropic Trajectories

Of the 45 cases analyzed, three cases
showing large end point separation between
the isentropic and constant layer plumes
were selected. For each of these, the ini-
tial potential temperature at the source
location was used in the construction of
flow fields on isentropic surfaces. The
flow fields were generated from the same
radiosonde information used in the model.
Trajectories were computed by hand analyses
from these flow fields for comparison with
both types of model generated marker par-
ticle trajectories. The result was that

for the hand analyses versus the isentropic
model, the average difference in trajectory
end points for the three cases was ~100 km

at 12 hr and ~250 km at 24 hr. Compare

this to the average difference in end points
between the hand analyses and constant layer
trajectories of 275 km at 12 hr and ~875 km
at 24 hr. We see from this comparison that
there is some separation between end points
of trajectories of the isentropic model and
of the hand analyses. However, these dif-
ferences are considerably less than those
between end points of trajectories of the
constant layer model and of the hand analyses.
From this limited sample, it appears that the
model with "isentropic" considerations is
providing an acceptable estimate of isen-
tropic flow.

In all three of the cases examined, air
parcels associated with the marker particles
were saturated after 24 hr of transport.
However, in the examination of the hand-
analyzed trajectories, only one air parcel
was saturated at the end of 24 hr. This
indicates that the upper layer (1500 m to
3000 m) is too thick. The use of a layer
of this depth causes over-estimation of the
vertical movement. This problem can be
alleviated by increasing the resolution of [}
the model, through the use of thinner layers,
over the same depth.

SUMMARY AND CONCLUSIONS -

After modifying the transport phase of
the constant layer assessment model to in-
clude isentropic approximations and doing
some preliminary testing, we find the isen-
tropic method to be feasible. We have shown,
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in case studies, that in frontal storms Questions still remain concerning resolu-
large discrepancies between the isentropic tion of the layers to more accurately define
and the constant layer models can occur in the saturation of air parcels as well as the
plume position estimates and in the sub- inclusion of estimates of diabatic effects.
sequent Tocation and occurrence of wet re- Another vital question yet to be answered
moval, both in-cloud and below-cloud. In is whether the successful inclusion of the

a limited comparison, the model including isentropic model will be necessary for long-
isentropic considerations was shown to term assessment.

reasonably approximate trajectories on isen-
tropic surfaces.
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COMPARISON OF TWO CONSTANT LEVEL

TRAJECTORY MODELSE@

W. E. Davis and L. L. Wendell

Trajectories of particles released at 6-hr intervals were calculated

using constant layer models developed by Air Resources Laboratory (ARL),
Silver Springs, MD, and Battelle, Pacific Northwest Laboratories (PNL),

Richland, WA.

The laboratories exchanged trajectory sets calculated
for common months of data for comparison.

A statistical comparison

of the separation distances at 3-hr intervals along the trajectories

indicated discrepancies of 5 to 10%.
ing the difference in trajectory construction techniques.

This is good agreement consider-
The time-

averaged air concentration patterns produced by the models for the

30-day period with similar removal parameters also compared quite

favorably.

INTRODUCTION

A comparison of the U.S. scale transport
dispersion and removal models of ARL! and
PNLZ-3 was carried nearly to completion.
Both models utilized standard radiosonde
data to produce a layer average wind at
each measurement site, but used different
techniques of trajectory construction and
somewhat different techniques in sampling
the released material to produce average
air concentrations at ground level. The
differences in the models have resulted
from their different sources. The ARL
model evolved from models designed to handle
global scale transport, whereas the PNL
model is an adaptation of a mesoscale model.
The major difference this has caused is in
the time and space interpolation processes.
The ARL model had to be refined, while the
resolution of the PNL model was less than
that required by the mesoscale. The purpose
of the comparison briefly described below
was to determine if the models were produc-
ing different results and to provide a basis
for the selection of a model for performing
the relative diffusion calculations and de-
position calculations from five regional
sites.

a.This work was sponsored by the Environmen-
tal Effects Program--Savannah River LWR.

TRAJECTORY COMPARISON

The PNL model under normal circumstances
has a release rate of one particle per hour
and uses a 1-hr advection step. A copy of
the model was modified to produce punched
cards which contained 3-hourly positions
along the trajectories of particles released
every 6 hr. This was done to match the for-
mat of the cards received from ARL. The ARL
model has been used to produce 6-hourly tra-
jectories for the month of April 1974.

The fundamental difference in trajectory
construction in the two models is in the
technique to obtain the wind at each parti-
cle position. The ARL model interpolates
directly from the randomly spaced wind mea-
surement locations to the particle position
at each time step. The PNL model interpo-
lates from the randomly spaced stations to
points on a regular rectangular grid. The
winds at the particle position are then ob-
tained through a bilinear interpolation in
space and a linear time interpolation between
maps. This method is less expensive for
cases in which many particles are on the grid
at one time, but a certain amount of accuracy
is sacrificed.

A statistical comparison of the particle
separations at successive times along the
trajectories is shown in Table 1. For the
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TABLE 1. Comparison Between ARL and PNL Trajectories

Time After No. of Cases of Sepgngion/

Release No. of Greater Distance Avg. Separation Std. Deviation Distance

(hr) Cases Traveled(a) (Nautical Miles) {Nautical Miles) Traveled
3 1 69 8.82 6.34 0.24
6 m 66 10.20 10.34 0.14
9 m 63 14.89 15.05 0.13
12 1m 57 16.52 15.70 0.1
15 11 55 20.43 16.98 0.10
18 110 52 23.33 17.53 0.10
21 106 53 25.80 18.12 0.09
24 97 44 26.29 17.74 0.09
27 88 39 30.94 23.93 0.10
30 78 31 33.18 27.04 0.10
33 72 30 34.47 27.17 0.10
36 65 26 36.86 27.81 0.10
39 61 23 40.38 30.00 0.10
42 58 20 41.61 28.42 0.10
45 57 17 44 .06 30.96 0.09
48 52 11 46.68 32.43 0.09
51 47 10 46.25 33.60 0.09
54 44 9 49.64 38.36 0.09
57 41 10 56.63 44 .47 0.10
60 38 1 57.52 49,12 0.10
63 36 9 61.79 58.16 0.10
66 35 9 65.65 65.17 0.10
69 33 9 70.44 75.99 0.10
72 32 8 74.34 83.04 0.10
75 29 8 75.57 91.42 0.10
78 29 8 76.45 98.33 0.10
81 26 9 77.32 108.32 0.09
84 25 8 68.99 102.11 0.08
87 24 8 71.54 107.93 0.08
90 21 7 43.43 20.88 0.06
93 20 7 43.19 21.23 0.05
96 19 6 43.37 22.85 0.05
99 19 6 45.65 23.43 0.05
102 17 5 47.64 24.37 0.05
105 15 4 49.86 25.53 0.05
108 15 5 53.02 33.63 0.05
111 14 4 53.99 29.77 0.05
114 14 4 56.84 31.48 0.05
117 12 3 64.22 33.06 0.05
120 12 3 69.37 44 .42 0.05

a. This compares total lengths of trajectories and the number indicates how many of the PNL
trajectories that were greater in total distance traveled than the ARL trajectories.
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quantity "average separation/distance
traveled" the discrepancy is about 10% for
the first 3 days; then drops to about 5%.
The initial error of 24% could be caused
by a wind station near the source which
would be weighted much more heavily by the
ARL model. Since these models are being
evaluated for their performance on a re-
gional to U.S. scale, this near source
discrepancy is probably not serious. Con-
sidering the uncertainty of the trajectories
due to layer average assumption, the dis-
crepancies between the trajectories pro-
duced by the two models would seem to be
insignificant. Examples of these trajec-
tory comparisons are shown in the trajec-
tory plots in Figure 1.

COMPARISON OF AVERAGE CONCENTRATION FIELDS

The major concern in the dose calcula-
tions is the reliability of the average
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concentration fields. The concentration
calculations were accomplished with both
models running in their design mode using
the same meteorological conditions, source
rate, dry removal rate, and same average
rainfall. The models use a different formu-
lation for the dispersion coefficients and
different sampling techniques.

Time average concentration fields were
produced by each model for the month of
April 1974. 1In spite of the differences in
the models, the resulting patterns were
quite similar in shape and magnitude.

VERIFICATION AGAINST MEASURED DATA

Measurements of 12-hourly average con-
centrations of 85Kr at Indianapolis, Indiana,
and Detroit, Michigan, were available by ARL
during the month of April 1975. Three-hourly
averaged values of the source term were also

~ ®
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FIGURE 1. Comparison of Trajectories Calculated with Two Different
Advection Technigues. The solid lines and symbols were generated with
the PNL model. The dashed Tines and symbols were generated with the
ARL model. The symbols along each trajectory are separated by a 6-hr

time interval.
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used to try to simulate the 12-hourly aver-
age concentrations at the measurement loca-
tions. Because of the variability and un-
certainty of the source term as well as
some meteorological complications due to a
frontal system, it would be premature to
draw firm conclusions without further in-
vestigation of these cases.

CONCLUSIONS AND RECOMMENDATIONS

From the comparison of the PNL and ARL
models conducted at PNL, we would conclude
that, despite some differences in their
structure, they produce very similar results
when compared under the same configurations,
e.g., layer averaged flow, homogeneous aver-

age precipitation conditions, etc. This

fact may be comforting; however, it does not
prove very much about the accuracy with which
the results approximate reality. The com-
parison with real measurements may be pro-
gress in this direction.

Further effort should be expended on com-
paring the results for the April case with
results from a model incorporating isen-
tropic principles as well as the actual time
and space distribution of the precipitation
over the period. This should help refine
the wet deposition estimates as well as sug-
gest methods for including precipitation
statistics into the simpler models.
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AN IMPROVED COMPUTER CODE FOR REACTIVE PLUME

TRAJECTORY CALCULATIONS

J. M. Hales

A previous model has been improved substantially to provide more

detailed estimates of plume transport, reaction and deposition. This

new code is expected to be utilized extensively in future MAP3S model-

ing efforts.

A reactive plume modell has been modified
and improved for use.in MAP3S trajectory
modeling efforts. Basically, the model is
obtained by performing an integral material
balance over a slice of plume, for each of
the reactive species, as shown in Figure 1.

d joo jco
- c.dy dz 6&x
dt J, ce ]

time rate of change of pollutant mass in
macroscopic volume element

f f ucidy dz

o} - X

f f ucidy dz

o) - o0 X+ § X

fom f_z G;(x,y,2) dy dz éx , (1)

+

where

¢y = concentrations of ith plume component
v = the wind speed, and

G. = the rate of production of the ith

component within the volume element
by reaction, scavenging and deposition.

Describing scavenging in terms of washout
coefficients and dry deposition in terms of
deposition velocities, Gi may be written:

J‘ ri(x,y,z) dy dz

_,. ‘[ Gi(x,y,z) dy dz
0 - oo X
)

+ J- .[ - A: C:i(x,y,2) dy dz
o : i -y

+ f Vd. ci(x,y,O) dy . (2)
- i

The model utilizes the steady state
assumption, and presumes that the shapes of
all plumes can be represented by either

1) the bivariate-normal distribution plus
a constant background

2) the limited mixing-height distribution
plus a constant background.

The model accepts source and meteorological
data, and performs numerical integrations of
(1) to provide concentrations of plume con-
stituents as a function of downwind position.
Most of the parameters in the model can
change with position and time. This is made
possible by subroutines giving:

e Wind velocities
e Dispersion parameters and mixing heights

e Source strengths
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FIGURE 1. Schematic ITlustration of Plume Material Balance

e Scavenging and deposition parameters
e Reaction kinetics.

Reaction kinetics can be as complex as the
user desires, within the constraints of
computer memory and time. The model is set
up to produce concentrations resulting from
multiple plumes driven across a region by
arbitrary wind fields, if executed by an
appropriate calling program.

The original model has been modified to
enable more streamlined operation and to
perform some of the more sophisticated cal-
culations anticipated for future use. The
most important of these are listed as
follows:

e The inclusion of stationary states (in
the reaction-kinetics sense) has been
provided.

e A user may now pick an arbitrary number
of components and constrain their con-
centration behavior to match that of
measured substances. This is an impor-
tant option when the code is used in a
diagnostic mode.

e Gas scavenging (reversible washout) cal-
culations are now possible.

e Concentrations of components involving
only first-order reactions may now be
computed analytically outside of the
finite-difference portion of the code.

e Behavior of single plumes now can be
calculated without the use of a complex
wind-field program. This is accomplished
by means of a relatively simple calling
program for this purpose.

A result of an example calculation using
this code is shown in Figure 2. These re-
sults were obtained by executing the program
with the Penkett-CoxZ? SO, conversion mech-
anism which was adapted using the reactions

NO + 03 —_— NO2 + 02
hv

NO2 — N0+ 0

0+02—>03

Olefin + 03 —— Intermediate

Intermediate + S0, — soz .
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FIGURE 2. Results of Sample Calculation Using the Code
Penket-Cox2 Conversion Mechanism

Rate expressions associated with these re-
actions are [cf (2)],

™ T - k] [NO] [03] + k2 [N02]

r03 = kc [0] - k] [NO] [03]
rN02 = k1 [NO] [03] -k, [N02]
Yolefin = -155 [olefin] [03]
155 [olefin] [03] [502]

’so = T

2 [502] + 2.86x10
Pen= = - s
SO4 502

where r denotes reaction rate in moles/cm3
sec and [ ] denotes concentration in
moles/cm3.

Source strengths and background concen-
trations for the various components are
listed as follows:

Background
Source Strength Concentration

Component moles/sec parts per billion
NO 30 0

03 0 20

NO2

SO2 60 0

Olefin 0 20

SO& 0 0

Washout and dry deposition were neglected
in this example.

Although this example calculation is not
by any means expected to present a valid
calculation of SO, oxidation kinetics (Cox's
and Penhett's mechanism is only one of many
that have been proposed), it does give some
idea of the model's ability to cope with
complex nonlinear systems. In the future
we expect to utilize this model extensively
in conjunection with historical wind data to
compute regional impact of fossil fuel de-
velopment for the MAP3S program.
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ATR QUALITY SECTOR OF THE ENERGY-RELATED

NORTHWEST REGIONAL ASSESSMENT PROGRAM

D. S. Renne and D. L. Elliott

The goal of the Regional Assessment Program at PNL is to assess

the environmental and socioeconomic impacts of alternative energy

development scenarios in the Pacific Northwest. This report describes

the activities of the air quality sector of this program, including

modeling efforts, workshops, and future plans.

The air quality sector of the Regional
Assessment Program is assessing the impact
on air quality, and the deposition of pollu-
tants onto the terrestrial environment,
caused by alternative energy development
scenarios in the Pacific Northwest. During
FY76 we applied a regional scale transport,
transformation and removal model to a near
term probable coal-related energy develop-
ment scenario in the Pacific Northwest, as-
suming generating facilities will emit pol-
lutants at a rate equivalent to the New
Source Performance Standards for coal-fired
power ?1ants. This effort resulted in a
report! showing regional ground level air
concentrations and surface deposition pat-
terns for this scenario. An example of this
output is shown for SO, concentrations in
Figure 1. This type of effort will continue
during FY77 with further application of the
regional model to different coal-related
scenarios in the west, as a component of the
Coal Utjlization Assessment, and to energy
development scenarios in the northwest as
part of PNL's Regional Assessment Program.
In addition, we will be applying different
types of air quality diffusion models to
various development scenarios to assess the
"close-in" impacts of alternative develop-
ments. These modeling efforts will continue

to provide information on the effect regula-
tory constraints will have on energy develop-
ment. They will also provide information to
other sectors of the Regional Assessment
Program, such as the ecosystems effort, for
an integrated assessment of alternative
energy development scenarios.

During the spring of 1976 PNL hosted a
workshop on air quality and meteorological
assessments as a part of the Regional Assess-
ment Program.2 This workshop opened up in-
terlaboratory dialogue on the kinds of models
that can be applied to assessments such as
these, and on how the labs can combine re-
sources to improve the quality and efficiency
of the environmental assessment process. Ad-
ditional interaction by the workshop partici-
pants occurred in subsequent meetings of the
air quality working group of the Coal Utili-
zation Assessment. It is intended that inter-
actions such as these will continue at an in-
creasing level of technicality during FY77.

An assessment was made of strippable and
underground Tow sulfur coal reserves in
Montana and Wyoming3 to determine how the
New Source Performance Standards for coal-
fired power plants promulgated by the Environ-
mental Protection Agency could impact the
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FIGURE 1. Annual Average Ground-Level Air Concentrations of SO,
from Existing and Proposed Coal-Fired Power Plants in the North-
west Using New Source Performance Standards and a Regional Scale
Transport, Transformation and Removal Model

development of these resources. Although as eastern coal. As a result, 43% of the

the sulfur content of the coal is generally total recoverable resources in the two states
less than 1%, the lTower Btu content of the would still require sulfur controls when

coal requires that a greater amount be utilized in electric generating facilities.

burned to achieve the same thermal output
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A MULTI-SOURCE COMPARISON OF THE EFFECTS OF REAL TIME

VERSUS TIME AVERAGED PRECIPITATION DATA

ON SO., AND SULFATE PARTICULATE REMOVAL

IN THE REGIONAL ASSESSMENT MODEL

L. L. Wendell and D. C. Powell

The regional scale atmospheric transport, diffusion and removal

model was exercised to produce ground-level air concentration and
deposition patterns for S0, and sulfate particulate for a 29-day

period, with emission estimates from 30 power plant sources in the

northeastern United States. The model was run twice with identical

parameter specifications and input data; in one run the hourly grid-

ded precipitation was used, as it occurred, for wet removal computa-

tions, and in the other run the 29-day average pattern was applied.

More than twice the wet removal of S0, was observed for the time-

averaged precipitation as for the real time precipitation. The S0,

not removed in the real time precipitation case was available for

transformation into sulfate particulate and resulted in higher ground

level air concentrations of sulfate particulate by about a factor

of 2, as well as more deposited sulfate and significantly more sul-

fate escaping the computational area.

INTRODUCTION

The regional scale atmospheric transport,
diffusion and deposition model under devel-
opment at PNL for the Multi-state Air Pollu-
tion Power Production Study (MAP3S) has been
described and tested for a single source
near St. Louis, Missouri.l Since the ulti-
mate goal of this work is to assess the ef-
fect of expanded use of coal as a fuel for
power plants in the northeastern United
States, the model was developed with a
multi-source capability. The model will
accept the locations and source strengths
for up to 10 sources in any one run. The
time integrated concentration fields and
deposition amounts may be stored and com-
bined later with the results from other
collections of sources. In this way, an
assessment can be performed with any number
and combination of historical or projected
source inventpries.

The 18-day single source assessment indi-
cated that the use of hourly precipitation
data in the precipitation scavenging calcu-
lations removed less than half the S0, as
was removed using time averaged precipita-’
tion data.! More S0, was available for
transformation to sulfate particulate in the
latter case. The most striking difference,
however, was in the spatial distributions
of deposited sulfate.

This report discusses whether any signifi-
cant differences occur when many sources are
considered simultaneously. With the coopera-
tion of the MAP3S project, other Lagrangian
type models have been tested using real time
precipitation data.2,3 These models termi-
nated trajectories when they encountered a
precipitation rate greater than some speci-
fied amount. The PNL model removes material
from the plume as a function of the pre-
cipitation rate.! :



DATA DESCRIPTION

The source data for this comparison was
obtained from the Federal Power Commission
inventory of power plant emissions for
1971.% Only power plants which showed non-
trivial amounts of S0, emissions were se-
lected. Power plants in the same counties
were combined to become one power plant
source for the county. Eighty-nine utility
sources were established with emissions
totaling 14,056 kilotons of SO,. Since the
largest 30 sources accounted foir 71% of the
total emissions, these were selected for
the comparison tests. Effective heights
for all sources were assumed to be 400 m.

The wind data used for this exercise
were derived from 12 hourly radiosonde data
for a 29-day period in April 1974. The pre-
cipitation data from 777 stations of the
NOAA hourly cooperative observing network
and about 35 Canadian stations were gridded
with a previously described technique for
the same period.! The transformation and
removal parameters for this comparison were
specified to be the same as in the single
source comparison.

RESULTS

The mass budget for the SO, released
during the period is summarized in Table 1.
The major difference in the results shown
in this table and those for the single
source at St. Louis, is that much higher
percentages of the original SO, escaped the
computational grid in the form of S0, and

sulfate particulate for the 30 source release.

This occurs because the St. Louis source is
the closest of the 30 sources to the upwind
boundary of the grid. The material from
this source is, on the average, subject to
removal mechanisms longer than that from any
of the cther sources.
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As shown in Table 1, the use of average
precipitation causes wet removal of over
twice as much SO, as does the use of real
time precipitation. This occurs because
the time averaged precipitation, though
small in magnitude, is continuously removing
material from the plumes. The real time
precipitation, however, occurs sporadically
and material is removed from a plume only
when a plume segment is located in a portion
of the grid where precipitation is occurring.

As also seen from Table 1, approximately
13% more of the total released S0, is con-
verted to sulfate particulate for the real
time case than for the time averaged case.
However, only an additional 1% of the total
S0, released was deposited within the bounda-
ries of the computational grid, while an ad-
ditional 12% escaped. This probably occurred
because both wet and dry removal coefficients
for sulfate particulate were an order of
magnitude less than for S0,.

The total budget considerations are only
part of the picture. The spatial distribu-
tions of the average air concentrations for
SO0, and sulfate particulate are shown in
Figure 1 and the deposition patterns are
shown in Fiqure 2. The patterns of ground
level sulfate concentrations in the figures
are similar, but they show that, over most
of the grid, using real time precipitation
data results in concentration levels about a
factor of 2 greater than those produced from
the model run with time averaged precipitation.

Although the difference in the amount of
sulfate deposited is small, there is much
greater contrast in the deposition patterns.
In the real time precipitation case, shown
in Figure 2, three local maximum deposition
locations may be observed. The most dramatic
contrasts between the time averaged and real
time precipitation data are seen in upper
Michigan, Maine and Northern New Jersey.

TABLE 1.

{units % of total SO, released)

Fate of SO, Released for 29 Days from 30 Sources

Transforma- Left in air Deposited on Transported
ion Rate Precip. over grid surface of grid beyond grid
shr-l cond. SO,  Sulfate S0, Sulfate SO, sulfate
5 Dry 2.0 3.1 21.8 5.8 12.6 54.7
5 29-day 1.2 1. 53.0 8.1 6.2 29.6
average
5 Real 1.6 2. 35.5 9.3 9.5 41.8

time
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FIGURE 1. Ground Level Air Concentration Pat-
terns (ugm m-3) for SO, and Sulfate Particu-
lates Resulting from a 29-Day Period of Re-
leases from 30 Source Locations. Wet removal
computations were based on three modes of
precipitation representation, a) dry, b) time
averaged over the 29 days and c) real time
(hourly patterns used in sequence). The
circles indicate the relative magnitudes and
locations of the sources. The largest circles
represent sources emitting S0, at a rate of
about 600 kilotons yr-1.
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FIGURE 2. Ground Level Deposition Amounts
{ugm m=Tyr-2) for SO, and Sulfate Particu-
lates. For detail see Figure 1.




The differences in amounts of material
removed by the two types of precipitation

data can be reduced significantly by reduc-

ing the removal coefficient.

This action

will not, however, improve the differences

21

is underway with available concentration
measurements and a more complete source in-

ventory.

This should more positively indi-

cate the importance of real time precipita-
tion data in various types of assessments.

in the deposition patterns. Verification
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