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NON-LINEAR IMAGE PROCESSING'

P. R. Beli, R. S. Dillon,* and M. R. Bell**
Medical Instrumentation Group
Qak Ridge Mational Laboratory

ABSTRACT

Processing of nuclear medicine images is generally performed by essential-
ly linear methods with the non-negativity condition being applied as the only
non-linear process. The various methods used: matrix methods in signal space
and Fourier or Hadamard transforms in frequency or sequency space are essen-
tially equivalent. Further improvement in images can be obtained by the use
of inherently non-linear methods. The recent development of an approximation
to a least-difference method (as opposed to a least-square method) (1) has led
to an appreciation of the effects of data bounding anrd to the development of a
more powerful process. Data bounding (modification of statistically improbable
data values) is an inherently non-linear method with considerable promise.
Strong bounding depending on two-dimensional least-squares fitting yields a
reduction of mottling (buttermilk effect) not attainable with linear processes.
A pre-bounding process removing very bad points is used to protect the strong
bounding process from incorrectly modifying data points due to the weight of
an extreme but yet unbounded point as the fitting area approaches it.
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NON-LINEAR IMAGE PROCESSING

P. R. Bell, R. S. Dillon, and M. R. Bell

Linear image smoothing methods are often applied to data with Tow
statistical weight to improve the quality of the image so that details of the
imaged structure will he more apparent to the observer. One effect of such
smoothing, although detaiis may be more visible, is the lumpy or "buttermilk"
appearance of regions of the image that were expected to be smooth. This effect
js produced by the removal of higher frequency noise components that had con-
cealed these Tower frequency components of the statistical fluctuation of the
data. In essence, a data point that is sg high or Tow as to have low probabil-
ity will likely be surrounded by points closer to the mean and will appear
in the processed image as a positive or negative deita function response of
the processing function superimposed on a mildly fluctuating background. If
the processing function has been chosen to fit the resolution of the imaging
system for optimum signal/rioise ratios, these noise lumps will resemble the
image of a point source. Linear methods, whether in the signal or frequency
domains, are powerless to suppress these fluctuation effects.

It was noted that data bounding, that is, the modification of data points
of statistically improbably high or low values, had a noticeable beneficial
effect upon the mottling or "buttermilk" effect in images with Tow counting
rate. A recent article by Rempel (1) detailing an inherently non-linear pro-
cedure approximating a least-difference method demonstrated a strong beneficial
effect in the smoothing of geophysical data. Data bourding is clearly a sort
of black and white version of this method when applied using a Teast-squares
fit against which to test the data points to be bounded.

Qur bounding method performs a least-squares fit of a two-dimensional
quadratic (or quartic) equation to a 7 x 7 (or 5 x 5) element array of th2 data
at each point (2). The routine compares the data value with the fitted value
+ 0.7, 1.0, or 1.4 times the square root of the fitted value. If the data
point 1ies outside the chosen range, it is replaced by the fitted value; other-
wise it is left unchanged.

F. 64 x 32 element field (2048 points) of Poisson distribution noise with
rn = 5 was prepared as a test object with a "detail," a 3 x 20 element bar of
n = 8 noise. The FOCAL program used to produce this noise is given in Fig. 1.
The random number generator used was the FRANS (DECUS FOCAL 8-150) not the
standard FRAN FOCAL tunction which is not sufficiently random for this use.
Figure 2 displays this raw noise field together with a Z-cut of the 1ine throug,
the long dimension »f the s3ignal bar. The background corresponds to a level of
45 counts/cm? in the usual 3-element/cm camera image while the signal bar
corresponds tc a 1 cm x 7 cm area at 72 counts/cm2. The image was processed
by multiple passes of various processing methods: 1) The usual $-point (3 x 3)
averaging, marked A4 in the image tags; 2) a 7 x 7 element Gaussian averager
(Table 1) indicated as A5 in the tags; 3) a 7 x 7 element least-squares
quadratic (Table 2) indicated as A2 in the tags. All these smoothers have a
weight of 4 in the program so that the resulting processed data can display the



smoothing effect in integer form. The tag S2 corresponds to the least-squares
fit A2 with a weight of 1, similarly for S4. The bounding processes arc tagged
B12 which is bounding to + 0.7 standard deviations from the least-squares fit
S2 and B22 means bounding to 1 standard deviation from fit S2.

Three passes of the 9-point smoothing are compared with one hard bounding
and 3 passes of the least-squares quadratic smoothing in Fig. 3. MNote the
reduction of the magnitude of the "buttermilk" effect without a Toss of signal
contrast. Fiqure 4 displays histograms of a 15 x 20 element area on the right
half of each image. The reduction of the spread of element values is evident.
Figure 5 illustrates the performance of other processing combinations.

An area of 3 x 40 elements, half covering the signal bar and half cover-
ing the adjacent background area, is histogrammed in Fig. 6 to show the separa-
tion of the signal and noise for the raw data, the 9-point smoothing and the
bounded and least-squares smoothed data.

Demonstration of processing on phantoms or synthetic data is well enough
but it is necessary to show the effects on real patient images for a conclusive
test. Figure 7 shows gge application of the bounding and least-squares smooth-
ing to a portion of a °/Ga scan in comparison with the more conventional
smoothing. The Z-cut shows the superior smoothing obtained with greater relief

of detail above the surroundings.
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Figure 1. A FOCAL program to gencrate Poisson neise for any mean value
a, not limited wo integral values. The function FADC stores integer
values in field 1. The FRAN function uses DECUS FOCAL 8-.50 for good
randomness.
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Figure 2. Random Pcisson noise for n = 5 with a 3 x 20 elenent bar of a2 = 8
Pcisson noise. The Z-cut passes through this bar. The lowest row of data
points are ones.
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Figure 3. On the left is the noise processed bs 3 passes of the 9-point
smoother. A value was subtracted from every po nt of each image to reduce
the lowest print of the noise fluctuation to zero. The right image and
Z-cut are for the data after bounding to 0.7 SD and 3 passes of the two-
dimensional quadratic least-squares fit. HNote the reduced range of the
fluctuations without loss of siqnal contrast. 7he cisplay is a multicycle
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: Figure 5. 3 different processing procedures of intermediate degree of
. fluctuation compared with those of Fig. 3.
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Figure 7. Two processes applied to part of a 67Ga scan image. Hote the
better detail relief and reduction of noise lumpiness in the bounded and
least-squares smoothed image on the right compared to the Gaussian bounded

and smoothed image on the left.



