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    Abstract

        
            The purpose of the Yahoo! Compute Coop (YCC) project is to research, design, build and implement a greenfield "efficient data factory" and to specifically demonstrate that the YCC concept is feasible for large facilities housing tens of thousands of heat-producing computing servers. The project scope for the Yahoo! Compute Coop technology includes: - Analyzing and implementing ways in which to drastically decrease energy consumption and waste output. - Analyzing the laws of thermodynamics and implementing naturally occurring environmental effects in order to maximize the "free-cooling" for large data center facilities. "Free cooling" is the direct usage of outside air to cool the servers vs. traditional "mechanical cooling" which is supplied by chillers or other Dx units. - Redesigning and simplifying building materials and methods. - Shortening and simplifying build-to-operate schedules while at the same time reducing initial build and operating costs. Selected for its favorable climate, the greenfield project site is located in Lockport, NY. Construction on the 9.0 MW critical load data center facility began in May 2009, with the fully operational facility deployed in September 2010. The relatively low initial build cost, compatibility with current server and network models, and the efficient use of power and water aremore » all key features that make it a highly compatible and globally implementable design innovation for the data center industry. Yahoo! Compute Coop technology is designed to achieve 99.98% uptime availability. This integrated building design allows for free cooling 99% of the year via the building's unique shape and orientation, as well as server physical configuration.« less

        

    


                        

    	Authors: 
	














    
    
        
        
        
        
        
    

    
    
        
        
        
        
        
    

    
    
        
        
        
        
        
    



    Robison, AD; 
    

    Page, Christina; 
    

    Lytle, Bob
    







                	Publication Date: 
	Wed Jul 20 00:00:00 EDT 2011


    	Research Org.: 
	Yahoo! Inc., Sunnyvale, CA


            	Sponsoring Org.: 
	USDOE Office of Energy Efficiency and Renewable Energy (EERE)


            	OSTI Identifier: 
	1024347


            	Report Number(s): 
	DOE/EE0002899-1
TRN: US201120%%32


                    	DOE Contract Number:  
	EE0002899


                	Resource Type: 
	Technical Report


                        	Country of Publication: 
	United States


                	Language: 
	English


                	Subject: 
	32 ENERGY CONSERVATION, CONSUMPTION, AND UTILIZATION; AIR; AVAILABILITY; BUILDING MATERIALS; COMPATIBILITY; CONFIGURATION; CONSTRUCTION; DESIGN; ENERGY CONSUMPTION; ENVIRONMENTAL EFFECTS; OPERATING COST; ORIENTATION; SCHEDULES; SHAPE; THERMODYNAMICS; WASTES; WATER; data center; outside air cooling; passive cooling; PUE; compute coup; free cooling


                


                        
                            

                            
    
    Citation Formats

    
    
        	MLA
	APA
	Chicago
	BibTeX


    


    
            
        
            
                
                    Robison, AD, Page, Christina, and Lytle, Bob. Yahoo! Compute Coop (YCC). A Next-Generation Passive Cooling Design for Data Centers.  United States: N. p., 2011. 
        Web.  doi:10.2172/1024347. 
            

             Copy to clipboard

        
            
        
            
                
                    Robison, AD, Page, Christina, & Lytle, Bob. Yahoo! Compute Coop (YCC). A Next-Generation Passive Cooling Design for Data Centers.  United States.  https://doi.org/10.2172/1024347 
            

             Copy to clipboard

        
                
        
            
                
                    Robison, AD, Page, Christina, and Lytle, Bob. 2011.  
        "Yahoo! Compute Coop (YCC). A Next-Generation Passive Cooling Design for Data Centers".  United States.  https://doi.org/10.2172/1024347.  https://www.osti.gov/servlets/purl/1024347. 
            

             Copy to clipboard

        

        
            
                
                    
@article{osti_1024347,

  title        = {Yahoo! Compute Coop (YCC). A Next-Generation Passive Cooling Design for Data Centers},

  author       = {Robison, AD and Page, Christina and Lytle, Bob},

  abstractNote = {The purpose of the Yahoo! Compute Coop (YCC) project is to research, design, build and implement a greenfield "efficient data factory" and to specifically demonstrate that the YCC concept is feasible for large facilities housing tens of thousands of heat-producing computing servers. The project scope for the Yahoo! Compute Coop technology includes: - Analyzing and implementing ways in which to drastically decrease energy consumption and waste output. - Analyzing the laws of thermodynamics and implementing naturally occurring environmental effects in order to maximize the "free-cooling" for large data center facilities. "Free cooling" is the direct usage of outside air to cool the servers vs. traditional "mechanical cooling" which is supplied by chillers or other Dx units. - Redesigning and simplifying building materials and methods. - Shortening and simplifying build-to-operate schedules while at the same time reducing initial build and operating costs. Selected for its favorable climate, the greenfield project site is located in Lockport, NY. Construction on the 9.0 MW critical load data center facility began in May 2009, with the fully operational facility deployed in September 2010. The relatively low initial build cost, compatibility with current server and network models, and the efficient use of power and water are all key features that make it a highly compatible and globally implementable design innovation for the data center industry. Yahoo! Compute Coop technology is designed to achieve 99.98% uptime availability. This integrated building design allows for free cooling 99% of the year via the building's unique shape and orientation, as well as server physical configuration.},

  doi          = {10.2172/1024347},

  url          = {https://www.osti.gov/biblio/1024347},
  journal      = {},
number       = ,

  volume       = ,

  place        = {United States},

  year         = {Wed Jul 20 00:00:00 EDT 2011},

  month        = {Wed Jul 20 00:00:00 EDT 2011}

}
    
            

             Copy to clipboard

        
            
    



    
    



                        

                    

                    
                        

                
Technical Report:


    
                                     View Technical Report (4.97 MB)
                                

                            https://doi.org/10.2172/1024347


    


    Save / Share:
    
        
        
            Export Metadata  
            
                	Endnote
	RIS
	CSV / Excel
	XML
	JSON


            
            
        

        
            Save to My Library
                    
                        
                            You must Sign In or Create an Account in order to save documents to your library.
                        

                    
            
                

        
            
                	
                    Facebook
                
	
                    Twitter
                
	Email
                
	Print
                
	
                    More share options
                    
                        	 LinkedIn
	 Pinterest
	 Tumblr


                    
            
                


            

        

                
    


                    

                

            
                    
            
            
            
                
                
                
                
                

            
            
                    
            
            
            
            
            
            
            
                
                    

                        
                            
                                Similar records in OSTI.GOV collections:

                                
                                	
            










                    Center for Technology for Advanced Scientific Componet Software (TASCS)

                    
                        Technical Report
                            Govindaraju, Madhusudhan
                            

                    Advanced Scientific Computing Research Computer Science FY 2010Report Center for Technology for Advanced Scientific Component Software: Distributed CCA State University of New York, Binghamton, NY, 13902 Summary The overall objective of Binghamton's involvement is to work on enhancements of the CCA environment, motivated by the applications and research initiatives discussed in the proposal. This year we are working on re-focusing our design and development efforts to develop proof-of-concept implementations that have the potential to significantly impact scientific components. We worked on developing parallel implementations for non-hydrostatic code and worked on a model coupling interface for biogeochemical computations coded in MATLAB.more » We also worked on the design and implementation modules that will be required for the emerging MapReduce model to be effective for scientific applications. Finally, we focused on optimizing the processing of scientific datasets on multi-core processors. Research Details We worked on the following research projects that we are working on applying to CCA-based scientific applications. 1. Non-Hydrostatic Hydrodynamics: Non-static hydrodynamics are significantly more accurate at modeling internal waves that may be important in lake ecosystems. Non-hydrostatic codes, however, are significantly more computationally expensive, often prohibitively so. We have worked with Chin Wu at the University of Wisconsin to parallelize non-hydrostatic code. We have obtained a speed up of about 26 times maximum. Although this is significant progress, we hope to improve the performance further, such that it becomes a practical alternative to hydrostatic codes. 2. Model-coupling for water-based ecosystems: To answer pressing questions about water resources requires that physical models (hydrodynamics) be coupled with biological and chemical models. Most hydrodynamics codes are written in Fortran, however, while most ecologists work in MATLAB. This disconnect creates a great barrier. To address this, we are working on a model coupling interface that will allow biogeochemical computations written in MATLAB to couple with Fortran codes. This will greatly improve the productivity of ecosystem scientists. 2. Low overhead and Elastic MapReduce Implementation Optimized for Memory and CPU-Intensive Applications: Since its inception, MapReduce has frequently been associated with Hadoop and large-scale datasets. Its deployment at Amazon in the cloud, and its applications at Yahoo! for large-scale distributed document indexing and database building, among other tasks, have thrust MapReduce to the forefront of the data processing application domain. The applicability of the paradigm however extends far beyond its use with data intensive applications and diskbased systems, and can also be brought to bear in processing small but CPU intensive distributed applications. MapReduce however carries its own burdens. Through experiments using Hadoop in the context of diverse applications, we uncovered latencies and delay conditions potentially inhibiting the expected performance of a parallel execution in CPU-intensive applications. Furthermore, as it currently stands, MapReduce is favored for data-centric applications, and as such tends to be solely applied to disk-based applications. The paradigm, falls short in bringing its novelty to diskless systems dedicated to in-memory applications, and compute intensive programs processing much smaller data, but requiring intensive computations. In this project, we focused both on the performance of processing large-scale hierarchical data in distributed scientific applications, as well as the processing of smaller but demanding input sizes primarily used in diskless, and memory resident I/O systems. We designed LEMO-MR [1], a Low overhead, elastic, configurable for in- memory applications, and on-demand fault tolerance, an optimized implementation of MapReduce, for both on disk and in memory applications. We conducted experiments to identify not only the necessary components of this model, but also trade offs and factors to be considered. We have initial results to show the efficacy of our implementation in terms of potential speedup that can be achieved for representative data sets used by cloud applications. We have quantified the performance gains exhibited by our MapReduce implementation over Apache Hadoop in a compute intensive environment. 3. Cache Performance Optimization for Processing XML and HDF-based Application Data on Multi-core Processors: It is important to design and develop scientific middleware libraries to harness the opportunities presented by emerging multi-core processors. Implementations of scientific middleware and applications that do not adapt to the programming paradigm when executing on emerging processors can severely impact the overall performance. In this project, we focused on the utilization of the L2 cache, which is a critical shared resource on chip multiprocessors (CMP). The access pattern of the shared L2 cache, which is dependent on how the application schedules and assigns processing work to each thread, can either enhance or hurt the ability to hide memory latency on a multi-core processor. Therefore, while processing scientific datasets such as HDF5, it is essential to conduct fine-grained analysis of cache utilization, to inform scheduling decisions in multi-threaded programming. In this project, using the TAU toolkit for performance feedback from dual- and quad-core machines, we conducted performance analysis and recommendations on how processing threads can be scheduled on multi-core nodes to enhance the performance of a class of scientific applications that requires processing of HDF5 data. In particular, we quantified the gains associated with the use of the adaptations we have made to the Cache-Affinity and Balanced-Set scheduling algorithms to improve L2 cache performance, and hence the overall application execution time [2]. References: 1. Zacharia Fadika, Madhusudhan Govindaraju, ``MapReduce Implementation for Memory-Based and Processing Intensive Applications'', accepted in 2nd IEEE International Conference on Cloud Computing Technology and Science, Indianapolis, USA, Nov 30 - Dec 3, 2010. 2. Rajdeep Bhowmik, Madhusudhan Govindaraju, ``Cache Performance Optimization for Processing XML-based Application Data on Multi-core Processors'', in proceedings of The 10th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing, May 17-20, 2010, Melbourne, Victoria, Australia. Contact Information: Madhusudhan Govindaraju Binghamton University State University of New York (SUNY) mgovinda@cs.binghamton.edu Phone: 607-777-4904« less
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                    Innovative and affordable central energy plant for Dowling College`s new National Aviation and Transportation Center

                    
                        Conference
                            Lizardos, E
                            

                    Central energy plants for the production of steam, chilled water and hot water reduce long-term operation and maintenance costs over individual plants at each building in multi-building complexes. The construction of large central energy facilities, however, requires considerable capital. The allocation of funds and budgeting of large multi-building construction projects constructed over several years often prevents the construction of central energy plants in favor of individual boilers, pumps, chillers, etc. in each building. Dowling College in Oakdale, NY, has overcome such budgeting and funding constraints in its 10-year, $70 million plan for a National Aviation and Transportation (NAT) Center atmore » a 105-acre site in Brookhaven, Long Island. The NAT Center`s innovative energy design is based on unique satellite energy plants, designed to provide for the initial campus buildings at minimal start-up and operation costs. As construction continues after the initial phases, a large central energy facility will be built to provide heating/cooling for the entire campus, while the 2 former satellite plants are transformed for booster heating and cooling support and/or used during low load conditions. Careful selection of satellite chiller/boiler equipment, piping distribution, and pump configuration assure maximum equipment operating efficiencies and minimal gallon-per-minute pumping. This translates to lower energy expenditures for the NAT Center.« less

                        
                            
                            
                    

                    

                

            
        		
    
                                        
                                    
                                        	
            



                    Centralized energy management made affordable for new National Aviation and Transportation Center

                    
                        Conference
                            Lizardos, E
                            

                    Centralized energy management reduces long-term maintenance and operations costs, but the construction of large-scale central energy facilities requires considerable capital. Often yearly fundings and budgeting constraints of large multi-building construction projects prevent the application of truly centralized energy management architectures. Dowling College in Oakdale, Long island, NY, has overcome such budgeting and design constraints in its 10-year, $70 million plan for a National Aviation and Training (NAT) Center at a 105-acre site on Long Island, NY. The NAT Center`s energy design innovation is based on unique satellite energy plants, designed to provide Phase One, Two and Three constructions with centralizedmore » heating and cooling of a smaller-sized campus, at minimal start-up and operation costs. As construction continues after Phase Three, a larger main energy facility will be built to provide total campus and heating and cooling while former satellite plants are transformed into booster heating and cooling support and/or used during low load conditions. Careful selection of chiller/boiler equipment, low energy-efficient operating temperatures, piping distribution, and pump configuration all assure maximum equipment operating efficiencies and minimal gallon-per-minute pumping. This correlates to lower energy expenditures for the NAT center.« less

                        
                            
                            
                    

                    

                

            
        		
    
                                        
                                    
                                        	
            



                    Liquid Cooling in Data Centers

                    
                        Journal Article
                            Cader, Tahir; Sorell, Vali; Westra, Levi; ...  - ASHRAE Transactions, 115(pt. 1):231-241
                            

                    Semiconductor manufacturers have aggressively attacked the problem of escalating microprocessor power consumption levels. Today, server manufacturers can purchase microprocessors that currently have power consumption levels capped at 100W maximum. However, total server power levels continue to increase, with the increase in power consumption coming from the supportin chipsets, memory, and other components. In turn, full rack heat loads are very aggressivley climbing as well, and this is making it increasingly difficult and cost-prohibitive for facility owners to cool these high power racks. As a result, facilities owners are turning to alternative, and more energy efficient, cooling solutions that deploy liquidsmore » in one form or another. The paper discusses the advent of the adoption of liquid-cooling in high performance computing centers. An overview of the following competing rack-based, liquid-cooling, technologies is provided: in-row, above rack, refrigerated/enclosed rack, rear door heat exchanger, and device-level (i.e., chip-level). Preparation for a liquid-cooled data center, retroft and greenfield (new), is discussed, with a focus on the key issues that are common to all liquid-cooling technologies that depend upon the delivery of water to the rack (or in some deployments, a Coolant Distribution Unit). The paper then discusses, in some detail, the actual implementation and deployment of a liquid device-level cooled (spray cooled) supercomputer at the Pacific Northwest National Laboratory. Initial results from a successful 30 day compliance test show excellent hardware stability, operating system (OS) and software stack stability, application stability and performance, and an availability level that exceeded expectations at 99.94%. The liquid-cooled supercomputer achieved a peak performance of 9.287 TeraFlops, which placed it at number 101 in the June 2007 Top500 fastest supercomputers worldwide. Long-term performance and energy efficiency testing is currently underway, and detailed results will be reported in upcoming publications.« less

                        
                            
                            
                    

                    

                

            
        		
    
                                        
                                    
                                        	
            



                    Thermosyphon Cooler Hybrid System for Water Savings in an Energy-Efficient HPC Data Center: Results from 24 Months and the Impact on Water Usage Effectiveness

                    
                        Technical Report
                            Sickinger, David; Van Geet, Otto; Belmont, Suzanne; ... 
                            

                    In August 2016, the National Renewable Energy Laboratory (NREL) installed a thermosyphon hybrid cooling system to reduce water usage in its already extremely energy-efficient High-Performance Computing (HPC) Data Center. In its first year of use, the system saved 4,400 m3 (1.16 million gal) of water, and 7,950 m3 (2.10 million gal) during a 2-year period, cutting the use of water in the data center by about one-half. NREL's 930-m2 (10,000-ft2) HPC Data Center is often called the most energy-efficient data center in the world: it has achieved a trailing 12-month average power usage effectiveness of 1.034, and it features amore » chiller-less design, component-level warm-water liquid cooling, and waste heat capture and reuse. NREL considered the amount of water used by the cooling towers to be counter to the laboratory's sustainability mission, so a team of researchers from NREL, Sandia National Laboratories (Sandia), and Johnson Controls integrated the BlueStream thermosyphon cooler (TSC) - an advanced dry cooler that uses refrigerant in a passive cycle to dissipate heat - on the roof of NREL's Energy Systems Integration Facility, the building that houses the HPC Data Center. In combination with the existing cooling towers, the TSC forms an extremely water- and cost-efficient cooling system. In its first year of operation, on-site water usage effectiveness (WUE) was 0.70 L/kWh. In comparison, the WUE would be 1.27 L/kWh if NREL had continued using only heat-recovery and cooling towers. This on-site water savings was accomplished without negatively impacting the energy-efficient operation of the HPC Data Center. The TSC system technology has the potential for application in data centers around the world, and it is currently being implemented by Sandia. center by about one-half. NREL's 930-m2 (10,000-ft2) HPC Data Center is often called the most energy-efficient data center in the world: it has achieved a trailing 12-month average power usage effectiveness of 1.034, and it features a chiller-less design, component-level warm-water liquid cooling, and waste heat capture and reuse. NREL considered the amount of water used by the cooling towers to be counter to the laboratory's sustainability mission, so a team of researchers from NREL, Sandia National Laboratories (Sandia), and Johnson Controls integrated the BlueStream thermosyphon cooler (TSC) - an advanced dry cooler that uses refrigerant in a passive cycle to dissipate heat - on the roof of NREL's Energy Systems Integration Facility, the building that houses the HPC Data Center. In combination with the existing cooling towers, the TSC forms an extremely water- and cost-efficient cooling system. In its first year of operation, on-site water usage effectiveness (WUE) was 0.70 L/kWh. In comparison, the WUE would be 1.27 L/kWh if NREL had continued using only heat-recovery and cooling towers. This on-site water savings was accomplished without negatively impacting the energy-efficient operation of the HPC Data Center. The TSC system technology has the potential for application in data centers around the world, and it is currently being implemented by Sandia.« less
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