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Abstract

Even though networks have been getting faster, perceived throughput at the application
level has not increased accordingly. In an attempt to identify many of the performance
bottlenecks, we collected and analyzed data over a wide area network (WAN) at T3 (45
Mbps) bandwidth. The information gained will assist in designing new protocols and/or
algorithms that are consistent with future high-speed requirements.
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1. Introduction

While networks, wide area as well as local area, have been getting faster, perceived
throughput at the application has not increased accordingly. One aspect of networking

• which is often suspected of contributing to low throughput is the Transrnission Control
Protocol (TCP) [1]. TCP is the transport protocol from the Internet protocol suite. It
provides the functions of detecting and recovering lost or corrupted packets, flow control,

• and multiplexing. These functions are implemented using sequence numbers, cumulative
acknowledgments, windows, and software checksums. This layer is typically executed in
software by host processors, making it a source of processing overhead. This problem has
been carefully analyzed by Van Jacobson et al [2]. Another TCP perfomaance bottleneck is
its poor utilization of paths with high bandwidth and long round-trip delay. The product of
bandwidth and the round-trip time (RTT) is the number of bits it takes to fill the pipe (the
physical link between two points), i.e., the amount of unacknowledged data that TCP must
handle to keep the pipe full. The problems with TCP over such paths are window size
limitation, costly retransmissions because of cumulative acknowledgment, and inaccurate
RTT estimation. Work has been done with extensions to TCP to support reliable operation
over high-speed paths, using window scaling, selective acknowledgment, and sender
timestamp echo [3,4]. In this paper, we study these perfonriance bottlenecks using an
experimental testbed that simulates the conditions found in a wide area network, to
understand better their impact and consequences. Data collected with the experimental
testbed has been carefully analyzed, based on variables such as window size, link delay
and maximum transmission unit (MTU). The information gained will assist in designing
new algorithms for ftrture high-speed networks.

o The next section describes the data collection and analysis methodology. In Section 3 we
analyze the observed statistical data and compare them with results from theoretical
deductions. Section 4 summarizes the current work and outlines a distributed-application
modeling project that will incorporate knowledge gained through this work as input for
implementation and verification.

7/8



I

2. Testbed Configuration and Characterization

2.1 Testbed Configuration

Our experimental testbed (Figure 1) consisted of two FDDI rings, interconnected by two
Network Systems Corp. (NSC) T3 routers. This testbed simulated a wide area network by
using a T3 delay simulator developed at Sandia. There were two Sun workstations and one

" DECstation on each of the rings. The Sun workstations, with the exception of the
SPARCstation 2, were dual-attach stations (DAS). The SPARCstation 2 and DECstations
were single-attach stations (SAS) connected indirectly via a DEC FDDI concentrator 500.
Two FDDI analyzers, one from TekeLec and the other from DTI, were used to collect trace
reports for each experiment. We relied on these trace reports to study the delay
characteristics of network devices and to verify network parameters (window size, packet
size, etc,) employed in each test. Table 1 lists and describes all network components used
in the testbed. Bulk data transfer rates were measured using the TTCP program, and we
repeated each test three times for accuracy. TTCP is a program that measures the TCP
memory-to-memory throughput between two machines. It provides the capability of
performing these measurements with selectable parameters such as window size and the
amount of data to send.

Sun 4/330 Sun 4/330 TekeLec

DTI ['_ 1_ F'_ Sun 4/390i ,- -- -I I T3 Delay

" "_D_C _cSimulat°r tr_r_...... concentr concen

DS 5000/200 DS 5000/200 SPARC 2

Figure 1. Experimental testbed topology.
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i DS 5000/200 i 16 MB, Ultrix 4.2, DEC FDDI TURBOf-hannei board ROMv 1.0 Firmware v 1.1, color monitor
[ Sun ,4/)90 " 32 MB,'SunOS 4.'i'i'1,SuN"FDDi'"'VME board Firmware "J 3.5, color monitor
-S'un"4/)30 ..... 8 M]3, SunOS'"'4.1.1, S"0N FDDi VME bS'_d Firmw_e 3.5, .......

b&w monitor
SPARest/_tion'2Gx" i"?iMB; SunOS 4.'1".|, SuN'SBus"FDDI board ('early..........

release), color monitor
NSC Router N703 witli FDDI and T'3 inteff_ices, Nucleus v 7.1, IP v2.3--

10, 703 vl.9-560, FDDI v2.4-121

T3 Delay Simulator 0 'to 80-ms ad_usta'61etime' delay with'burst error capabiiity ........
DECconcentrator 500 ..... a dual 'attached inielligent FDDI wirin'g concentrator

supporting up to 8 single attached stations
DTI FDD! Analyzer ,, LANHAWK5750 with passive tap v1.32B
TekeLec FDDI Analyzer V 2.0 ..................

Table 1. Testbed hardware description.

2.2 Testbed Characterization

This section describes the preliminary work that we have done to study the hardware as o

well as the software components of the testbed.

Router Capacity: The router forwarding capacity was established previously by the Sandia
Consolidation Project team. They ran the TI'CP code individually for each of the four pairs
of hosts and established each pair's maximum throughput. The same TrcP code was then
run concurrently on all four pairs of hosts. Since the sum of the individual performances
exceeded the concurrent aggregate throughput, the router's forwarding capacity was found
to be 37.2 Mbps [5].

DECstation 5000/200 Performance: Based on the trace report collected using the TekeLec
FDDI Analyzer, the average interpacket gap for a sending DS 5000 was 1.52 ms for large
packets (MTU = 4352 bytes), and the processing time of an ACK packet was 2.25 ms.
This value indicated that a sending DS 5000 can process a maximum of 658 large output
packets per second during a TTCP session. For small packets (MTU = 552 bytes) the
interpacket gap was 0.426 ms, giving a maximum of 2347 packets per second, and the
processing time of an ACK packet was 1.27 ms.

Sun 4 Performance: Based on the trace report collected using the TekeLec FDDI Analyzer,
the average interpacket gap for a sending Sun 4 was 2.05 ms for large packets (MTU =
4352 bytes), and the processing time for an ACK was 1.40 ms. This value indicated that a
sending Sun 4 can process a maximum of 488 large output packets per second during a
TTCP session. For small packets (MTU = 552 bytes) the interpacket gap was 0.63 ms, o
giving a maximum of 1587 packets per second, and the processing time for an ACK was
0.56 ms.

q

T3 Delay Simulation: Propagation delay was introduced between the two remote NSC
routers by adjusting a dial on the delay simulator. A baseline RTr of 3.1 ms between two
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DECstations was established with the delay simulator switched off. This was the
accumulated delays introduced by workstations and routers in the transmission path,
Subsequent propagation delay values of 10 to 80 ms were calibrated accordingly using the
baseline RTI" of 3.1 ms.

T.._P _!ow,start flow control algorithm: Trace reports of TTCP measurements are graphed
to better understand the effect of the TCP slow-start flow control algorithm on the

. utilization of the communication bandwidth. Before we start our analysis of these trace
reports, a glossary of terms is given to establish some basic TCP concepts [6].

acknowled_ment: a response sent by a receiver to indicate successful reception of
information. It also advertises the anaount of buffer space that the receiver has
available for more incoming data.

maximum transfer unit fMTU): the largest amount of data that can be transferred
across a given physical network in a single packet. For local area networks like an
ethernet, the MTU is determined by the network standard.

maximum segment size (MSS_: the largest amount of data that can be transmitted by
TCP in one packet, it is usually calculated by TCP to equal to the MTU size minus
the TCP and IP headers.

window: tile amount of data a sender is allowed to send before an acknowledgment
arrives. The following figure depicts the TCP sliding window concept. Octets 1
and 2 have been sent and acknowledged, octets three through six have been sent
but not acknowledged, octets 7 through 8 have not been sent but can be without

" delay, octets 9 and higher can not be sent until the window moves.

current window

1 2 1'3'" 4 '5 '6 :7. 8 i 9 10
,o

congestion window: the congestion window is used by TCP to provide end-to-end
flow control. At slow-start, its size will grow by one segment with each successful
acknowledgment until it reached the maximum window size. When congestion
occurs, the congestion window will decrease based on a back-off algorithm, with
the minimum being one MSS.

a) A TTCP session between a DECstation 5000 on an ethernet and the Cray Y-MP/264 on
the FDDI ring is shown in Figure 2a. The maximum TCP window size was set by TTCP
at 32 KB, and the session used a maximum segment size of 1 KB. As shown by the
graph, under the environment for a local area network, the slow-start algorithm set the
initial TCP congestion window to the machine's default window size of 4 KB. Due to
UNICOS's scheduling mechanism, the receiving application process was not immediately
awakened to receive the incoming data. Normally, the receiving process reading the data

, causes TCP to send a window update. Since the receiving process was not reading th_
data, the connection was merely tagged as needing a delayed acknowledgment and one was
sent at TCP's fast timer (200 ms) execution. The successful acknowledgment incremented
the congestion window by one and again the sender sent a congestion windowful of

" packets. This pattern repeated until the maximum TCP window was reached. Meanwhile,
there were 200-ms long idle times on the communication pipe. This is a typical case of a
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bottleneck caused by the host processor, the Cray Y-MP's inadequate scheduling
algorithm.

b) Figure 2b shows a TTCP session between two SPARC workstations with a maximum
TCP window size of 8 segments. In this case, because the two SPARCS were remote to
each other, the slow-start algorithm initialized the congestion window to one TCP segment
size and incremented it by one segment with each successful acknowledgment delivery.
Because the receiving SPARC was capable of keeping up with the incoming packets by
processing them as they arrived, the machine followed the strategy of sending an
acknowledgment when the available window had increased by two or more segments.
Since the TCP window size was large enough to offset the RTT caused by link delay, we
observed that the TCP flow-control mechanism allowed the communication path to fill after
the slow-start. For this condition, the maximum throughputwas governed by the available
bandwidth.

c) Figure 2c presented a case where the long path delay was the performance bottleneck.
This condition was introduced by limiting the maximum window size to the small value of
four TCP segments. Again, the TCP window was initialized to one segment and
incremented by one segment until it reached the maximum size. As shown by the graph,
there were gaps in the pipe between some of the packets. The inefficient utilization of
bandwidth caused poor throughput performance, which had gotten worse as the delay
increased.

12
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3. Performance Measurements and Analysis

We approached the performance of TCP for WAN conditions from two perspectives: 1) At
a fixed link delay, we varied the maximum TCP window sizes and examined the shift of
performance bottleneck from RTT to host processor, and 2) at a fixed maximum TCP
window size, we varied the RTT of the link and examined the performance shift from host
processor to R'IT. Finally, the response time of request/response-based applications was

" studied against the link delay factors as well as the TCP window tuning.

3.1 Effect of TCP window size on throughput performance

The purpose of this experinaent is to study the effect of TCP window sizes on the bulk data
transfer rate. This test was carried out on a pair of Sun 4 workstations, once for local
connections and once for remote connections at a round-trip delay of 42 ms.

3.1.1 TTCP performance of local FDDI workstations:

This experiment was carried out by running the TTCP code between two Sun FDDI
workstations, a Sun 4/390 and a Sun 4/330, separated by a local NSC router. We
conducted this experiment to demonstrate that when the bandwidth is high, even at 100
Mbps, the TCP window size can become a performance bottleneck in a local area network.

" Figure 3 illustrated the effect of TCP windows on TTCP performance of the pair of Sun 4
workstations. With an RTT of 3,1 ms and a bandwidth of 100 Mbps, the amount of data
required to fill the pipe is 39 KByte (KB). As indicated by the graph, the throughput

, leveled out at a window size of 40 KB. The plateau of 13-14 Mbps represented the
limitation of the Sun 4 workstation. Careful examination of the FDDI analyzer trace report
revealed that the processing time of a large data packet on Sun 4 was 2.05 ms, the
processing time of an ACK packet was 1.40 ms, and the average data-to-ack packet ratio
was 2:1. Based on these statistics, the calculated maximum throughput of the Sun 4 was
12.77 Mbps, in close agreement to the observed value, 13.33 Mbps (Table 2),
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Figure 3, Effect of TCP windowon throughputoverlocal FDD] networks.

Window (KB) .......Throughpui#1 Throughput #2 Throughput #3 Average
(Mbps) (Mbps) (MbPs) (Mbps)

..... 'd ........ +3T32 3,25 ..... 3.34 3.30--- iii ! i i iiii .....

........ 8.......... 5,71 5:88 -,5.70 5.76
...........16 .......... E52 6.52 - +6.+9 6,51 .......

.......24 ......... +i0,81 m 11,38 -I039 ..... 10.86
.... 32 ...... -13,00 13.18 13J'36 13.18 +

40 ........... -14.3_/........ 14.87 .... i4.80 ' !4.68
.... 48 .... -14,00 i3.83 ....... ] _.29 i3.71

............ 52 ....... -13.58 ......i3.23 ........ i_.62 13,81
ii

......... 56 ....14,32 13,36 - , 14.19
14/71 .............. 14.79 ................. +14174 14.75

++......63 +12._7 ...... 141'35........... 12.96 ................ 13.3_ ....
-- ' .... ' ' L ' ......

Table 2. TTCP measurements vs. varying TCP windows (FDDI SUN 4 workstations via
local FDDI router).

3.1,2 TTCP performance of remote FDDI workstations:

In this experiment, the TTCP code was run between two Sun 4 FDDI workstations
remotely connected via two NSC routers. Measurements were made by varying TCP
window sizes at a fixed round-trip time of 42 ms. We explored the TCP performance
bottleneck over a high-bandwidth and long-delay link. At 45 Mbps and 42-ms delay, the
TCP window required to fill the transmission pipe is 236 KB. Anything less than 236 KB
represented a potential performance bottleneck. This effect was shown in Figure 4. As the
TCP window size increased, so did the throughput value. Theoretically, with a large
enough window (236 KB), the throughput can equal the bandwidth. 45 Mbps. However,
we believe that another performance bottleneck (caused by workstation's processing
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power) will be encounteredbefore reachingthe 'i'3 link _peed, Indeed,previou_
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Figure4, Effectof TCPwindowonthroughputforremoteFDDI stations.
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-Window SiZe Thro_ui!hput#I .........Throughput #2 Throughput #3 Average
...............(KB) .....,,,, . (MbPs) (Mbps) ..... (Mbps) (Mbps 1

,+ 0,66 0.66 0,66 0.66
................. III I1.11 [[11111 .....

....... 1,29 1.29 1.28 1.29 "
Ill Ill[ Illili I

...... !6 1:66 1.69 1'6_) i.68 .......
2.95 2.95

........................ I(I + 5111[ i1111 I I o iiiii ii i[ - i i

32 ......... 4,25 4.24 '4.29 ..... 4.26
-_ .... 40 5,48 5,57 5.38 5.48

.... 41i ............ 6.20-' ....... +'56.72 ' 6.40 ..........6.44
+-............50 7,50 7.25 7.30 7.35
..... _ " .... 6.§'_" 7.65 7.82 7.80

63 7,23 6.38 7.69 7.10....

Tllbl¢ 3. 7TCP measurements versus varying TCP windows (remote FDDI SUN 4
workstations).

3.2 Effect of round.trip link delay on throughput

The purpose of this experiment is to show the effect of increasing link round-trip time on
bulk data transfer rate. The TTCP code was executed on a pair of DECstation 5000/200's
and ih© TCP window size was fixed at 63 KB. This test was repeated once with the
workstation sending datagrams using the maximum transfer unit for FDDI network (4352
bytes), and on¢¢ with the workstation sending datagrams using the default maximum
Iransfer unit for remote networks (552 bytes).

3.2.1 TTCP performance using maximum transfer unit (4352 bytes)

The purpose of this experiment is to measure the effect of long link delay on throughput
performance. Figure 4 showed the TFCP throughput values of a pair of DECstations
across delay values ranging from 0 to 80 ms at 10-ms increments using a window size of
63 KB. The delay-bandwidth products were also listed for each delay (Table 4). It was
clear that a 'I CP window size of 63 KB is sufficient to compensate for a delay value of 10

ms or less; beyond that the window size became the performance bottleneck. Thebottleneck effect was demonstrated by the graph shown in Figure 5. As the delay-
bandwidth product increased beyond the TCP window size of 63 KB, the DECstation
experienced increased idle time waiting for an acknowledgment. This idle time resulted in a
steady decline of peffommnce for delays greater than 10 ms.

18
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" Figure 5. Effect of link delay on throughput (MTU = 4352 bytes).

Deia_, (ms) Throughput Throughput ] Throughput Average ] Delay * Bandwidth
' #1 .,. #2 .......[ #3 , Throughput ]......... (bytes)

0 17.75 17.40 17.63 17.59 NA
10 ...... 17.00 16.68 16.90 ..... 16'.86 56,250
15 15.04 ........ 15.01 15.19 i5.08 84,375
20 13.89 i4.11 14.02 ........... 14.00 112,500
30 1i.44 i 1.4'0 11.35 11.40 168,750

.... 40 9.29 ......... 9.28 ' 9_26 9,28 2.25,00'0
'50 _/.76 7.75 7.75 7.75 281,250
'60 6.65 ....................6.64 6.65 6.65 ...... 3371500 .......
70 5.85 5'185 ' 5.84 5.85 393,750
80 5.30 5.28 5.29 5.29 450.000

Table 4. TTCP measurements of throughput vs. link delay (MTU = 4352 bytes).

3.2.2 TTCP measurements using small packet size (552 bytes)

When an IP host sends data to a host on a different network, it uses a datagram size that is
the lesser of 552 bytes or the first-hop MTU. This minimizes the probability of the need
for fragmentation along the intemetwork path. Since most of today's networks consist of

• ethernet (MTU = 1500) or FDDI (MTU = 4352), the datagram size selected was 552 bytes,
which is much less than the maximum packet size allowed. This experiment measured the
performance penalty incurred by using a small MTU. Table 5 summarized the TTCP

• measurements against varying delay values. By comparing results between Figures 5 and
6, we observed that 1) the maximum throughput had dropped from 14 Mbps to 7 Mbps, 2)
the performance knee had shifted from 10-15 ms to 50-60 ms. Since using a smaller
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packet size greatly decreased the efficiency of TCP processing by increasing the number of
packets needed to send the same amount of data, it made the workstation become the
performance bottleneck. The effect was a drop in performance and a shift of the
performance knee to a larger delay value. We have demonstrated here the inefficiency of
using a small MTU and thus the importance of an algorithm for dynamic discovery of path
MTU [7].

8

r

7..

O 6-
1,1

[.,

_1 i I ii w I i i i • ii i •

0 20 40 60 80 100

Delay (ms)
Figure 6. Effect of link delay on throughput performance (MTU = 552 bytes)
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Delay Throughput Throughput Throughput Average Delay * Bandwidth
(ms) #1 (Mbps) #2 (Mbps) #3 (Mbps) (Mbps) (Bytes)

..... 0 7.57 7.43 7.46 '7.49 N/A
" ..... 10 7.04 ..... 7.16 7.02 7.07 56,250

20 ..... 7.53 .......... 7.56 ..... 7.53 7.54 112,500
30 7.49 7.69 .... 7.36 7.5i 168 750

" ...... 40 7.48 7.6i 7.58 7165 225 000
}_0 7.,i0 ........ 7.37 7.39 7'39 281,250

_ 60 6.')2 6.81 6.73 6175 337 500 ......
70 ..... 6.06 ........... 6.04 ........ 6,03 6.04 393 250

...... 80 5.56 5.52 5.54 5.54 ........ 4'5'0 000
.................

Table 5 TI'CP measurements of throughput versus link delay (MTU = 552 bytes).

3.3 Effect of concurrent bulk data transfer to response time

Today's distributed computing environments consist of applications that are client/server
based. They often use request/response techniques to achieve execution synchronization.
Therefore, their efficiency is sensitive to increased RTr caused by link delay. The purpose
of this experiment is to find out if the TCP window size has an additional effect on

. application response time when there is mixed traffic on the network. We generated
mixload traffic by running one session of the request/response based echo program on the
DECstations, and simultaneously, two sessions of TI'CP code on Sun workstations. This

. experiment involved all six workstations on the testbed. During testing, the DECstations
used a 63-KB window size, and the Sun workstations used a 48-KB window size. This
experiment was conducted once with no round-trip link delay an,_lonce with a 42-ms
round-trip link delay.
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3.3.1 Mixload at 0 ms link delay

The response time and throughput metrics for the first mixload experiment were tabulated
in Table 6. Figures 7-9 demonstrated the effect of TCP window size on application
response time and on bulk transfer throughput rate. As shown by Figure 6, the increase in
window size had a direct but small effect on the response time degradation. The
degradation was probably caused by the competition at the router between the small
application datagrams and the closely spaced bulk data transfer packets. Figures 7 and 8
also indicated that the TTCP throughput suffered from resource limitation on the router.

5.2..

5,0

"_ 4.8

4.6

_. 4.4

4.2

4.0 . . . , . ..... . . .... ,
14 19 24 29 34 39 44 49

Window Size (KB)
Figure 7. Effect of TCP window size on application response time (0-ms delay),
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15 19 23 27 31 35 39 43 47

Window (KB

Figure 8. Effect of mixload traffic on bulk data transfer rate at 0-ms delay (SPARC 2-Sun 4).

' 15 ....,m i, i i ,,, i , , i i i, ,,|,,,

_, 13.

-

11.

9
7.

/ ........_........ 330-390 Baseline
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Window Size (KB}

. Figure 9. Effect of mixload on bulk data transfer rate at 0-ms delay (Sun 4 pair).
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DS 5000 pair Sun4 pair Sun 4 pair san 4-spare 2 sun 4-spare2
Window Response Throughput Baseline Throughput Baseline

(KB) (ms) (Mbps) (Mbps) (Mbps) (Mbps)
..... 16 4.07 ......... 5.88 6.02 7.86 8.0_2

24 .... 4.43 ...... 9.26 I 9.16 ........ '10.02 ....... i0.22
32 4.83 i 1.73 12.47 ...... i i.59 ..... 1i.29 "

...... 40 5.00 12.14 .... 13.47 ........... i2.57 ...... ii.99
.... 48 5,13 12.38 13188 .... i3.44 12.35 ......................... , .......................

Table 6. Mixload concurrent TrcP measurements and echo response measurements (0 ms
link delay ).

3.3.2 Mixload at 42-ms link delay

The same mixload experiment was repeated by adding a 42-ms link delay between the two
routers. Results (Table 7 and Figures 10) indicated that in this environment the TCP
window size had even less impact on the application response time. The increased RTT
caused by link delay actually provided a smoothing effect on the spacing between packets.
We again observed a shifting of performance bottleneck from the router's forwarding
capability to the long-delay path (Figures 11 and 12).

42.6 ................. •

N 42.5
em

[.,

_ 42.4
._,

_ 42.3

42.2 - ' I ' I ' ..... 'I ' 'I " I .....' I '_' I "

0 8 16 24 32 40 48 56 64

Window Size (KB
t.

Figure 10. Effect of TCP window on application response time (42-ms delay).
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Figure 11 Effect of mixload on bulk data transfer rate at 42ms delay (SPARC2
SPARC1)
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Figure 12 Effect of mixload on bulk data transfer rate at 42ms delay (Sun 4 pair)
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.......Window DS 5000 pair Sun 4 pair Sun 4 pair Sun 4-Sp_c 2 Sun 4-Sparc 2
(KB) Response Throughput Basehne Throughput Baseline

(ms) (Mbps) ..........(Mbps) ........(Mbps) .........(Mbps) _
16 42.23 1.73 1.75 1.90 1.95 ,.
24...... 42140 2.8'_, 2.87 3.03

..... 32............... 42.53 3.58 .......... 4,02 .......................3.68 " 3,93
...... _0 ..... 42.57 ........4,08' 4.07 4.05 4.82 '
.... _t_ I 42.43 .........4,03 41_/_''' 4,17 .... 5't_

i j ii i i ...................... . .... . ,. , i - , ....

Table 7. Mixload concurrent'I'TCP measurementsandechoresponsemeasurements(42 ms
link delay).

4. Summary and Future work

In this study we have explored two fundamental performance bottlenecks faced by future
' networks, the protocol processing overhead on host processors and the difficulty of filling

high-bandwidth/long-delay, communication paths. We found that at T3 speeds and today s
workstatton power, TCP ts sufficient for bulk data transfers at RTI's up to 10-15 ms.
When the RTT is less than 15 ms, the TCP window is able to fill the communication bit
pipe. However, when the RTT exceeds 15 ms, extensions such as window scaling,
selective acknowledgment, and sender timestamp echo must be adopted. In addition, we
studied the effect of maximum transfer unit (MTU) sizes on throughput performance. A
small MTU requires the host computer to process a lot more TCP packets in order to send
the same amount of data, and the resulting inefficiency degrades the throughput
performance. We would l_ke to see that the proposed dynamic path discovery algorithm,
RFC 1191, be adopted by all TCP implementations. We have also exammed the effect of
RTI' on distributed computing over wide area networks. Many. distributed applications
synchronize their execution using a request/response technique, and therefore the
performance is sensitive to RTTs. Because the time spent waiting for a response to return
over a long-delay network means more idle CPU cycles, the RTT effect on distributed
applications will be more serious as workstation processors become faster. Since TCP
does not address the RTI' issue, we believe either a smart caching algorithm or a new
lightweight protocol is needed to overcome this problem. Using a FDDI analyzer, we have
measured various workstation and router delay characteristics and have studied the TCP
slow-start algorithm. These data along with traffic pattern characterization results from
previous works [8, 9, 101will be the input parameters for a network performance modeling
project. We hope that the output of the modeling project will provide us with an insight
into the changes needed to adapt to future networks. It is also our plan to repeat this study
when Asynchronous Transfer Mode (ATM) switches are added to our testbed. Because
ATM technology will in all likelihood be the preferred choice for telecommunicat!on
vendors to provide Broadband ISDN services (voice, video, and data), it will tmpact wide
area computing. We are interested in observing the effect, if any, of ATM technology on
the data communications performance,
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