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• Abstract

The anomalously fast relaxation of the perturbations to the electron

" temperature profile caused by a sawtooth crash has been studied extensively
on TFTR. We will show that on a short timescale the heat pulse is not simply

diffusive as has been generally assumed, but that modeling of the heat pulse

requires a transient enhancement in X, following the sawtooth crash. It will

be shown that the time-dependent enhancement in X, predicted by non-linear

thermal transport models, i.e., incremental X models or the Rebut-LaUia-

Watkins transport model, is much smaller than that required to explain the
anomalies in the heat pulse propagation.
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Introduction

The transport of thermal energy in tokamak plasmas has long been known
to be larger than neoclassical calculations predict. It is commonly assumed

that 'small' scale electrostatic turbulence, magnetic stochasticity or some

similar mechanism is responsible for the enhanced transport. 1 Studies of the

propagation of heat pulses following sawtooth crashes started with the hope
that this approach would yield a local measurement of the electron ther-

mal diffusivity, independent of the uncertainties of power balance analysis,

and which then might improve understanding of the nature of anomalous

trans port. 2,3

When studies of sawtooth induced heat pulse propagation were under-

taken on TFTR, 4 it was found that the heat pulse propagation was not consis-

tent with the estimates of thermal diffusivity, X, from power balance analysis.

These results suggested several interesting possible explanations, including

that the model of the sawtooth crash was incomplete or that the heat flux

had a non-linear dependence on the temperature gradient. _'s Recently there

has been renewed interest in both of these possibilities. New experimental

and theoretical evidence suggests that the sawtooth crash mechanism may

transiently enhance the electron thermal conductivity in the region outside

the mixing radius. 6 The interest in 'incremental' or nonlinear models for X_ °

is motivated in part by the long standing observation of the 'resilience' of the

electron temperature profile to changes in the heating profile 7-1° and more
recently by JET results which have purported to find agreement between

the electron thermal diffusivity determined from heat pulse analysis, XHP,

and the X i'c deternfined from power balance analysis of parameter scans. 1_

However. in this paper it will be shown that XHP is several times larger than

the X:''_ for TFTR data.

In this paper we will demonstrate that it is not possible, at least for TFTR

data, to simulate the sawtooth induced heat pulses with a simple model for

heat diffusion, thus Xuv derived from sawtooth induced heat pulses is not

a meaningful quantity. At small minor radii, in the radial range r_.,._,,<

r < 1.4vmi=, the heat pulse propagation can be dominated by the ballistic

effect, s (Throughout this paper, Vmi z will have the standard definition, i.e.,

the radius to which the sawtooth crash flattens the temperature profile.)

At larger minor radius (later times) the ratio _f signal-to-noise is lower and
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the sharp features present at smaller radii (shorter timescales) have largely
relaxed with the result that the heat pulse shapes may be approximately

,b

simulated with many models, e.g.. the options of var\'ing the radial profile

of ,_'": or k:, introducing coupling to the density pulse 12 or including an

anomalous damping term 13allow considerable leeway for approximate fits to

the experimental data. Thus, at neither small nor large minor radius is it
possible to draw unambiguous conclusions about the nature of anomalous

transport for sawtooth induced heat pulse studies.

In the first part of this paper we will discuss the limitations inherent in

comparing diffusion coefficients inferred from global power balance (X PB) to

those inferred from the change in the temperature gradient induced by in-

creasing the heat flux (Xi'.``:) or those inferred from analysis of heat pulses

from sawtooth crashes (x_P). In the second section experimental data on

sawtooth induced heat pulse propagation will be presented, beginning with

studies of tile heat pulse propagation on a fast time scale following the saw-
tooth crash, followed by studies of the scaling of k HJ:'. (In this paper, all heat

pulses discussed are induced bv sawteeth and the qualifier will be dropped

. for brevity.) In the third section numerical simlllations of the electron tem-

perature profile evolution following a sawtooth era.sh are performed to inves-

tigate the relationship between the power balance steadies and the heat pulse

- propagation studies. The simulations use either an explicit time and space

dependent k,, or various non-linear models for ._, to provide the necessary

time dependence. The experimental data are from neutral beam heated plas-
mas in TFTR with lp < 1.9 MA, P_m < 30 MW, at) = 0.8 - 0.9 m, and

Bto,. = 4 - 5 Tesla,.

The original studies of heat pulses on ORMAC, ISX-B, TFTR and else-

where relied primarily on soft x-ray cameras, with the concomitant problems
2,,1,14

of chord averaging and lack of amplitude information. Xlanv more recent

heat pulse propagation studies have used relatively Fast measurements of the
electron cyclotron emission from which a local electron temperature is in-

ferred, s'_a'_s For the present studies, the principal diagnostic is the fast (200

kHz bandwidth) grating polychromator (GPC) which measures the electron

cyclotron emission (ECE) intensity, providing a 20 point temperature profile
with a channel spacing of about 6 cm and a radial spatial resolution of about 3
cre. The GPC is not absolutely calibrated and thus must be cross-cahbrated

. to another of the electron temperature profile diagnostics (i.e., the Thomson



scattering system, tile ECE radiometer or Michelson interferometer). The
ability to make fast (200kHz), absolute measurements of the electron tem-
perature profile is essential for study of the heat pulse propagation in the
region rmi- < r < 1.4rm,_, the region where the ballistic response dominates.
The use of local Te measurements allows direct measurement of the mixing
radius for the sawtooth crash and the radial dependence of the heat pulse
amplitude.

The ECE temperature diagnostics give measurements of the electron
temperature profile as a function of frequency. Those frequencies must be
mapped to spatial locations through a calculation of the magnetic field. For

the data presented in this paper, the mapping is done using data from the
SNAP code which calculates the paramagnetic, diamagnetic and poloidal

field corrections to the vacuum toroidal magnetic field. The m.easurements
are then mapped to the flux surface averaged minor radius usir_g the SNAP

calculation of the Shafranov shift. This mapping will not change significantly
idue to changes in J(r) or plasma pressure] during the sawtooth crash.

I. Determination of )/_'_

Studies of the dependence of the total heat flux, Qtot, on nV'T carried
_ . I Y_,C

out on the JET tokamak have found that the 1-fluid incremental-)(., x:l/, as
measured from such a heat flux analysis of temperature scans is similar to the

X.HP (the 1-fluid - in,: is an effective diffusivity where the heat flow through thexi/
ion and electron channels is not separated). This result suggested a common
origin for the observed non-linear (offset linear) dependence of the heat flux

on n, VT_ and the fast heat pulse propagation (where VT = OT/Or). A

model was proposed for which )(.HP = Xe-i'_:_>XPs, and it was claimed that

in general, XHP should equal )X*'_. However, the ,<HP should be compared to

)Xffs or xe-i,_, not xi/-i,,,:. For example, the )(.Pfs could deviate systematically, from
the k'_'_s due to systematic changes in the electron-ion heat transfer, resulting

in large differences between the inferred X_"_:and - z,_xr/• In this section we will
show with data from TFTR that the experimentally determined incremental

electron thermal diffusivity, - i,_xe , is not equal to the experimental XHP We
will further demonstrate theoretically that only under the condition that Q_

depends only on VTe (and not Tc), does XHP = Xi'_.

A measure of the incremental electron thermal diffusivity was obtained



on TFTR by making a scan of the electron temperature at constant electron

density. This was accomplished by increasing the beam power and decreasing

" the gas feed to compensate for the increased fueling from the beams. A power

balance anaivsis of the data from these scans was done using the SNAP

time-independent analysis code where the power flow through the electron
and ic,n channels was calculated separately. Measurements of the electron

temperature, ion temperature, and electron density profiles were used in the
analysis.

in Fig. 1 the total heat flux through the electrons for the different shots in

this scan is graphed against the local r_,VT, for three minor radii. Included

in this scan is a shot at somewhat higher beam power for which extensive

heat pulse analysis will be performed. Also included for completeness (the

open symbols) is the data from an ohmic shot at the same density, but for

which ion temperature profiles could not be measured. For these shots the

power balance transport analysis code assumes Xi -- _ and performs a series
of iterations to determine the ion temperature. The points representing the

beam heated data (solid symbols) show a non-linear dependence of Q_ on
either T_ or VTz, however, it is dif_cult to distinguish experimentally between

an offset linear fit to the dat_ (if the ohmic points are eliminated) implying

a model with a fixed incremental ,l, or a parabolic fit implying X_ _ T_

. _,r V7"_. l-t_wever, for the highest power point, the X'_"_ is approximately

twice .t_ s at ali radii, lt has been previously shown that XHp _. 5kPs for
this point. 6 These results are not consistent with an incremental X model.S

\Vhile a more general treatment of the dependence of thermal diffusivity on

local parameters can reconcile the observation that XHp _ 2.5X i'': as will be
demonstrated in the remainder of this section, a more detailed study of the

heat pulse shapes in the following sections strongly suggests that the bulk
,_f the sawt_,_th induced heat pulse propagation anomaly results from the

physics ,:,f the sawtooth crash itself.

The above res,_!ts demonstrate that experimentally XHP, which appfies

to smaLl perturbations about the equilibrium profile, and X''_ which ap-

plies to incremental changes in the equilibrium profile may be very different.
The distinction is also necessary when considering non-linear models for X,

which have a dependence on T, (or the temperature gradient scale length

Lr - T_,/VT_) as well as VTz. 18 The effect of this 'scale length' term in

equilibrium studies is negligible; in equilibrium the shape of the temperature
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profile does not change significantly, 7-1° i.e., as Tr oc V"T_. Conversely, in

perturbation studies the relative change in Tr is much less than the change

in VTz, making the dependence on the temperature gradient scale length im-

portant and the dependence on Tr unimportant. In the following discussions
it will be assumed that the electron temperature profile is 'resilient'. 7

An expression for the effective perturbative thermal diffusivity, XHP, can

be determined by linearizing the thermal transport equation with X = X(VT)

3n 8T i. cq cgT

2 ,ct = "Q

to get an equation describing the evolution of the perturbed temperature, 4

$ - T(t)- < T(t)

3nOT l O rnx.,pOJ"
2 Ot = r t_r br (2)

where the

[0[VTx(VT)I _ (3)
..)(HP __ O[VT? :VT=VTo

Thus the effective X describing the relaxation of perturbations to the tem-

perature is XHP In this exercise perturbations in the radiative cco.ling.

electron-ion coupling and heating terms were neglected. These terms intro-
duce an effective damping of the heat pulse, however the time-constant for

TFTR plasmas is much longer (_ 100msec) than the pulse propagation time,

and thus rnav be ignored.

The Zncrernental X is determined by making small changes in the equilZb-

mum plasma temperature and measuring the resulting change in equilibrium
thermal transport. For example, transport anah'sis of data from Tr scans.

e.g.. produced bv increasing the neutral beam power at constant density.
show (c.f. Fig. 1) that the heat flux is not a linear function of n_VT_. An

incremental (for added power input) thermal diffusivity is defined as the local

slope of Q, versus n_VT_, Z.e.,

X_': - 6(e_)/_5_(nVT_). (4)

As these are studies of equilibrium plasma parameters, the decoupling of

temperature and temperature gradient present in the perturbative studies is
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not present. As a manifestation of the electron temperature profile resiliency

observed on TFTR and other machines, both Tr and V'T, are changing pro-

" portionally; a dependence of X on T will affect the transport in the same
manner as a similar dependence on VT,. Thus, while the definitions of %.HP

and ,X''_c appear superficially similar, they are in general very different.
Three models are considered to illustrate the inherent difference between

the ,yHP and ;gi_. The first model, the incremental % model, is the simplest

and is advertised as a general linearization of non-linear transport models.

The second is a model commonly used in machine design studies, the Rebut-

Lallia-Watkins (RLW) transport model. 17 The third is a generic power-law

model of the form, X cx T_L[r _ which is introduced to illustrate in general

how differences in %HP and Xi_: can be resolved.

The incremental ,%model in its simplest form is

X(r,t) = X'_(1 - VT_it/vr) (5)

where VT_it represents the critical temperature gradient at which some,

unspecified, instability begins to dominate the transport. Here it will be

" assumed that VT_.,t and X ''_c are constants; in practice, of course, both

parameters can have radial dependencies and some additional parameters

must be introduced to deal with regions where VT < VT_.,t. However.

outside the mi,,dng radius for sawtooth heat pulses, this model predicts that
XhrP = X_,_.11 For the data in Fig. 1, the highest power point has VT -_

2_"Zc,.,t, thus the incremental-x model would predict that XHP _ 2%PB. A

factor of five is observed experimentally.

The RLW model is superficially similar to the incremental X model, but

as will be seen the differences are significant. The relevant form of the RLW

model for perturbative and incremental transport studies is

rlw

% = X_,_[1- VT_I_,/VT!. (6)

The coefficients - ,-a_ lwX,n and VT_,t are not constant but depend on local plasma

parameters, 1_ including a dependence on the temperature gradient scale

length, LT and the local electron temperature. These dependences may be

e.,cplicitly shown as (with the reasonable assumption that the local current
density is fixed):

" % = X,.,Lo(1/LT -+-2/L,,)[1 - T_,.itV'T_it/(TVT)]. (7)

7



,I

The parameters Lo and T_,.it have been introduced to keep the equations
dimensionally correct. They can be thought of approximately' in the following

way; For perturbative studies Lo 1 =< 1LT . 2/L,, >_il and Tc.it = Zequil

and for incremental studies the parameters are approximately as defined

above using the ohmic case in the scan.

For incremental transport studies (assuming profile resiliency) the strong
correlation between T and VT means that the inverse dependence of the

critical temperature gradient on T may be replaced by an inverse dependence

on VT and the RLW model has the approximate form

X = X_nl1 -(VTc,.,,/VT)21 (8)

which mar be compared to the incremental X form

_ru: '
X = X _1 - VT_{t/VT] (9)

where the expression for X ''_ is exactly

X'_= X_(l + VT_t/VT). (I0) .

C.onversely. in perturbative heat pulse studies, the gradient term in the tem-

perature scale length is important, but the T term in the critical gradient

may be ignored. On TFTR the density pulse is weaker and much slower than

the heat pulse (as on JET_S), thus the laerturbations to the term involving

the density gradient may be ignored.

(1- VT_i,/VT)X HP _ Xan ! + i + 2LTL,, " (11)

The RLW model, predicts that .}(HP < 2)_mc for V'T >> VTc,.it and ._HP

X'_ .'9,_ for VT _ VT_.,,t. In Fig. 1, the ratio of V'T to VT=,t as predicted

bv the RUW model varies from unity" (for the ohmic case) to about 5 for

the highest beam power cases. This may appear surprising as VT changed

bv only a factor of two; however, the critical temperature gradient _ma-ies

inversely with T, and hence vrcrit is a factor of two lower for the high power
shots than for the ohmic shot. In contrast to the incremental X model, for

_TT _) _TZcrit , as is the case for the higher power points in Fig. 1. this model

predicts X "HP < 2_ "PB
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The two models investigated above were both inconsistent with the ex-

perimental data. Experimentally it was found that k34P _ 5XPB, whereas

" the incremental-x model predicted XHP = (1.5 -2)X PB and the RLW model

predicts X:HP < 2XPs. However, it was demonstrated that XHP and Xi'_ are

not in general the same for non-linear transport models. The simplest ap-
proach to interpreting the experimentally observed difference between X HP

and Xi'_ is to consider a genetic power-law model of the form,

X cx T2LT °. (12)

For this model XHv = (¢3+ 1)X P_ and X i'c = (a4- 1)Z PB. Thus, the ex-

perimental data for the high temperature shot in Fig. 1 might be explained

with a = 1 and /3 = 4. This implies a very strong, perhaps unrealistic,

non-linear dependence of the thermal diffusivity on the temperature gradi-

ent over a wide range in temperature gradients. Below, it will be shown

that an even stronger non-linearity is required to duplicate the heat pulse
shape, rather than just the time-to-peak, thus it seems very unlikely that

simple non-linear transport models are responsible for the rapid heat pulse

propagation observed on TFTR.

. II. Experimental Heat Pulse Data

Heat pulse propagation studies on TFTR have been done in both ohmic

and neutral beam heated plasmas. A large variation in the k"_P has been

observed; generally on TFTR the heat pulses propagate slower in the higher

density or colder plasmas. While there is a tendency for .k_P to increase and

'saturate' with higher beam power, there is still significant variation of _HP
at beam powers up to 5 x Poll.

In Fig. 2 is shown the XHP (determined from simple time-to-peak analysis)

for the temperature scan data shown in Fig. 1. The incremental k model
predicts that the heat pulse propagation should be invariant over this range of

heating power. Indeed, for powers above about 6 MW, the XHP is very similar
for all shots. However, for the lower power (coldest) shots, the heat pulse

propagation is somewhat slower. In Fig. 3a, the electron temperature profiles

from before and 300#s after the sawtooth crash are shown for a high and low

temperature beam heated plasma with a density of < n, >= 3.8 x 1019/m a.

As can be seen the profile shapes, the inversion radii and the percent drop
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in the central T, are very similar for these shots. However, the heat pulses
in the colder plasma propagated more slowly (Fig. 3b). These observations

,m

are not consistent with the incremental-_ model or other offset linear forms

of non-linear transport models since even for the highest power shot shown
--- 9 . iru:here, (PHa,,, 19MW) XHP > $X_',B or-.Sx, • They could, however, be

qualitatively consistent with generalized non-linear models. This result will
be discussed in mere detail below.

The prediction of the RLW model regarding th_ scaling of ?eHP with den-

sity was checked by increasing the density at constant electron temperature.

The gas feed was increased with increasing beam power so as to keep T,
roughly constant (Fig. 4a). The low densit," ._hot had < n, >= 4 x 101°/m _

which was increased to < n, >= 6 x 1019/rn :_. The higher density shot had a

slower heat pulse propagation by roughly a factor of five (Fig. 4b) while the

k vB remained nearly constant. The X,J'IP was calculated by the extended-
time-to-peak method s over the radial range 0.28m< r < 0.47m. With this

metb3d XHP = L,,,,,v_'Hp where L_,,,_pis the gradient scale length of the heat
pulse peak amplit_de and _)¢p is the velocity of the heat pulse peaks. The

1/2RLVv"model predicts a weak dependence of )(.HP on density as V'To._t o¢ n_
For this density scan the predicted changed in XHP is about 10% .

Heat pulse propagation is also found to vary in ohmic plasmas; however
interpretation of the results is much more difficult. Separatiotl of the heat

fl,-,w in the electron and ion channels is not feasible and it is not possible
to independently vary the electron density and temperature. The data from

two shots at the extremes of an ohmic density scan are shown in figure 5a.
For densities below about < n, >_ 1.6 x lO_9/rn 2 the heat pulses were

ballistic (see next section). At the highest densities in this scan, < rr, >_
3.1 x 10_9/m 3 the heat pulses were slower than at the lower densities, but

still too fast to be consistent with xPB (Fig. 5b).

A. The Ballistic Response

In the preceding section it is clear that the heat pulse propagation is

faster than might be explicable bv the types of transport models described

in Sec. I. That, however, is not the only problem with simple interpretations

of the experimental heat pulses. A careful study of the shape of the heat
pulses over the radial range r._ < r < 1.5vmi= shows 6 that the shape of the
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heat pulses is not consistent with a simple diffusive process, i.e., Xe constant
in time. The initial rate-of-rise of the heat pulse is much too fast, a feature
described as the 'ballistic' effect.

On TFTR the sawteeth appear to be Kadomtsev-like 10'2° in that there

is no observeci direct deposition of heat beyond the mixing radius during
the sawtooth crash (however on a timescale of hundreds of _zsec after the

sawtooth crash, heat is transported in a diffusive manner well beyond the

sawtooth mixing radius). In Fig. 6 the electron temperature profiles before
and after a typical sawtooth crash are shown. The sawtooth crash results in

a sharp shoulder on the temperature profile at the mixing radius of about

0.29 m and in a hollow temperature profile in the core. This hollow pro-

file is more consistent with reconnection-like models than with, for example,

fully stochastic models of the sawtooth crash. However, measurements of the

q profile find that q(0) < 1. 21'm which casts serious doubts on reconnection

models for the sawtooth crash. However, this observation makes the assump-

tion that heat redeposition is confined to within vm= at the sawtooth crash
even less defensible.

• Studies of heat pulse propagation on TFTR have been greatly improved

over previous studies by the introduction of a GPC which can make fast,

4t_sec measurements of the electron temperature profile. With this diag-

" nostic it is possible to identify the location of the mix_ing radius, as well as

make absolute measurements of the heat pulse amplitude versus minor ra-
dius. This diagnostic makes possible the quantitative measurement of the

"ballistic" component of sawtooth induced heat pulse propagation. This bal-

listic effect appears to be correlated with the strength of the m=l precursor

eigenmode beyond the mixing radius. 6'23

In Fig. ? the experimental heat pulses from the sawtooth in Fig. 6 are

compared to simulated heat pulses using _PB(r'). As well as propagating

faster than the simulated heat pulses, the experimental heat pulses have

a larger amplitude and a slower decay of amplitude with increased minor

radius. In Fig. 8 is shown data taken at 100kHz during the sawtooth crash.

Both the inboard and outboard electron temperature data from radii betweer_.

v,,_,=and 1.4_,_,= are shown. At the time of the crash (approximately 0.4 msec
in the figure) a spike in the temperature lasting 20 - 30/_sec is observable

on the outboard channels (0.31 and 0.37m); this temperature rise is not due
• to cross-field transport, but reflects the displacement of the flux surfaces

11
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by the (ro,n) = (1,1) precursor. Following the spike is a slower, axisymetric

temperature rise over a period of 100 - 300 tzsec. This is the ballistic response.

The experimental data are compared to a simulation predicting what should

have been observed had the heat pulses evolved with the power balance

estimate for the electron thermal diffusivity, XPB. For example, at a minor
radius of 0.42 m, the electron temperature increases by -_ 170 eV in the

500#sec following the crash; in the simulation using XPs the change is less
than 1 eV over the same interval, a factor of 200 too small. It will be shown

below that this rate of temperature rise is also much larger than would be

consistent with the X nP [= (r 2- r,,=)/9tp,_j2 " or X_"_ (= OQ,/O(VT)) inferred
for these plasmas.

Parameter Dependence of the Ballistic Effect

Determination of the strength of the ballistic effect is difficult as even

the most strongly ballistic cases appear, at least superficially, to be 'diffu-

sive' when viewed with relatively slow (<5 kHz) diagnostics. Only bv careful

comparison of the experimental data to heat pulses simulated with various

linear and nonlinear models is it possible to show clearly that the heat pulses
have a ballistic component which cannot be modeled with a pure diffusion

code. Likewise, the lack of fast temperature profile information introduces

uncertainty in determining the location of the mixing radius, e.g., looking at
the rate-of-rise of the heat pulse with a relativelv slow. 5kHz, diagnostic 24'2s

to determine the mixing radius will result in an incorrect answer. Any un-

certainty in the location of the 'mixing radius' introduces further difficulties

in quanti_'ing the strength of the ballistic effect.

The origin of the ballistic response is not known at this time, however

recent works bv several authors 6'23'26'27have suggested a connection between

the strength of the m = 1 eigenmode beyond the q = 1 surface and the

amount of stochastic enhancement of the heat pulse propagation. With fast

(>100kHz) measurements of the electron temperaturc profile evolution in

plasmas rotating fast relative to the sawtooth crash times it is possible to

directly measure the poloidal structure of the n=l sawtooth precursor, m
Bv examination of the radial displacement of contours of constant electron

temperature, it is possible to infer the displacement in the flux surface, _(r),

resulting from the m = 1 precursor to the sawtooth crash. In Fig. 9 the

12



temperature profiles before and _. 300#sec after a sawtooth crash are shown.
In Fig. 10 the inferred displacement of the flux surfaces on the low field side

t

due to the mode is shown. As opposed to the "tophat' eigenmode structure

expected in cylindrical low 3 models, this precursor extends well beyond the

q = 1 surface to nea;:ly r = 0.4m. A simulation using the experimental
heat pulse at the minor radius r -: 0.28m as the inner boundary condition is

shown in Fig. 1la. The multiplier of 15 on XPB is chosen to match the time-

to-peak at 0.56m. The rate of rise and amplitude of the simulated heat pulses
is much smaller than experimentally observed _'or the channels further out.
The situation is similar if the experimental heat pulse at r = 0.35m is used as

a boundary condition. However. using the data from r = 0.42m, as shown in

Fig. 1lb, it is possible to find good agreement, in this case using an effective

Xe = I0% PB. Thus, beyond the radial region most strongly affected by the

precursor activity, the heat pulse could be considered roughly diffusive.

This result is suggestive that magnetic activity induced bv the sawtooth

crash does play a role in the subsequent heat pulse propagation. However.

extension of the eigenmode bevond the q = 1 surface does not guarantee that

. there will be stochasticitv in that region. Further, such measurements of _(r)

are difficult to make. typically only being possible in beam heated plasmas
which rotate relatively fast.

III. Heat Pulse Simulations

In this section numerical simulations based on models for the heat trans-

port will be compared to the experimental data in order to gain deeper insight
into the nature of the heat pulse propagation. The _arietv of models pur-

porting to describe thermal transport in tokamaks is large; by necessity we
will restrict this study to several representative models which we judge to be

most relevant. \Ve will first investigate the possibility that the thermal diffu-

sivity is transiently affected by the passage of the heat pulse, most probably

through the increase in the electron temperature gradient (V'T_). The de-

pendence of %_on the temperature gradient can be arbitrarily complex, and
we will only try two specific models, the incremental-% model and a generic

power law model. We will show that the experimental sawtooth induced heat

pulse propagation is inconsistent with the X i'_ determined from the power
• scan studies. We will further show that the shape of the heat pulses can.not
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be reproduced with any reasonable model which relies only upon an implicit

_'Te dependence in Xe. We will then look for an explicit time-dependent o

form for Xe, beginning with an analytic expression suggested in an earlier

paper by Fredrickson, et al.s which gave qualitative agreement with the bal-
listic effect at r _ 1.4vmi, and the subsequent heat pulse propagation out to

r _ 2.0rmi,. By adjusting the parameters in the expression it is possible to

find a quantztattvely correct simulation of both the ballistic response between
r = r,_,_ and r _ 1.4r_,, as well as the heat pulse in the outer region. While

a good fit to the experimental heat pulses may be found in this way, this

approach does not address the physical mechanism responsible for the en-
hancement directly, as has been discussed previously, s The first two models

apply in general to transient perturbations of the t,emper_,ware profile, the
last model, of course, is only relevant to studies of sawtooth induced heat

pulse propagation.

The object of these simulations is to develop a self-consistent model for

the thermal transport which can both describe the equilibrium plasma as

well as the evolution of the sawtooth induced perturbations. The numerical

simulation code solves the 1-fluid (electron) heat transport equation (Eq. 1).

Approximate fits to the experimental density profile, heating profile Q and
equilibrium _( profile are found using analytic expressions. The sawteeth are

simulated as an energy conserving instantaneous reconnection. The mixing

radius as well as the hollowness of the post sawtooth profile are chosen to best

match the experimental data. The sawtooth crash in the simulation does not

transport heat beyond the mixing radius. The radial grid in the code has

a 1 cm spatial resolution and a Dirichlet (aTSt = 0) boundary condition
is enforced at r = 1 m. The typical TFTR plasma has a minor radius of

0.8 m; thus the code allows finite temperature and heat pulse amplitude

at the plasma 'edge'. 4 This approach results in smaller reflections from the

plasma boundary in these simulations than would the condition that T/T = 0

at the edge of the plasma. However, the actual boundary condition has
not been measured experimentally for these shots (due primarily to a low

signal-to-noise at the plasma edge for ECE temperature measurements). The
modifications to the above formula necessary to simulate the various models

will be discussed below.

An important input to the simulation code is the proper reconnection or

mixing radius, rm,_. The use of a mixing radius larger than the experimental

14
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one will increase the heat pulse amplitude and shorten the time-to-peak, thus

at larger minor radius the effect will be similar to that due to the ballistic

" response. Experimentally determination of the location of the mixing radius

is simple with fast temperature profile data. The temperature profile is flat or

slightly hollow within the mixing radius following the sawtooth crash and the

mixing radius is defined as the radius at which the sharp 'shoulder' appears

on the temperature profile (c.f. Fig. 6). This definition of the mixing layer

is basically similar to that introduced by Sips and Lopes Cardozo where the

mixing radius is defined as 'the radius out to which there is an immediate

response of Tr to the crash'. _4 However, as can be seen from the data shown

in Fig. 8, a digitizing rate of at least 100kHz, not the 5kHz typically used by

Sips et al.. is necessary to properly measure the mixing radius.

The sawtooth repetition time in the experiment was about 250msec; how-
ever the reheat had saturated at about 100msec, so to reduce computation

time, a sawtooth period of 100msec was used in the simulations. A few sim-
ulations were done with a 200msec sawtooth period, and as expected there

was no effect on the heat pulse propagation. Experimentally, the reconnec-
. tion was observed to leave the temperature profile temporarily hollow within

the mixing radius, and a parameter to simulate this hollowness was included
in the simulation code.

- In addition to the above simulations, various "perturbative' simulations

using the linearized transport equations are useful. For the investigation of
the incremental-x model both an initial value, perturbative simulation and a

driven boundary condition perturbative simulation (using experimental data)
were performed. These simulations will be discussed in more detail below.

A. Non-linear X Models

The non-linear X_ models are motivated in part by the observation that

an implicit VT dependence in k_ would result in a difference in the effective

thermal transport coefficients for equilibrium versus transient heat flows.
This is consistent with, but not proven by, the approximate offset linear

scaling of the (one fluid) heat flux with nVT reported on JET and is also

suggested by the many observations of profile consistency. 7-1° However, as
was demonstrated above, it is very difficult to distinguish between the various

, possible non-finear scalings of the electron heat flux based upon power scan
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analyses and the relationship between xHP and Xi'_ depends on the transport
model assumed.

There is both experimental and theoretical support for the suggestion

that % = f(_zT) (c.f. Fig. 1). There are theoretical models which predict

a temperature gradient dependence in the electron thermal transport, e.g.,
q, models 2s and semi-empirical models such as the RLW model, lr In the

r/, models, that dependence is weak, predicting roughly a dependence of Xr

on the temperature gradient to the power of 1-1.5. Experimental studies of

the equilibrium dependence of Xr on electron temperature suggest a weak

scaling, with X, cx T °-1 (e.g., Fig. 1). In equilibrium, the temperature and

temperature gradient are verb' strongly correlated, and it is not possible to

separate a temperature gradient dependence from a temperature dependence.
The Rebut-Lallia-Watkins model is closest to a pure incremental-x model,

where the diffusivity has an offset-linear dependence on _TT of the form

( VTo_%,(v,t) = X_nc 1 - R_-_-}, _TT > VTo (13)

where R =_ _'T_it/_'To and To is the equilibrium temperature. The ratio R
and _"T_,.,t are adjustable parameters used to fit the experimentally measured

XHP and %PS respectively. This functional form for %,(_ZT) has the useful

mathematical property that the diffusion equation, outside the mixing radius,

is exactly separable into a part describing the equilibrium heat transport with

an effective %_B = X_,_(1 _ R) and a 'transient' part with X_v = X i'_. As
mentioned previously, a constraint on this model is that these equations axe

only valid beyond the mixing radius where the expression for Xe is positive.

In any region of the plasma where the temperature gradient falls below RVTo

this model predicts a negative value for %,.

Sips et al. have attempted to simulate the heat pulse data shown in
f_

Fig. 7 using an incremental- k model of the form X i'_ = 1.0 - 14V/r/a. In
their initial value simulations they found it necessary to use a mixing radius

of vmi, = 0.34rn. 24 From the fast temperature profile data, however, the

mixing radius can be determined quite accurately as vmi, = 0.29 ± 0.0lm

(Fig. 12). With the proper mix.ing radius and this model for X i'_ the am-
plitude of the heat pulse is too small and the rate-of-rise is too slow at the

minor radius of about 0.4m. Thus, by using a mixing radius 20% larger,

r,,_i_ = 0.34m, than the true mixing radius, r,,,i, = 0.29rh, Sips and Lopes

16
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Cardozo were able to approximately simulate the effects of the ballistic re-

sponse for r > 1.4r,,i=, 24'_5 i.e., outside the region of the strong ballistic
" response. If the ballistic effect is properly simulated within 1.4rmi=, it is

possible to approximately simulate the heat pulses in the region beyond
r _ 1.4r,,,,= with a number of diffusive and non-diffusive models.

The simulation described above by Sips and Lopes Cardozo was a lin-

earized initial value simulation or perturbative simulation. For a non-linear

simulation of heat pulse propagation with this model, it is necessary to deal

gracefully with the constraint that Xe > 0. In previous perturbative simula-
tions, the approach has been to use a very low value of X, within the mixing

radius. In the same spirit, the non-linear simulations were done with the
model

X(r,t) = 0.001 + xPB(r)(V;T/_VTo) 4 vr < VTo. (14)

The actual Xe(VT) used is shown in Fig. 13. In the same figure, for compar-

ison, is the Xe vs. VT for the other two models discussed below.

Simulations using the X '_: determined from the temperature scans at

constant density discussed above show that the heat pulses propagate ap-

" proximately a factor of two slower than the experimental data. To match

the time-to-peak of the experimental data, it is necessary to use x_P =

2.5X ,_ .P B,,_c = Xe , i.e.. R = 0.8. In Fig. 14 the heat pulses simulated with
" this model are compared to the experimental heat pulses. While the time-to-

peak and general shape of the heat pulses agree fairly weil, the heat pulses are
about a factor of two too small. The conclusion is that while this model does

enhance X, creating a 'ballistic' effect, the enhancement in X is too weak near
the mixing radius and occurs too late at larger radii. At the minor radius of

0.42m. the increase is only 30 eV in the 500 _sec after the crash compared

to the experimentally measured increase of 170 eV.

In the context of the simulations as done so far, there are no adjustable

parameters available to improve the fit with this simulation. However, by

using a stronger non-linear power-law model

X,(r,t) = x_B(_'T/KTTo) 4 (15)

it is possible to increase the enhancement in :_ near the mixing radius. (Here

VTo is the equilibrium temperature gradient.) In Fig. 15 the heat pulses

simulated with this model are compared to the experimental heat pulses.

" At larger radii, the agreement is of similar quality to the X i'_ simulation of
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figure 14. However, near the mixing radius, this power law model gives a

somewhat stronger 'ballistic' effect. The exponent of 4 was chosen such that
if this model were linearized to the incremental-x form, the result would be

equivalent to Eq. (9). In general, linearization of power-law models of the
form X e¢ VT '_ to the incremental X, form gives:

R - c_/(a - 1) (16)

and

x = (i - (17)
Thus, for R = 0.8, as used in the _i,_ simulation, a = 4.

The cause of the difference between the incremental and power law mod-

els is clear; while the linearization of this model is identically the _i,_ model,

the linearization breaks down near the mi.,dng radius where the change in

temperature gradient can be more than a factor of two. Thus the amount of

enhancement to X:_is much greater with this model than with the X''_ model

near the mixing radius and the heat pulses come closer to matching the bal-

listic response. However, even with a dependence on VT to the fourth power

this model still does not give a strong enough 'ballistic" effect. Obviously a

much stronger enhancement in ._,. i.e.. a stronger non-linearity than (_'T) 4

is required to match the experimentally measured heat pulse amplitude and
ballistic contribution.

Rather than investigate more complicated dependencies of _ on VT,

we will use simulations using the linearized equations to determine to what

extent the heat pulses are actually purely diffusive, i.e., describable by a dif-

fusion equation (linearized) with a time-independent Xe. We will begin with

driven boundary condition simulations. We use the experimentally measured

heat pulse at a given radius as the inner boundary condition in the simula-
tion. As before, we will use ,_1/ = 5XPB, or X_-tf = 2.5X''_, to match the

time-to-peak.

In Fig. 16a the heat pulses are simulated using the experimental heat

pulse immediately outside the mi:dng radius, at r = 0.31rh. In ;_,,_ models

the heat pulse propagation should be diffusive beyond that point. While

the heat pulse amplitude and time-to-peak agree fairly weil, there is still a

significant discrepancy in the rate of rise of the heat pulse at r = 0.36m

(shown as the shaded region in Fig. 16a). The obvious conclusion is that

the heat pulse propagation is not diffusive between 0.3lm and 0.36m. The
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simulations can be done using the experimental heat pulses at larger minor

radii. In this manner it is found that only beyond r = 0.42m are the heat

pulses 'diffusive' (Fig. 16b) and the X He for this model is _ 5"X_'_B or _ 2X i_.

(For the RLW model XHe < 2X PB with UT = 5VTc_,t.)

B. Analytic Approximation to X(v, t)

In the previous section various models with implicit transient enhance-

ments in X resulting from assumed non-linearities in the thermal diffusivity

were investigated. The principal failure of these models was that the en-

hancement in X near the mixing radius was too weak, resulting in a heat

pulse amplitude which was too small. While verb" strong non-linearities in

the heat flux might explain this baIlistic effect, in the case of sawtooth in-
duced heat pulse propagation, it is of course possible that the sawtooth crash

transiently enhances the diffusivity beyond the mixing radius following the
sawtooth crash. In the reconnection model of the sawtooth crash an en-

hancement in the thermal diffusivity is predicted in numerical studies. The

. enhancement is due to the effect of finite pressure and toroidicity 23'2s'2_on the

m = 1 sawtooth precursor, leading to a stochastic magaetic field structure.

The theoretical model is sufficiently complex that no quantitative predictions

- of the level of stochasticity, nor of the effect of said stochasticity on thermal

transport can be made. Qualitatively, it might be expected that the stochas-

tic regions would most strongly affect electron thermal transport and have
much less of an effect on ion thermal transport or particle transport. Ion

heat pulse propagation measurements have not been made, but the particle

pulse does move an order of magnitude slower than the electron heat pulse in

TFTR (and JETlS). Likewise, the stochastic regions would be expected to

be strongest near the mixing radius, v'hich will be seen to be consistent with
the experimental observations. Here we will use an explicit model for the

temporal and spatial enhancement in Xr and attempt to reproduce the heat

pulse shape just outside the mixing radius. We will also demonstrate that

at larger minor radii (r > 1.4r,,_z_) the shape of the heat pulse is relatively
insensitive to the form of the enhancement.

A very simple analytic expression for a time dependent ;_, with only three

adjustable parameters has been found to give a very good quafitative fit to
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the experimental data. The time dependant X, has the form
Q

= - (18)

This form of the Z(r, t) gives an enhancement in 2:, that is strong near the

mixing radius, and falls off rapidly with larger r. Near the mixing radius,

the enhancement is necessary for only a short time (_ 1 msec) following the
sawtooth crash. With this model, the simulated heat pulses were found to

have a rapid temperature rise, even at large minor radius and a relatively
slow fall-off in amplitude with minor radius. The equilibrium temperature

profile is accurately simulated as well as the sawtooth heat pulse. While

this expression enhances X(r, t) in the core. it is found that the simulations

are insensitive to the enhancement in this region. The enhancement can be
turned oH"for r < 0.8r_,. with no measurable effect on the heat pulse shapes

beyond rra,,. This is to be expected as the temperature gradient is very small

in the core region.

In Fig. 17 the simulated and experimental temperature perturbations are

compared and in Fig. 18 the temporal evolution of the perturbations are

compared on a shorter timescale. On both short and long timescales, the

quantitative agreement is very good. This form of the X enhancement was

chosen to best reproduce the ballistic effect, _.e., to give the best simulation

of the heat pulse at r = 0.36rn. The qualitative difference between this model

and the implicit models tested above are that the perturbation to X, occurs
simultaneously at all radii, and that the enhancement is much stronger near

the mixing radius with this model.

As is seen in Fig. 17, this model simulates the heat pulses quite well at

larger minor radius. In particular, it has been shown above that the heat

pulses beyond about r = 0.42m pulses can be fit with an incremental-x
model. As can be seen in Fig. 17 the simulated heat pulses with this explicit

model agree very well with the experimental data out to r = 0.52m, thus,

the shape of the heat pulses in this region is not particularly sensitive to the
exact form of the enhancement in X. This result is contrary to what has

previously been assumed 2S and calls into question the usefulness of studying

the heat pulses in this region. That is, it may be possible to demonstrate

that the heat pulses are conszstent with a particular model, however, it is

not possible to prove that only one model could explain the data.
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IV. Summary

Simple non-linear models, such as the incremental-x model or the

Rebut-Lallia-Watkins model fail to reproduce the time behavior of the heat

pulses and predict too small an amplitude of the heat pulse near the mixing

radius. The heat pulses at radii greater than about: 1.4r,_,, can be simulated

with non-linear models. However, models with unacceptably strong non-

linearities are required; in the outer region, r >. 1.4rmi,, models with a

dependence on the temperature gradient to the fifth (and higher) power are

required.

There is strong circumstantial evidence to support sawtooth induced en-

hancements in electron thermal transport in the ballistic region, Z.e., typi-

cally between r,,,i, and 1.4r,,,i, in beam heated TFTR plasmas. There is, at

present, no way to verify such a hypothesis, nor to prescribe boundaries be-

vond which such an effect may no longer be important. Further, because very

different time-dependent forms of X can result in qualitatively similar heat

pulse shapes, there is no justification for claiming that beyond, for example,

• r = 1.4rmi_ the transport is diffusive.

More generally, it has been shown that the application of knowledge ac-

quired from transient transport studies to equilibrium confinement scaling is

" not direct. Transient studies break constraints on plasma parameters that

are present in equilibrium studies. Thus. the X_,_cdetermined from cqui!ib-

rium temperature scans and the X HP determined from transient transport

studies are only indirectly related. Other effects which have recently been

invoked in the study of heat pulse propagation 12'29'3° may still be important

in understanding transient transport phenomena, but great care must be ex-

ercised in their application to the analysis of sawtooth-induced heat pulse
propagation.

While these observations pertain to the TFTR plasmas discussed above,

the possibility that sawteeth can directly affect the heat pulse propagation
should be of concern in any study of sawtooth induced heat pulse prop-

agation and possibly in any heat pulse study where sawteeth are present.

While modulated electron cyclotron heating experiments present an attrac-
tive alternative to sawtoot', induced temperature perturbations, the effects

of possible sawtooth induced enhancements in the thermal transport on the

, effective ECH deposition must be considered.
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List of Figures

Figure 1 Q vs. n_T at three radii for an electron temperature scan at
constant density. The ohmic points in the scan are represented by open

symbols and the points with NBI by closed circles. The temperature scan

data can be equally well fit by the X i'_ model or a linear dependence of X on
T.

Figure 2 The XnP determined from time-to-peak analysis vs. the ratio of

the temperature gradient to the critical temperature gradient.

Figure 3a The electron temperature profiles from before (solid line) and

_- 300/_s after (dashed line) sawtooth crashes in beam heated plasma at

similar density (58554,58564). Parameters for this shot were < n, >= 3.8 x

1019/m3, Ip = 1.8MA, PNBr = 4MW and 17MW.

Figure 3b Comparison of the heat pulses for the sawteeth shown in Fig. 3a.

The dashed curve is for the low temperature case.

Figure 4a The electron temperature profiles from before and 300ps after a

sawtooth crash in 1.8 MA beam heated plasmas (62270,62248). The density
and beam power for these shots were, respectively, < n, >= 4 x 10_9/m s and

6 X 1019/rn 3, PNBI -- 7.5MH" and 15MH'.

Figure 4b Comparison of the heat pulses for the sawteeth shown in Fig.
4a. The dashed curve is for the low density case.

Figure 5a Temperature profiles before and after the sawtooth crash for a

high and low density ohmic plasma (45455,45450). The lower density case
has the higher temperature.

Figure 5b Comparison of the heat pulses for the high density (solid line)

and low density (dashed line) sawteeth showr_ in Fig. 5a.

Figure 6 Profiles of the electron temperature before (solid) and 200/_sec

after (broken) a sawtooth crash (The parameters for this shot were lp = 1.7
MA, q(a) = 4.4, NBI power = 19 MW, a = 0.8 m, 1_ = 2.45 m and BT =

4.7 Tesla.)

Figure 7 Comparison of heat pulse data from ECE emission (solid line)
to simulated heat pulses (dashed line) where the power balance thermal dif-

fusivity profile has been used, X(r) = (0.3 + 9(r/a)2)e (zs(_/_)2).

Figure 8 The heat pulses shown in Fig. 7, but now with faster sam-

pling showing the ballistic response (solid line) and the simulated heat pulse
(dashed line).
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Figure 9 The electron temperature profiles from before and _ 300_ts after
a sawtooth crash in a beam heated plasma. Parameters for this shot were4

< n, >= 4.0 x 1019/rn a, lp = 1.TMA, PNBt _ 28MW.

Figure 10 The radial displacement of the constant temperature surfaces,

f(r) on the outboard (low field) side due to the (m,n)=(1,1) sawtooth pre-
cursor.

Figure lla Comparison of the experimental heat pulses (solid line) to
simulated heat pulses (dashed line) using the experimental pulse shape at
r = 0.28m as the inner boundary condition.

Figure l lh Comparison of the experimental heat pulses (solid fine) to
simulated heat pulses (dashed line) using the experimental pulse shape at
r = 0.42m as the inner boundary condition.

Figure 12 Comparison of the radial profiles of the electron temperature

from experiment and the simulations shown in Figs. 7,8,11 and 14 through
18 before and after the sawtooth crash as well as the profile after the crash

as used by Sips and Cardozo. 24

Figure 13 The normalized X vs. the normalized _TT for the power law
• model and the X_'_ model. Also shown is normalized _: vs. the normalized

_TT at a radius of 0.34m for the simulation shown in Fig. 17.

. Figure 14 Comparison of the experinaental heat pulses (solid line) with a

non-linear simulation (dashed line) using X(r,t) = 5gPB(1 --.8VTo/VT) for
VT > 2"To.

Figure 15 Comparison of the experimental heat pulses (solid line) with

a non-finear simulation (dashed fine) using X(r,t) = xPS(r)(VT/VTo) 4 for
_'T > 0.

Figure 16a Comparison of experimental (solid line) and simulated (dashed

line) heat pulses where the boundary condition at r = 0.31m is the experi-

mental shape of the heat pulse and _ = 5XPB.

Figure 16b Comparison of experimental (solid line) and simulated (dashed
line) heat pulses where the boundary condition at r = 0.42m is the experi-

mental shape of the heat pulse and X = 5X_B.

Figure 17 Comparison of the experimental heat pulses from Fig. 6-8 (solid

line) with heat pulses simulated using a time dependent thermal diffusivity

of the form X(r, t) = ,W"B(r)(1 + 35ezp(-lOOOt- 16r _) (dashed fine).

• Figure 18 Comparison of the experimental (solid line) and simulated
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(dashed line) fast time behaviour of the heat pulses for radii less than 1.4fmit.
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