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Problemfor Safeguards

Andrew Zardecki

Safeguards Systems Group
Group NIS.7, MS E541
Los Alamos National Laboratory
Los Alamos, NM 87545

RAOPS---Resource Allocation OptimizationProgram for Safeguards--is extended to a
mulitiobjectivereturnfunction having the detection probability and expected detection
time as criteria.The expected detection time is included as a constraint, based on the
well.known Avenhausmodel of theoptimumnumberof inventoryperiods. Examples of
computationare provided.

1. Introduction

Selecting the safeguards elements that constitute a system for protecting
special nuclear materials (SNM) is a complex process involving choices
about those technologies and procedures that are most effective in coun-
tering a range of threats. The computer program RAOPS (Resource Allo-
cation Optimization Program for Safeguards), developed at Los Alamos
by the Safeguards Systems Group,1is a tool for aiding an analyst in the
design of a safeguards system for either new facilities or for upgrades of
existing facilities. For a serial or divergent arrangement of activities, the
program determines the configuration of safeguards options that maxi-
mizes the detection probability against a range of scenarios for theft or
diversion of SNM under the constraint of fixed safeguards resources.
Here, the term "activity" refers to an area or boundary in which one or
moresafeguards elements can be deployed.
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RAOPS isanexampleoftheresourceallocationproblem,inwhichthe
overalldetectionprobabilityisthesingleobjectivefunction.Otherexam-
plesof thistypeof single-criterionoptimizationprobleminclude
resourceallocationproblemswithfuzzydetectionprobabilities2andthe
defenseindepthproblem,solvedbystochasticoptimization)When we
wanttomaximizethedetectionprobabilityandminimizethedetection
time,we facethemultiobjectivcoptimizationproblem.4

Inthisreport,we firstsummarizetheessentialfeaturesoftheinitialand
finalstateproblemsindynamicprograming.The solutionstothesetwo
proble,nsarethebackwardandforwardrecursion,respectively,sTo min-
imizetheexpecteddetectiontime,whilemaximizingthedetectionproba-
bility,we incorporatetheexpectedtimeasa constrainton pathsinthe
statespace.6Finally,we commentonapossibleextensionoftheformal-
ismtoanonscrialconfigurationofactivities.

2. Initial and final state problem in dynamic
programming

The serial configuration corresponds to the situation in which the adver-
saD' sequentially encounters each safeguards activity. This has been stud-
ied earlier by Markin, et al.,7 and by Fishbone. 8Figure 1 shows a typical
arrangement, with the corresponding tree structure depicted in Fig. 2.

c
IIII I

B

A
II

Fig. 1. Serial configuration of four activities.
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A B C D

Fig. 2. The tree (llst) structure of activities corresponding to Fig. 1.

In practice, though, a realistic arrangement will involve multiple choices;
for example, after penetrating the main facility gate A, followed by the
inner fence B, the adversary has to select one of the two different storage
areas. Figures 3 and 4 may be contrasted with Figs. 1 and 2, respectively.
Stated differently, a nonserial configuration implies a structure in which
there are branch points in the adversary's path to a goal.

m

A
J I IIll

. Fig. 3. Divergent configuration of activities.

E F

C D

Fig. 4. The tree structure of activities correspond.
to the configuration of Fig. 3.

MultiobjectiveResourceAllocationProblemfor Safeguards 3
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A word about the terminology used here is in order. In the context of
safeguards, when maximizing the detection probability, we speak of the
return function; on the other hand, when we minimizing the nondetection
probability, we minimize the cost function. In either case, we optimize
the objective function.

2.1 Discrete Dynamic Programming Algorithm

We start by listing some basic results and by explaining our notation. For
a serial system, the multiplicative return (objective) function is

N

R = l'lr[x(k),u(k),k] . (1)
k=1

Herex(k)andu(k)refertostatevariablesanddecisionvariablesatstage
k.SeeFig.5.The systemequationsdescribehow thestatevariablesat
stagek+ Iarerelatedtothestatevariablesatstagek.Theseequationsare
writtenas

x(k+ l) = g[x(k ),u(k ),k ] , (2)

whereg isa known function.

uO) u(2) u(3)

IX( 1 ) x(2)
' ,l_, _¢t,,_ Acttvtt),

2 3

r(1 ) rll) r(31

Fig. 5. Serial multistage decision system. Shown are
state variable x, decision variable u, and the
return (objective) function r at each stage.

4 MultiobjectiveResourceAllocationProblemforSafeguards



For the resource allocation problem, g is simply a difference of x and u:

z(k+I)= x(k)-u(k), (a)

and thefunctionr[x(k),u(k),k]specifiesthenondetcctionprobabilityat
stagek.

The dynamic programming optimization solves the following iterative
functionalequation for the optimum return l(x,k)

l(x,k) = rain{r(x,u,k).l[g(x,u,k),k+ I]} (4)
uEU

fork = I,...,N- I,by minimizingtheexpressioninthecm'lybrackets
overthesetU ofdecisions.The initialconditionis

I(x,k)= rain{r(x,u,N)} . (s)
ueU

Thisrecursionprocedure,calledbackwardrecursion,solvestheinitial
stateproblem,inwhichtheoptimalN-stagereturnbecomesafunctionof
theinputtostageone.When stateinversionispossible,asintheresource
allocationproblem,one canalsouseforwardrecursiontosolvea final

stateproblem.Inthefinalstateproblem,theoptimalreturnisfoundasa
functionofthestageoutput.Finally,theinitial-finalstateoptimization
consistsinfindingtheoptimalreturnasa functionoftheinputtostage

oneandtheoutputfromthelaststage.

2.2 Initial State Problem

A serial multistage system consists of a set of stages joined together in
series so that the output of one stage becomes the input to the next (see
Fig. 5). As indicated in Eq. (1), the return function R is a product of the
return functions referring to individual stages.

In the initial state problem, we determine the optimum value of R as a
function of the state variables x(1) at the first stage. The initial state prob-
lem is solved by the backward recursion according to the scheme indi-
cated in Fig. 6. Here the discretized state variable x is plotted versus the
stage index k. The decision variable u is also assumed to be discretized.

Multiobjective Resource Allocation Problem for Safeguards 5
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Fig. 6. The backward recursion scheme.

In the backward recursion, we decide which state to move "to" in stage k,
given a state at stage k + 1. For n stages, introducing the boundary condi-
tions at the fictitious stage n + 1, we first decide at stage n to which state
we move to attain the optimal objective. We then proceed backwards,
arriving eventually at stage one.

2.2.1 Final State Problem

In the final state problem, we determine the optimal solution as a function
of boundary conditions at the nth stage. Using forward recursion, 9 we
decide which state to move "from" in stage k, given a state in stage k + 1.

For n stages, we arrive at the fictitious end stage n + 1, at which point we
have solved the final state problem; the optimal return is expressed as a
function of the remaining resources at stage n + 1.

,_ ,,,, , ,,

J "-ktO
1

V

0

1 2 :l lend atage

ataO_ (AcilvQtiee)

Fig. 7. The forward _?cursion scheme.
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3. Detection Time as a Constraint

Given the fixed amount x0 of the resources (budget) at stage one, the for-
ward recursion defines Xo + 1 optimal paths t(i), i = 0, ..., Xo in the state-
stage plane. Each path starts at the point (1, Xo) and terminates at the point
(n + 1, i), determined by the remaining budget i. Figure 8 illustrates the
situation for the initial budget x0 ---4.

We introduce the expected detection time by following the procedure
described by Avenhaus I° in the context of the optimum number of inven-
tory periods. If the time needed to reach the kth activity is Tk, then the
expected detection time T is given as

n k-1

1"1rkvkI] - v,)
T = k = 1 i = 1 (6)

n

FI
k=!

Here, Pi is the detection probability, regarded as the optimal detection
probability determined through the final-state optimization.

A supplementary benefit of the forward dynamic programming solution
is that it spawns trajectories reaching different terminal states. To each
trajectory, defining the total return with a given amount of remaining
resources, a terminal constraint can be applied. If other criteria--such as
the expected detection time--are considered, the trajectory satisfying
these supplementary criteria can be selected.

_ 112)

1 "__._ I111o ........ ,(o)

1 2 _l l[nci Iloge

8tmoos (A_-tIvtlies)

Fig. 8. Optimal paths.

MultiobjectiveResourceAllocationProblemfor Safeguards 7



When dealing with a divergent configuration of activities, viewed as a
wee data structure, we reduce the problem to a serial configuration,
accordingto the scheme shownin Fig. 9.

In the exampleof Fig. 9, backwarddynamicprogrammingis applied first i
to activities labeled 3 and 4 in the upperbranchof the tree.This yields
the optimal resource allocationfor the upperbranch.A similar procedure
is used for activities 5 and 6 of the lower branchof the tree. Finally, the
minimax (or equivalent) procedure combines the two branches into a
nodenamed B.

Fig. 9. Transformation of a serial configuration of activities.

The simplest way to include the expected detection time into the optimi-
zation process is to consider, for example, the largest time one needs to
reach any of the nodes in the tree branches.With this time assigned to
node B, the problemis reduced, then, to the problem of minimizing the
expected detection time. A more sophisticated procedure would weight
various times required to reach the nodes in the upper and lower
branches.

When using the forward dynamic programmingalgorithm with a fixed
initial amount of resources, there is a combinatorial explosion of the
pathsthat can be drawnin the case of a complicated tree datastructure.
'l_,e crucial point is to consider only selected paths. We achieve this
objective by applying backward dynamic programmingto the activities
belonging to the branchesof the activities tree.

8 MultiobjectiveResourceAllocationProblemforSafeguards
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4. Example of Computation

As an illustrationof our considerations,we use a simple arrangementof
activities shown in Fig. 1. Table I fists the safeguardsoptions, their asso-
ciatedcosts, and times neededto reach each activity.A total budgetof 10
units is assumed.

TA6LE 1. Sample data for a serial configuration of activities
shown in Fig. 1.

............iiiiiT!iii!i!iiiiii!i!iiiiiii!i!iiiiiiiiiii!ili!iiiiil!iiiii.....................................................................:ii_t_..::i!:i:i::_ii:ii!i:!!i!i;f!i_i!!:iiizi_fi!_!i!iiif!f!f!f!!!i!i_iz£_!::ielziiz!;!ziiiiiilzi!izi

A 1 0.2 1

2 0.4

B 1 0.4 2

2 0.6

tc ......o.3 3
3 0.6

,, , ,

D 3 0.7 4

4 0.9
..... --

ThesolutiontothebackwardrccursionschemeisdisplayedinFig.I0,in
whichthedetectionprobabilityisshownasa functionoftheavailable
budget,Itisevidentthat,beyondacertainbudget,thedetectionprobabil-
itydoesnotincreasefastenoughtojustifyanadditionalinvestment.

8.0

1 Bedoet 10

Fig. 10. Detection probability as a function of available budget.

Multiobjective Resource Allocation Problem for Safeguards 9



When the expected detection time is evaluated, the solution---obtained
by the forwardrecursionmethodmis shownas a functionof the remain-
ing resources.This solutionis depictedin Fig. 11.in Fig. 12, we show the
expecteddetectiontime as a functionof availablebudget.

0.0

0 Remaining Funde 10

Fig. 11. Detection probability as a function of the remaining funds.

Detection Time

.
m.0

0 Remoinin9 Fvnde I0

Fig. 12. Expected detection time as a function of the remaining funds.

As shouldbe intuitively clear, the detection probabilitydecreasesas the
remaining funds accumulate. The expected detection time displays a
maximumof seven for the remaining funds; it is reasonablysmall when
four units of the initial budget remain. This implies that, with the total
budgetof 10 units, the allocation of six units leads to the highest detec-
tion probabilityanda reasonablevalue of the expected detection time.

10 MultiobjectiveResourceAllocationProblemfor Safe&uards
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5. Conclusions

We have implemented the multieriteria resource allocation problemwith
the overall detection probability and expected detection time viewed as
the joint return function. Whereas the backward recursion is the natural
tool for solving the standard resource allocation problem, the forward
recursion is better adapted to the multiobjective allocation.

The emphasis of this paper was placed on the expected time needed to
reach the target; future research will focus on the time needed by an
adversary to leave the facility after committing a diversion.
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