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RAOPS—Resource Allocation Optimization Program for Safeguards—is extended to a
mulitiobjective return function having the detection probability and expected detection
time as criteria. The expected detection time is included as a constraint, based on the
well-known Avenhaus model of the optimum number of inventory periods. Examples of
computation are provided.

1. Introduction

Selecting the safeguards elements that constitute a system for protecting
special nuclear materials (SNM) is a complex process involving choices
about those technologies and procedures that are most effective in coun-

" tering a range of threats. The computer program RAOPS (Resource Allo-

cation Optimization Program for Safeguards), developed at Los Alamos
by the Safeguards Systems Group,! is a tool for aiding an analyst in the
design of a safeguards system for either new facilities or for upgrades of
existing facilities. For a serial or divergent arrangement of activities, the
program determines the configuration of safeguards options that maxi-
mizes the detection probability against a range of scenarios for theft or
diversion of SNM under the constraint of fixed safeguards resources.
Here, the term “activity” refers to an area or boundary in which one or
more safeguards elements can be deployed.




RAOPS is an example of the resource allocation problem, in which the
overall detection probability is the single objective function. Other exam-
ples of this type of single-criterion optimization problem include
resource allocation problems with fuzzy detection probabilities? and the
defense in depth problem, solved by stochastic optimization.> When we
want to maximize the detection probability and minimize the detection
time, we face the multiobjective optimization problem.*

In this report, we first summarize the essential features of the initial and
final state problems in dynamic programing. The solutions to these two
probleins are the backward and forward recursion, respectively.’ To min-
imize the expected detection time, while maximizing the detection proba-
bility, we incorporate the expected time as a constraint on paths in the
state space.® Finally, we comment on a possible extension of the formal-
ism to a nonserial configuration of activities.

2. Initial and final state problem in dynamic
programming

The serial configuration corresponds to the situation in which the adver-
sary sequentially encounters each safeguards activity. This has been stud-
ied earlier by Markin, et al.,” and by Fishbone.® Figure 1 shows a typical
arrangement, with the corresponding tree structure depicted in Fig. 2.

P X

———-———*—_—

(-]
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e

Fig. 1. Serial configuration of four activities.
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Fig. 2. The tree (list) structure of activities corresponding to Fig. 1.

In practice, though, a realistic arrangement will involve multiple choices;
for example, after penetrating the main facility gate A, followed by the
inner fence B, the adversary has to select one of the two different storage
areas. Figures 3 and 4 may be contrasted with Figs. 1 and 2, respectively.
Stated differently, a nonserial configuration implies a structure in which
there are branch points in the adversary’s path to a goal.

(=]

Fig. 4. The tree structure of activities correspond-
to the configuration of Fig. 3.
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A word about the terminology used here is in order. In the context of
safeguards, when maximizing the detection probability, we speak of the
return function; on the other hand, when we minimizing the nondetection
probability, we minimize the cost function. In either case, we optimize
the objective function.

2.1 Discrete Dynamic Programming Algorithm

We start by listing some basic results and by explaining our notation. For
a serial systemn, the multiplicative return (objective) function is

N

R= Tl rix(k),u(k),k] . )
k=1

Here x(k) and u(k) refer to state variables and decision variables at stage
k. See Fig. 5. The system equations describe how the state variables at
stage k + 1 are related to the state variables at stage k. These equations are
written as

x(k+1) = glx(k),u(k), k], @

where g is a known function.

u(1) u(2) u(d)

l l l

x(1) x(2) x(3) x(4)
el Achivily —  Activily = Activity .
1 2 3

' ' '

(1) "(2) r(3)

Fig. 5. Serial multistage decision system. Shown are
state variable x, decision variable u, and the
return (objective) function r at each stage.
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For the resource allocation problem, g is simply a difference of x and u:
x(k+1) = x(k) —u(k), (3)

and the function r[x(k),u(k)k] specifies the nondetection probability at
stage k.

The dynamic programming optimization solves the following iterative
functional equation for the optimum return /(x,k)

I(x, k) =u!gi3 {r(x,uk) -1[g(x,u.k),k+1]} @

for k = 1, ..., N-1, by minimizing the expression in the curly brackets
over the set U of decisions. The initial condition is

I(x,k) = “n;irb {r(x,u,N)} . )

This recursion procedure, called backward recursion, solves the initial
state problem, in which the optimal N-stage return becomes a function of
the input to stage one. When state inversion is possible, as in the resource
allocation problem, one can also use forward recursion to solve a final
state problem. In the final state problem, the optimal return is found as a
function of the stage output. Finally, the initial-final state optimization
consists in finding the optimal return as a function of the input to stage
one and the output from the last stage.

2.2 Initial State Problem

A serial multistage system consists of a set of stages joined together in
series so that the output of one stage becomes the input to the next (see
Fig. 5). As indicated in Eq. (1), the return function R is a product of the
return functions referring to individual stages.

In the initial state problem, we determine the optimum value of R as a
function of the state variables x(1) at the first stage. The initial state prob-
lem is solved by the backward recursion according to the scheme indi-
cated in Fig. 6. Here the discretized state variable x is plotted versus the
stage index k. The decision variable u is also assumed to be discretized.

Multiobjective Resource Allocation Problem for Safeguards 5



State

1 2 3 Boundary

Siages (Activities) —p- Stage

Fig. 6. The backward recursion scheme.

In the backward recursion, we decide which state to move “to” in stage &,
given a state at stage k + 1. For »n stages, introducing the boundary condi-
tions at the fictitious stage n + 1, we first decide at stage n to which state
we move to attain the optimal objective. We then proceed backwards,
arriving eventually at stage one.

2.2.1 Final State Problem

In the final state problem, we determine the optimal solution as a function
of boundary conditions at the nth stage. Using forward recursion,’ we
decide which state to move “from” in stage k, given a state in stage k + 1.

For n stages, we arrive at the fictitious end stage n + 1, at which point we
have solved the final state problem; the optimal return is expressed as a
function of the remaining resources at stage n+ 1.

State g

1 2 3 End Stage

Stages (Activities) —p-

Fig. 7. The forward recursion scheme,
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3. Detection Time as a Constraint

Given the fixed amount x;, of the resources (budget) at stage one, the for-
ward recursion defines xg + 1 optimal paths £(i), i =0, ..., Xg in the state-
stage plane. Each path starts at the point (1, x,) and terminates at the point
(n+1, i), determined by the remaining budget i. Figure 8 illustrates the
situation for the initial budget x; = 4.

We introduce the expected detection time by following the procedure
described by Avenhaus'? in the context of the optimum number of inven-
tory periods. If the time needed to reach the kth activity is T, then the
expected detection time T is given as

n k-1
T = k=1 j=1

n
I1 (I—P‘.)
k=1

(6)

Here, P;is the detection probability, regarded as the optimal detection
probability determined through the final-state optimization.

A supplementary benefit of the forward dynamic programming solution
is that it spawns trajectories reaching different terminal states. To each
trajectory, defining the total return with a given amount of remaining
resources, a terminal constraint can be applied. If other criteria—such as
the expected detection time—are considered, the trajectory satisfying
these supplementary criteria can be selected.

4 - | L B

3 P o R E)

: 2 «2)
@ 1 KN
o 7))

1 2 3 End Stage

Stages (Activiies) —gm

Fig. 8. Optimal paths.
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When dealing with a divergent configuration of activities, viewed as a
tree data structure, we reduce the problem to a serial configuration,
according to the scheme shown in Fig. 9.

In the example of Fig. 9, backward dynamic programming is applied first
to activities labeled 3 and 4 in the upper branch of the tree. This yields
the optimal resource allocation for the upper branch. A similar procedure
is used for activities 5 and 6 of the lower branch of the tree. Finally, the
minimax (or equivalent) procedure combines the two branches into a
node named B.

> -]
G — [ {2 ]{=]
-]

Fig. 9. Transformation of a serial configuration of activities.

The simplest way to include the expected detection time into the optimi-
zation process is to consider, for example, the largest time one needs to
reach any of the nodes in the tree branches. With this time assigned to
node B, the problem is reduced, then, to the problem of minimizing the
expected detection time. A more sophisticated procedure would weight
various times required to reach the nodes in the upper and lower
branches.

When using the forward dynamic programming algorithm with a fixed
initial amount of resources, there is a combinatorial explosion of the
paths that can be drawn in the case of a complicated tree data structure.
The crucial point is to consider only selected paths. We achieve this
objective by applying backward dynamic programming to the activities
belonging to the branches of the activities tree.
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4. Example of Computation

As an illustration of our considerations, we use a simple arrangement of
activities shown in Fig. 1. Table 1 lists the safeguards options, their asso-
ciated costs, and times needed to reach each activity. A total budget of 10
units is assumed.

TABLE 1. Sample data for a serial configuration of activities
shown in Fig. 1.

A 1 0.2 1
2 04

B 1 04 2
2 0.6

C 1 0.3 3
3 0.6

D 3 0.7 4
4 0.9

The solution to the backward recursion scheme is displayed in Fig. 10, in
which the detection probability is shown as a function of the available
budget. It is evident that, beyond a certain budget, the detection probabil-
ity does not increase fast enough to justify an additional investment.

Detection Probability

Budget 1"

Fig. 10. Detection probability as a function of available budget.
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When the expected detection time is evaluated, the solution—obtained
by the forward recursion method—is shown as a function of the remain-
ing resources. This solution is depicted in Fig. 11. In Fig. 12, we show the
expected detection time as a function of available budget.

Detection Prebabllity

1.0

Remaining Funds

Fig. 11. Detection probability as a function of the remaining funds.

Dstection Time
4
/’\/ /—-—/
0.0
0 Remaining Fends 10

Fig. 12. Expected detection time as a function of the remaining funds.

As should be intuitively clear, the detection probability decreases as the
remaining funds accumulate. The expected detection time displays a
maximum of seven for the remaining funds; it is reasonably small when
four units of the initial budget remain. This implies that, with the total
budget of 10 units, the allocation of six units leads to the highest detec-
tion probability and a reasonable value of the expected detection time.

10
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S. Conclusions

We have implemented the multicriteria resource allocation problem with
the overall detection probability and expected detection time viewed as
the joint return function. Whereas the backward recursion is the natural
tool for solving the standard resource allocation problem, the forward
recursion is better adapted to the multiobjective allocation.

The emphasis of this paper was placed on the expected time needed to

reach the target; future research will focus on the time needed by an
adversary to leave the facility after committing a diversion.
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