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EXECUTIVESUMHARY

This document is the third volume in a series of volumes sponsoredby
the U.S. EnvironmentalProtectionAgency (EPA),Statistical Policy Branch,
that provide statisticalmethodsfor evaluatingthe attainment of cleanup
standards at Superfund sites. Volume I (USEPA Ig8ga) provides sampling

. designs and tests for evaluatingattainmentof risk-based standardsfor soils
and solid media. Volume Z (USEPA lggz) providesdesigns and tests for
evaluating attainmentof risk-basedstandardsfor groundwater.

The purpose of this third volume is to provide statisticalprocedures
for designing sampling programsand conductingstatisticalteszs to determine
whether pollution parametersin remediatedsoils and solid media at Superfund
sites attain site-specificreference-basedstandards. This document is
written for individualswho may not have extensivetraining or experiencewith
statistical methods. The intendedaudience includes EPA regional remedial
project managers, Superfund-sitepotentiallyresponsibleparties, state
environmental protection agencies,and contractorsfor these groups.

This document recommendsdividing a remediatedSuperfund site, when
necessary, into "cleanup units" and using statisticaltests to compare each
cleanup unit with an appropriatelychosen,site-specificreferencearea. For
each cleanup unit, samples are collectedon a random-startequilateral
triangular grid except when the remedial-actionmethod may leave contamination
in a pattern that could be missed by a triangulargrid. In the latter case,
unaligned grid sampling is recommended. The measurementsfor a given
pollution parameter in the cleanup unit are compared with measurements
obtained using triangular-gridor unalignedgrid sampling in the reference
area.

The comparison of measurementsin the reference area and cleanup unit
is made using two nonparametricstatisticaltests: the Wilcoxon Rank Sum (WRS)
test (also called the Mann-Whitneytest),the Quantile test, and a simple "hot
measurement" comparison. The WRS test has more power than the Quantile test
to detect uniform failureof remedial action throughout the cleanupunit. The
Quantile test has more power than the WRS test to detect when remedial action
has failed in only a few areas within the cleanup unit. The hot-measurement
comparison consists of determiningif any measurementsin the remediated
cleanup unit exceed a specifiedupper limit value, H. If so then additional
remedial action is required,at least locally, regar_llessof the outcome of
the WRS and Quantile tests. This documentrecommends that all thre__tests
should be conducted for each cleanupunit because the tests detect different
types of residual contaminationpatterns in the cleanup units.

i

Chapter 1 discussesthe purposeof this document, the intended audience
and use of the document,and the steps that must be taken to evaluate whether
a Superfund site has attaineda reference-basedstandard.

Chapter 2 discussesI) the hypothesesthat are being tested by the WRS
and Quantile tests and how they differ from the hypotheses used in Volumes 1
and 2, 2) Type I and Type II decision errors and why they should be specified
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before collecting samples and conductingtests, and 3) the assumptionsused in
this volume.

Chapter 3 discusses statisticaldata analysis issues associatedwith
environmentalpollutionmeasurementsand how these issues are handled by the
statisticalproceduresdiscussed in this document. The issues discussedare:
non-normallydistributeddata, large variabilityin reference data sets,
composite samples, poolingdata, the reduced power to detect non-attainmentof
reference-basedcleanup standardswhen multiple tests are conducted, "
measurementsthat are less than the limit of detection, outliers, the effect
of residual contaminationpatterns on test performance,multivariatetests,
and missing or unusable data.

Chapter 4 discussesthe steps needed to define "attainmentobjectives"
and "design specifications,"which are crucial parts of the testing process.
Definitionsare given of "cleanupunits," "referenceregion,'_and "reference
areas." Some criteria for selectingreference areas are provided,and the
cleanup standards associatedwith the WRS and Quantile tests are discussed.
We also discuss the hot-measurementcomparison and how it complementsthe WRS
and Quantile tests to improvethe probabilityof detectingnon-attainmentof
reference-basedcleanup standards.

Chapter 5 gives specificdirections and examples for how to select
sampling locations in the referenceareas and the cleanup units. In this
document, sampling on an equilaterialtriangulargrid is recommendedbecause
it provides a uniform coverageof the area being sampled and, in general,
provides a higher probabilityof hitting hot spots than other sampling
designs. However, unalignedgrid sampling is recommendedif the residual
contamination in the remediatedcleanupunit is in a systematic patternthat
might not be detected by samplescollectedon a triangulargrid pattern.

Chapters 6 and 7 explainhow to use the WRS test and the Quantile test,
respectively,and how to determinethe number of samplesto collect in the
referencearea and the cleanup units. Several examples illustratethe
procedures. Chapter 6 also has a short discussion of when the familiart test
for two data sets may be used in place of the WRS test. In Chapter 7, we also
compare the power of the WRS and Quantile tests to provide guidance on which
test is most likely to detect n_n-attainmentof the reference-basedstandard
in various situations.

Finally, statisticaltables and a glossary of terms are provided in
Appendices A and B, respectively.
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CHAPTER1. INTRODUCTION

This is the third in a series of documentsfunded by the U.S.
Environmental Protection Agency (EPA), Statistical Policy Branch, that
describe and illustrate statistical procedures to test whether Superfund

- cleanup standards have been attained. These documentswere prepared because
neither the Superfund legislation in the Superfund Amendmentsand
Reauthorization Act of 1986 (SARA)nor EPAregulations or guidance for

• Superfund sites ,_pecify howto verify that the cleanup standards have been
attained.

Volumei (USEPA1989a)in this seriesdescribesproceduresf_, testing
whetherconcentrationsin remediatedsoil and solidmediaare statistically
belowa specifiedgenericor site-specificrisk-basedcleanupstandardor an
applicableor relevantand appropriaterequirement(ARAR). The statistical
proceduresin VolumeI are appropriatewhenthe risk-basedstandardis a fixed
(constant)value.

The statisticalproceduresin VolumeII (USEPA1992)may We usedto
evaluatewhetherconcentrationsin groundwaterat Superfundsitesare
statisticallybelowa site-specificrisk-basedfixed-value(constant)
standard.

1.1 Purposeof This Document

This document,VolumeIII,offersstatisticalproceduresfor designing
a samplingprogramand conductingstatisticalteststo determinewhether
pollutionparameterconcentrationsin remediatedsoilsand solidmedia attain
a site-specificreference-basedcleanupstandard. The objectiveis to detect
when the distributionof measurementsfor the remediatedcleanupunit is
"shifted"in part or in wholeto the right(tohighervalues)of the reference
distribution.

Figure1.1 showsthe stepsin evaluatingwhetherremedialactionat a
Superfundsite has resultedin attainmentof the site-specificreference-based
cleanupstandard. Eachof the stepsare discussedin thisdocumentin
sectionsidentifiedin Figure1.1.

1.2 Intende_ Audienceand Use

VolumeIII is writtenprimarilyfor individualswho may not have
extensivetrail}ingor experiencewith statisticalmethodsforenvironmental
data. The intendedaudienceincludesEPA regionalremedialprojectmanagers,
potentiallyresponsiblepartiesfor Superfundsites,stateenvironmental
protectionagencies,andcontractorsfor thesegroups.

VolumeIII may be used in a varietyof Superfundprogramactivities:

1.1
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• Emeraencv or RoutineRemoval Action:Verifyingthat contamination
concentrationlevels in soil that remain after emergencyor routine
removal of contaminationattain the reference-basedcleanup standard.

• _valuatinqRemediation.Technoloqjes:Evaluatingwhether a remediation
technology is capableof attainingthe reference-basedcleanup
standard.

:; -

• F.ina!Status Survey:Conducting a final status survey to determine
whether completed remedialaction has resulted in the attainmentof the
reference-basedcleanup standard.

• Sul_erfundEnforcement."Providingan enhanced technicalbasis for
negotiationsbetweenthe EPA and owners/operators,consentdecree
stipulations,responsibleparty oversight,and presentationsof
results.

This document is not a EPA regulation. There is no EPA requirement
'_hatthe statisticalproceduresdiscussed heremust be used. This document
should not be used as a cookbookor as a replacementfor scientificand
engineeringjudge_,ant, lt is essentialto maintain a continuingdialogue
among all members of the remedial-actionassessmentteam, includingsoil
scientists,engineers, geologists,hydrologists,geochemists,analytical
chemists, and statisticians.

This document discussesonly the statisticalaspects of assessingthe
effectivenessof remedial actions, lt does not address issuesthat pertain to
other areas of expertiseneeded for assessingeffectivenessof remedial
actions such as soil remediationtechniquesand chemical analysismethods.
Table 1.1, which is an updatedversion of Table 1.1 in USEPA (Ig8ga),lists
EPA guidance documentsthat give methods for collectingand evaluating soils
data.

In this volume, the reader is advisedto consult a statisticianfor
additional guidance when the discussion and examples in this report are not
adequate for the situation. Data used in the examples in this document are
for data collectedat actualSuperfund sites.

1.3 S_rmary

This document gives statisticalproceduresfor evaluatingwhether
pollution parameter concentrationsin remediatedsoil and solid media at
Superfund sites are statisticallyabove site-specificreference-basedcleanup
standards. The variabilityin the reference-areaand cleanup-unit
measurements is taken into account by the testingprocedures.

The intended audiencefor this document includes EPA regional managers,
Superfund site responsibleparties, state environmentalprotectionagencies,
and contractors for these groups. This documentcan be appliedto implement
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and evaluate emergencyor routine removal actions, remedialresponse
activities, final status surveys, and Superfundenforcement.

Due to the importanceof technical aspectsother than statistics to
Superfund assessment, it is essential that all members of the assessment team
interact on a continuingbasis to developthe best technical approach to

- assessing the effectivenessof remedial action.
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Specify Attainment I '
Objectives& DesignI.,,

spe_m=tio.,I- ]
(Chapter 4)

+

so i :ii :iii!)iLocations
and Collect Data

(Chapter 5)

+ +
Conduct Three Tests for Attainment Reassess Remedial

of Reference-Based Cleanup Standards: Action Technology
iii ii

• Hot Measurement Comparisons
(Section 4.4.3)

• Wiicoxon Rank Sum Test (Chapter 6)
• Quantit_ Test (Chapter 7)

(See F!gure4.3)

/ One orMore

/ of the TestsIndicate_ ._Non-Attainmentof the _ Yes _
Reference-Based

Cleanup

No+
End Statistical_

Testing _ s92ogo'a2.2
.o

FIGURE 1.1. Steps in Evaluating Whether a Site Has Attained
- the Reference-Based Cleanup Standard

1.4



P

TABTAB__[_._I__.GuidanceDocuments that PresentMethodologies
for Collecting and EvaluatingSoils Data

Sponsoring
ID NumberTitle Office Date

- Preparation of Soil _; EMSL-LV August EPA 600/4-83-020
Sampling Protocol: ORD 1983
Techniques and

' Strategies

Verification of PCB OTS August EPA 560/5-8B-026
Spill Cleanup by OPTS 1985
Sampling and Analysis

Guidance Document for OERR June OSWER Directive
Cleanup of Surface OSWER 1986 9380.0-6
ImpoundmentSites

Test Methods for OSW November SW-846
E_aluat_ng Solid Waste OSWER 1987

Draft Surface OSW March OSWER Directive
Impoundment Clean OSWER 1987 9476.0-8.C
Closure Guidance Manual

Data Quality Objectives OERR March EPA-540/G-87/O03
for Remedial Response OSWER 1987
Activities: Development
Process

Data Quality Objectives OERR March EPA 540/G-87/004
for Remedial Response OSWER 1987
Activities: Example
Scenario RI/FS
Activities at a Site
with ContaminatedSoils
and Ground Water

Soil Sampling Quality EMSL-LV March EPA 600/4-89-043
• Assurance User's Guide, ORD 1989

2hd Edition
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CHAPTER2.0 FAKINGDECISIONSUSING STATISTICAL TESTS

This chapter discussesconcepts that are needed for a better
understanding of the tests described in this volume. We begin by discussing
why statistical tests are useful for evaluating the attainmentof cleanup

- standards. Then, the followingstatisticalconcepts and their application in
this document are presented:null and alternativehypotheses,Type I and Type
II decision errors, and test assumptions.

2.1 Why Statistical Tests are Used

In Chapter 2 of Volume I (USEPA 1989a) the following question was
considered:

"Why should I use statisticalmethods and complicate the
remedial verificationprocess?"

The answer given in Volume I, which is also appropriatehere, was essentially
that statistical methods allow for specifying (controlling)the probabilities
of making decision errors and for extrapolatingfrom a set of measurementsto
the entire site in a scier,tificallyvalid fashion. However, it should be
recognized that s_atisticaltests cannot prove with 100% assurancethat the
cleanup standard has been achieved, even when the data have been collected
using protocols and statisticaldesigns of high quality. Furthermore,if the
data have not been collectedusing good protocols and design, the statistical
test will be of littleor no value. Appropriatedata must be obtained for a
statisticaltest to be valid.

2.2 Hypothesis Formulation

Before a statisticaltest is performed it is necessaryto clearly state

the null hypothesis (Ho) and the alternativehypothesis (H,). The H is
assumed to be true unlessthe statisticaltest indicatest_at it should be
rejected in favor of the Ha.

ThP hypothesesused in this document are:

' Ho: Reference-BasedCleanup (2.1)
Standard Achieved

' Ha: Reference-BasedCleanup
Standard Not Achieved

2.1



The hypotheses used in Volumes I and II (USEPA1989a, 1992) are the
reverse of those in Equation 2.1:

Ho: Risk-Based Cleanup Standard (2.2)
Not Achieved

Ha: _Risk-Based Cleanup Standard
Achieved

The hypotheses in Equation 2.2 are not used here for reference-based
cleanup standards because they would require that most site measurements be
less than the reference measurements before accepting H, (Equation 2.2) that
the cleanup standard has been attained. The authors of-this report consider
that requirement to be unreasonable. The hypotheses used in this document
(Equation 2.1) are also used in USEPA(1989b, p. 4-8) to test for differences
between contaminant concentrations in a reference area and a site of interest.

It should be understood that the use of the hypotheses in Equation 2.1
will, in general, a11ow some site measurementsto be larger than some
reference-areameasurementswithout rejectingthe null hypothesesthat the
reference-basedcleanupstandardhas been achieved. The real question
addressedby the statisticaltests in this document (Chapters6 and 7) is
whether the site measurementsare sufficientlylarger to be considered
significantly(statistically)different from reference-areameasurements.

2.3 Decision Errors

Two types of decisionerrors can be made when a statisticaltest is
performed:

I. Type I Error: RejectingHQ when it is true.

The maximum allowedprobabilityof a Type I Error is denoted by _.
For the hypothesesused in this document (Equation2.1), a Type I Error
occurs when the test incorrectlyindicatesthat the cleanup standard
has not been achieved. This decision error may lead to unnecessary
additional remedialaction.

2. Type II Error: AcceptingHo when it is false.

The specifiedallowedprobabilityof a Type II Error is denoted by B.
For the hypothesesused in this document (Equation2.1), a Type II
Error occurs when the test incorrectlyindicatesthat the standard has
been achieved. This decision error may lead to not performingneeded
additional remedialaction.

Acceptable valuesof e and B must be specifiedas part of the procedure
for determiningthe numberof samplesto collectfor conductinga statistical

Z.2



test. The number of samplescollected in the reference area and in a
remediated cleanup unit must be sufficientto assure that B does not exceed
its specified level. Methodsfor determiningthe number of samples are given
in Chapters 6 and 7.

Type I and Type II decision errors are illustratedin Figure 2.1. The
- "power" or ability of a test to detect when a remedial cleanupunit does not

meet the standard is I - B:. Clearly, a test should have high power, but
should also be small so that unnecessaryadditional remedialaction seldom

• occurs. Unfortunately,smaller specifiedvalues of _ and B require a larger
number of measurements. Specifying small values of _ and B may result in more
samples than can be accomodatedby the budget.

DECISION BASED ON TRUE CONDITION
SAMPLE DATA

STANDARDACHIEVED STANDARDNOT ACHIEVED

STANDARD ACHIEVED Correct Decision Type II Error
(Probability- 1 - _) (Probability= B)

STANDARD NOT Type I Error Correct Decision
ACHIEVED (Probability= _) (Power- I - B)

FIGURE 2.1. Type I (e) and Type II ({))DecisionErrors

Regarding the choiceof e, if there are many cleanup units and each
unit requires a separatedecision,then for approximately100o#,of those units
the H will be incorrectlyrejected and hence incorrectlydeclared to not meet
the s_andard. Hence, if a larger value of e is used, the number of cleanup

units for which Ho is incorrectlyrejected will also be larger. This
situation could lead to unnecessaryresamplingof cleanup units that actually
met the standard. On the other hand, if larger values of e are used, the
number of samples requiredfrom each cleanup unit will be smaller, thereby
reducing cost.

. Regarding power (1 - B), it should be understood that power is a
f,,nctionwhose value in practicedepends on the magnitude of the size of the
actual non-zero (and positive)difference between reference-areaand cleanup-
unit measurements. As shown in Chapters 6 and 7, the number of samples

' depends not only on e and 8, but also on the size of the positivedifference
that must be detected by the statisticaltest with specifiedpower 1 - B.

2.4 Assumptions

The followingassumptionsare used in this document.

I. A suitable referencearea has been selected (see Section4.2.2).

2.3



2. The reference area contains no contaminationfrom the cleanup unit
being evaluated.

3. Contaminantconcentralionsin the referencearea do not present a
significantrisk to man or the environment.

4. There is no requirementthat the cleanupunit be remediatedto levels
less than those in the reference area even when the contaminantoccurs
naturally in the referencearea or has been deposited in the reference
area from anthropogenic(human-made,non-site)sources of pollution t

such as from industryor automobiles.

5. Contaminantconcentrationsin the referencearea and in cleanup units
do not change after samples are collecteain these areas.

6. Contaminant concentrationsin the referencearea and at the remediated
site do not cycle or have short-termvariabilityduring the sampling
period. If such cycles are expectedto occur, the referencearea and
the cleanup unit must be sampledduring the same time period to
eliminate or reduce temporal effects.

7. Measurements in the reference area and the remediated site are not
spatially correlated. See Section 3.8 for discussion.

2.5 Summary

Statisticalmethods should be used to test for attainmentof cleanup
standards because they allow for specifyingand controllingthe probabilities
of making decision errors and for extrapolatingfrom a set of measurementsto
the entire cleanup unit in a scientificallyvalid fashion.

In this document the null hypothesisbeing tested is

Ha: Reference-BasedCleanup StandardAchieved.

The alternativehypothesisthat is acceptedif Ho is rejected is

Hb: Reference-BasedCleanup StandardNot Achieved.

The use of this H and H impliesthat the cleanup unit will beo a

accepted as not needing furtherremediationif the measurementsfrom the
cleanup unit are not demonstrablylarger, in a distributionsense, than the
site-specificreference-areameasurements. This H and H, which are the
reverse of those used in Volumes I and Z (USEPA19_ga, US_PA 1992), are used
here because the authorsbelieve it is unreasonableto require cleanup units
to be remediated to achieveresidual concentrationsless than what are present
in the reference area.

Two types of decisionserrors can be made when using a statistical
test: A Type I error (rejectingthe null hypothesiswhen it is true) and a
Type II error (acceptingthe null hypothesiswhen it is false). Acceptable
probabilitiesthat these two errors occur must be specifiedas part of the
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procedure for determining the number of samples to collect in the reference
area and remediated cleanupunits. See Chapters 4, 6 and 7 for further
details.

_, "._
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CHAPTER 3.0 STATISTICALDATA ANALYSIS ISSUES

There are severaldata analysis issues that must be consideredwhen
selecting sampling plans and statisticaltests to assess attainmentof cleanup
standards. In this chapterwe discuss these issues and the approaches used in

• " this document to addressthem.

3.1 Non-Normally Distributed Datal

Many statisticaltests were developed assuming the measurementshave a
normal (Gaussian)distribution. However, experiencehas shown that
measurementsof contaminantconcentrationsin soil and solid media are seldom
normally distributed.

In this document we recommendand discuss non-parametricstatistical
tests, i.e., tests that do not require that the measurementsbe normally
distributed. If the measurementsshould happen to be normallydistributed,
these nonparametric tests will have slightlyless power than their parametric

- counterpartsthat were developedspecificallyfor normally distributeddata.
However, the nonparametrictests may have greater power than their parametric
counterpartswhen the data are not normallydistributed.

3.2 Large Variability in ReferenceData

Measurements of chemicalconcentrationsin a reference area may be
highly variable and have distributionsthat are asymmetricwith a long tail to
the right (i.e., there are a few measurementsthat appear to be unusually
large). The reference area distributioncould also be multimodal. For a
given number of samples, large variabilitytends to reduce the power, 1 - B,
of statisticaltests (Section2.3) to detect non-attainmentof standards, lt
is importantto use the most powerful tests possible and to collect enough
samples to achieve the requiredpower. This document illustratesprocedures
to determine the number of samplesneeded to achieve adequatepower (Chapters
6 and 7).

3.3 Composite Samples

A composite sample is a sample formed by collectingseveral samples and
. combining them (or selectedportions of them) into a new sample,which is then

thoroughly mixed before being analysed (in part or as a whole) for contaminant
concentrations. Compositesamplesmay be used to estimatethe average

. concentrationfor the cleanupunit with less laboratoryanalysis cost. Also,
compositingmay increasethe power of statisticaltests to detect non-
attainment of reference-basedstandards. This increasedpower could occur
because compositing may decrease the variabilityamong the measurements
obtained from composite samples. However, compositingmethodsmust not be
adoptedwithout carefullyevaluatingtheir variabilityand the
representativenessof the area being sampled. This importanttopic is
discussed further in Section4.3.1.
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3.4 Pool ing Data

If several data sets have been collected in the reference area at
different times or in difference portions of the area, consideration should be
given to whether the data should be combined (pooled) before a test for
attainment of reference-area standards is made. Such pooling of data, when
appropriate,will tend to increasethe power to detect when the reference-area
standard has not been attained.

Poolingof data sets should only be done when all the data were
selected using the same samplecollection,handling,and preparation
procedures. For,example,all samples should be collected fr,irathe same soil
horizon, and the same soil compositingtechniqueshould be used. Also, if the
data sets were collectedat different times, pooling should not be done if the
average or variabilityof the data change over time. Such time changes will
tend to increase the Type I and Type II error rates of tests.

To illustratethe effectof using differentsample-collectionmethods,
suppose the depth of surface-soilsampleswas different for two reference-area
data sets. Then it would not be appropriateto combine the data sets if
contaminantconcentrationschange with depth. One data set would tend to have
higher concentrations(andperhaps higher variability)than the other set, due
entirely to the method used to collect the soil samples. Hence, the
variabilityof the data in the combined data set would be larger than for
either data set, which could reduce the power and increase the Type I error
rate of the test for attainmentof the reference-areastandard. However, the
increasednumber of samplesmay mitigate these effects.

It is not correct to pool data simplyto achieve a desiredtest result.
For example, it may be known that soil samplescollected previouslyin a
subsection of the referencearea have higherconcentrationsthan the data
collected more recently on a grid over the entire referencearea. Suppose
that a statisticaltest that compares the grid data to data collected in a
cleanup unit indicatesthat the cleanup unit requires additionalremediation.
lt would not be correctto pool the subsectionand the grid data in an attempt
to reverse the test result. Instead, additionalsoil samplesshould be
collected in the referencearea to determineif the higher concentrationsin
the subsection can be confirmed. If so, then considerationshould be given to
whether the subsection shouldbe part of the reference area that is compared
with the cleanup unit. The problem becomesone of deciding whether the
boundary of the referencearea should be changed.

3.5 Multiple Tests
a

Many statisticaltestsmay be conductedat a Superfundsite because
many pollutants are presentat the site and/or because a separatedecision is
needed for each cleanupunit. When multiple tests are conducted,the
probabilitythat at least one of the tests will incorrectlyindicate that the
standard has not been attainedwill be greaterthan the specified
(probabilityof a Type I Error for a given test). If each of u independent
statisticaltests are performedat the _ significancelevel when all cleanup
units are in compliancewith standards,then the probabilityall u tests will
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indicate attainmentof compliance is p = (I - _=)u. For example, if _ = 0.05
and u - 25. then p _ (O.95)zs_ 0.28, and if u 100, then
p = (0.95)I°°- 0.0059. Hence, as the number of tests, u, is increased the
probability approaches0 that all u tests will correctly indicate attainment
of the standard.

" This problem has led to the developmentof multiple comparison tests,
which are discussed in, e.g_.,Hochberg and Tamhane (1987) and Miller (1981).
Two multiple comparisontests that could potentiallybe used for testing

' attainment of reference-basedstandards are those by Dunnett (1955, 1964) and
Steel (1959). In general, for these tests, the e level of each individual
test is made small enough to maintain the overall_ )evel (i.e.,the _ level
for all tests taken as a group) at the required level. However, unless there
is an appropriate increasein the number of measurements,the multiple-
comparison tests may have very low power to detect the failure to reduce
contaminationto referencelevels.

Because of this severe loss of power, we do not recommendusing
multiple comparisontechniqueswhen testing for the attainmentof reference-
based cleanup standardswhen the number of tests is large. Also, practical
limitations in field remedial-actionactivitiesmay prevent doing statistical
testing until severalcleanup units or pollutionparameterscan be tested
simuItaneousIy.

Rather than conductmultiple comparison tests, we recommend conducting
each test at the usual e level (say 0.01 or 0.05) so that the power of each
test is maintained. The problemof large numbers of false positives (Type I
errors) when multiple-comparisontests are not used can be handled by
collecting additionalrepresentativesamples in those cleanup units for which
test(s) indicatednon-attainmentof the reference-basedstandard.

When there are severalcontaminantsin a cleanup unit that must be
tested for attainmentof referencestandards, an alternativeapproach to
multiple comparisontests is to conduct a multivariatetest. Multivariate
tests are discussed in Section3.9.

3.6 Data Less Than the Limit of Detection

Frequently,measurementsof pollutionparameters in soil and solid
• media will be reported by the analyticallaboratory as being less than the

analytical limit of detection. These measurementsare often called "less-than
data," and data sets containingless-than data are called censored data sets.

. Aside from the problems of how a chemist determinesthe detection limit and
its exact meaning [see USEPA (198ga;pp. 2-!5) and Lambert,et al. (1991)],
there is the problemof how to conduct valid statisticaltests when less-than
data are present. Some papers that discuss statisticalaspectsof this
problem are Gilbert and Kinnison (1981), Gleit (1985),Gilliom and Helsel
(1986), Helsel and Gilliom (1986),Gilbert (1907),Millard and Deverel (1988),
Helsel and Cohn (1988),Helsel (1990),and Atwood, et al. (1991). The WR$ and
Quantile tests discussedin this document allow for less-thanmeasurements to
be present in the referencearea and the cleanupunits, as discussed in
Chapters 6 and 7.
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3.7 Outljers

Outliers are measurementsthat are unusually large relative to most of
the measurements in the data set. Many tests have been proposedto detect
outliers from a specifieddistributionsuch as the Normal (Gaussian)
distribution;see e.g., Beckmanand Cook (1983), Hawkins (1900),Barnett and
Lewis (1985), and Gilbert(1987). Tests for outliers may be used as part of
the data validation processwherein data are screened and examined in various
ways before they are placed in a data file and used in statisticaltests to
evaluate a_tainment of cleanup standards. However, it is very importantthat
no datum should be discardedsolely on the basis of an outlier test. Indeed,
there is always a small chance (the specifiedType I error probability)that
the outlier test incorrectlydeclares the suspect datum to be an outlier. But
more importar_t,outliersmay not be mistakes at all, but rather an indication
of the presence of hot spots, in which case the Superfund site may require
further remediation.

Outlier tests are primarily useful for identifyingdata that may
requ,re further evalutionto determine if they are the result of mistakes. If
no mistakes are found, the outlier should be accepted as a valid datum and
used in the test for attainmentof the reference-basedstandard. We note that
the Quantile Test (Chapter7) cln be viewed as a test for multiple outliers in
the cleanup-unitdata set,where the standard for comparison is the data set
for th_ site-specificreferencearea.

3.8 Spatial Patterns in Data

The statisticaltests described in this document assume that there is
no correlation among the samplescollected on the equilateraltriangular grid
spacing for the referenceareas and cleanup units. If the data are
correlated,then the Type I and Type II error rates will be different than
their specified values. Chapter 10 in Volume 1 (USEPA Ig89a)discusses
geos_atisticalmethods that take into account spatial correlationwhen
assessingcompliance with risk-based standards. Cressie (1991)and Isaaks and
Srivastava (1989) provideadditional informationabout geostatisticalmethods.

As discuss_.din Chapter5, this document recommendsthat whenever
possible, samples shouldbe collected on an equilateraltriangulargrid. One
advantageof this design is that if spatialcorrelationis present at the grid
spacing used, the data may be suitable for estimating the spatialcorrelation
structureusing geostatisticalmethods.

3.9 Multivariate Tes_
|

In many cases, more than one contaminantwill be presentin a cleanup
unit. Suppose there were K > I contaminantspresent in soil at the site
before remedial action. Then one may consider conductinga multivariate
statisticaltest of the null hypJthesis that the cleanup standardsof all K
contaminantshave been achieved,versus the alternativehypothesisthat the
cleanuo standard has not been achieved for one or more of the K contaminants.
Two such (nonparametric)tests are the multivariatemultisampleWilcoxon Rank
Sum test and the multivariatemultisamplemedian test (Schwertman1985).
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However, a discussion of these tests is beyond the scope of this report.
Also, additional studies to evaluate the power of these tests for Superfund
applications is needed before they can be recommendedfor use.

3.10 Hissing or Unusable Data

" Missing or unusable data can occur with any sampling program. Samples
can be mislabeled, lost, held too long before analysis, or they may not meet

, quality control standards. As discussed in Volume I (USEPA1989a), the
pattern of missing data should be examined to determine if a bias in
statistical tests could arise.

Also, to accountfor the likelihoodof missing or unusable data, it is
prudent to increasethe number of samplesthat would otherwisebe collected.
Let n be the number of samples that would be collected if no missing or
unusable data are expected. Let R be the expected rate of missing or unusable
data based on past experience. Then the total number of samplesto collect,

nf, is (from USEPA 1989a,pp. 2-15):

(3.1)

nf- n / (1 - R)

The use of Equation 3.1 will give some assurancethat enough samples will be
collectedto meet specifiedType I and Type II error-rate requirements.

3.11 Statuary

This chapterdiscusses statisticaldata analysis problems and how they
influencethe choice of sampling plans and tests. This document emphasizes
the use of nonparametrictests becauseof the possibilitythat environmental
pollutionmeasurementsfrom reference areas and cleanup units will not be
normally distributed.

Large data variabilitytends to reduce the power of statistical tests.
This document gives proceduresfor determiningthe number of samples required
to achieve required power.

' When using compositingmethods, careful considerationmust be given to
whether the data from compositesampleswill be meaningful for assessing

. attainment of reference-basedstandards.

Although multiplecomparison tests can be used to limit to a specified
level the number of cleanupunits incorrectlycategorizedas needing
additionalremedial action,these tests are not recommendedhere because they
can result in a severe loss of power to detect when a cleanupunit needs
additional remedial action. A preferredapproach is to take additional
samples in cleanup units for which statisticaltests indicatedadditional
remedial action may be required.
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The nonparametrictests discussed in this document can be conducted
when data sets are censoredif the number of less-thandata is not too large.

Outliers (unusuallylarge measurements)should not be removed from the
data set unless they can be shown to be actualmistakes or errors.

The data analysisand testing proceduresin this document require that
measurements are not spaticallycorrelatedat the spacing used for the
equilateraltriangular grid. However, if measurementsare spatially
correlated at the grid spacing,then geostatisticalmethods should be
considered for use (USEPAIgBga; Cressie 1991; Isaaks and Srivastava 1989).

When more than one contaminantis presentin a cleanup unit, it may be

possible to use a multivariatestatisticalprocedureto test whether one or
more of the reference standardshas not been attained, rather than conduct a
series of univariate tests for the individualcontaminants. However, the

performance of multivariatetests for Superfundapplicationshas not been
sufficientlyevaluated to permit a recommendationfor their use. The reader
should consult a statisticanfor assistancein applying multivariatetests.

Compensationfor anticipatedmissing or unusable data can be made by
increasingthe number of samplesusing Equation3.1.
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CHAPTER4. AI'rAINHEHTOBJECTIVESANDTHE DESIGNSPECIFICATION PROCESS

In this chapterwe discuss attainmentobjectives and the design
specification process,which are importantparts of the Data Quality
Objectives (DQOs) processthat should be followedwhen testing for the

" attainment of site-specific,reference-basedcle_nup standards. Figure 4.1
gives the sequence of steps"needed to define attainmentobjectives and design
specifications. The figure also indicatesthe sections in this report where

• each step is discussed. We begin this chapterwith a brief discussion of
DQOs.

4.1 Data quality Objectives (OqOs)

Data Quality Objectives(DQOs) are qualitativeand quantitative
statements that specifythe type and quality of data that are required for the
specifiedobjective.

As indicated above,the developmentof attainmentobjectives and design
specifications,which are discussed in this chapterand in Chapter 5, are an
important part of the DQO process. The DQO processaddressesthe following
issues (USEPA Ig89a, 1987a,and 1987b):

• the objective of the samplingeffort

- the decision to be made

• the reasons environmentaldata are needed and how they will be used

• time and resourceconstraintson data collection

• detailed descriptionof the data to be collected

• specificationsregardingthe domain of the decision

• the consequencesof an incorrectdecision attributableto inadequate

environmentaldata

• the calculations,statisticalor otherwise,that will be performed on

the data to arrive at the result, includingthe statisticsthat will be

used to summarizethe data and the "actionlevel" (cleanupstandard)to

" which the summarystatisticwill be compared

• the level of uncertaintythat the decisionmaker is willing to accept

• in the resultsderivedfrom the environmentaldata

All of the above items should be addressedwhen planning a samplingprogram to
test for the attainmentof cleanupstandards. Neptune et al. (lggo) and Ryti
and Neptune (1991) illustratethe developmentand use of DQOs for Superfund-
site remediation projects.
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4.1.1 Attainment Objectives

Attainment Objectivesare objectives that must be attainedby the
sampling program. Attainmentobjectives are developed by re-expressingthe
general goal of "testingfor attainment of reference-basedcleanup standards"
in terms of testingspecific pollution parametersusing specificnull and

. alternative hypotheses,Type I and Type II error rates, and an acceptable
"average" difference. Hypotheses and error rates were introducedin
Chapter 2. Examplesof these concepts are given in Chapters 6 and 7.

It is necessaryto specify acceptableType I and Type II error rates as
part of the procedurefor determiningthe number of samples to collect in the
reference area and the remediated cleanup units. When the number of samples
to be collected is determined in an ad hoc manner without clear-cutnumerical
Type I and Type II error rates, it is more likely that the Superfund-site
owner/operatorwill be requested or required to collect additionalsamples at
possibly great cost with no clear end point in sight.

4.1.2 Design SpecificationProcess

The Design SpecificationProcess is the process of specifyingthe field
sampling design, cleanupstandards, statisticaltests, number of samples, and
the sample collection,handling,measurement,and quality assuranceprocedures
that are needed to achievethe attainment objectives.

4.2 Specifying the Sampling Design

The first step in the design specificationprocess (Figure4.1) is to

specify the site-specificreferenceregion, the reference area(s)within the
reference region, and the cleanup unit(s)within the Superfundsite being
remediated. These geographicalareas, which are illustratedin Figure 4.2,
are defined below.

4.2.1 Definitions

.CleanupUnits_

Geographicalareas of specified size and shape at the remediated
Superfund site for which separate decisionswill be made regarding the

• attainment of the applicablereference-basedcleanup standard for each
designated pollutionparameter.

• Reference Areas:

Geographicalareas from which representativereferencesamples are
selected for comparisonwith samples collectedin cleanupunits at the
remediated Superfundsite.

Reference ReGion:

The geographicalregion within which referenceareas are selected.

4.3



Reference Region
,I

Reference Areas

Superfund Site

a

.

i

I s S

Cleanup Units s92ogo_..e

FIGURE4._. GeographicalAreasat the SuperfundSite and
- the Site-SpecificReferenceRegion .

4.4



4.2.2 Design Considerations

The remediated Superfund site may have one, a few, or many cleanup
units. A separate set of soil samples is collected and measured in each
cleanup unit for comparison with the same type of samples and measurements
from the applicable reference area. The number, location, size, and shape of

" cleanup units may differ depending on interrelated factors such as the size
and topography of the site; cost and convenience factors, the type of remedial
action that was used, the expected patterns of residual contamination that

• might remain after remedialaction, and assessed risks to the public if the
reference-areacleanup standardis not attained. Whenever possible all
cleanup units should be approximatelythe same size so that the number of
samples and the distancesbetween samples in the field will not be greatly
differentfor the cleanupunits. For similar reasons, it is desirable for the
referencearea to be approximatelythe same size as the applicable cleanup
unit. However the referencearea should be large enough to encompass the full
range of background conditions.

Neither the referenceregion nor the Superfundsite will necessarily be
one contiguous area (Figure4.2). At some SuperfundSites a single reference
area (perhaps the entire referenceregion)may be appropriatefor all cleanup
units. At other sites, the physical,chemical, or biologicalcharacteristics
of different cleanup units may differ enough to warrant matching each cleanup
unit with its own unique referencearea within the referenceregion.

In some situations,reference areas that are closest to but unaffected
by the cleanup unit may be preferred, assuming spatial proximityimplies
similarityof referencearea concentrations. If concentrationsdiffer
systematicallywithin the reference region the referenceareas may contain
quite different concentrationlevels. In this case, differentcleanup units
would have a different cleanupstandard,which may not be reasonable. In this
situation, considerationmay be given to using the entire reference region as
the reference area for all cleanup units, as proposed in DOE (1992) for the
Hanford Site in WashingtonState.

In some cases, a bufferzone that surroundsthe SuperfundSite should be
established as a distinctcleanup unit (or units) from which soil samples are
collected and evaluatedfor attainmentof reference-basedcleanup standards.
The buffer zone may consistof the area that could have been contaminated as a
result of remedial-actionactivitiesand/or environmentaltransportmechanisms
(e.g.,wind and water movement,or redistributionby wildlife)during or
followingremedial action.

Neptune et al. (1990)point out that, in general, dividing the Superfund
site into spatially distinctcleanup units for testingpurposes may result in
missing an unacceptablycontaminatedarea that lies across two or more cleanup
units. However, the likelihoodof missing a contaminatedarea should be
reduced if the Quantiletest (Chapter 7) and the hot-measurementcomparison
(Section4.4.3 below) are used.

In some cases informationmay not be availableto do a completely
defendablejob of matchinga cleanup unit with a referencearea. In this
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document we assume that either the required informationis availableto
achieve an acceptablematchingor that environmentalsampleswill be collected
to provide that information. Generalcriteria for selectingreference areas
are given in the next section.

4.2.3 Criteria for SelectingReferenceAreas

The followingcriteriashouldguide the selectionof the reference
region and referenceareas (Liggett1984):

1. The referenceregion and referencearea(s)must be free of contamination
from the remediatedsite.

2. The distributionof pollution-parameterconcentrationsin the applicable
reference area should be the same as the distributionof concentrations
that would be presentin the cleanup unit if that unit had never become
contaminatedby man's local activitiesat the site.

The soil of the referencearea(s) is allowedto containconcentrations
that are naturallyoccurringor arise from the activitiesof man on a
regional or worldwidebasis. Examples of such anthropogenicsources of
pollution parametersincludelow concentrationsof persistentorganic
compoundsthat have been used globally and low concentrationsof
radionuclidesthat were distributedvia worldwide fallout (DOE 1992).

3. A referencearea selectedfor comparisonwith a given cleanupunit or
set of cleanup units shouldnot differ from those cleanupunits in
physical,chemical,or biologicalcharacteristicsthat might cause
measurementsin the referencearea and the cleanup unit to differ.

Selectingreferenceareas that satisfy these criterionwill require
professionaljudgementsupportedby historicaland/or new measurementsof soil
samples.

4.3 Procedures for Collecting,Handling,and MeasuringSamples

The proceduresused to collect,handle, and measure environmental
samples from the referenceareas and the cleanup units must be developed,
documented, and followedwith care. Also, to the extent possible,these
procedures should be the same for the remediatedcleanup units and the
applicable referenceareas. If these conditionsare not met, the resulting
measurementsmay be biasedor unnecessarilyvariable,in which case the
statisticaltest resultsmay be meaninglessand/or the test may have little
power to detect when the reference-basedstandardhas not been attained. The
documents listed in Table 1.1 (Chapter 1) provide informationen procedures
for soil sample collecting,handling,and measurements.
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4.3.1 Subsampling and Composite Sampling

lt is importantto carefully consider and document:

• the type of compositesamples, if any, that will be formed

" • whether the entire sample (or compositesample) or only one or more

portions (aliquots)from the sample (or composite sample)will be
measured.

In general, the variance of measurementsof pollutionparameters for
composite samples collectedover time or space will tend to be smaller than
the variance of noncompositedsamples. One implicationof this phenomenon is
that if composite samplesare used, the same compositingmethods must be used
in the reference area and the remediated cleanup unit. Otherwise, the
measurements in the two areas will not be comparable and the statistical tests
will not be valid. Also, the compositingprocessmay averageout (mask) small
areas that have relativelyhigh concentrations.

Before a decisionis made to collectcomposite samplesthe following
conditions should be met:

• All stakeholdersmust agree that a measurementobtained from a specific
type of compositesample is the appropriatemetric for making cleanup
decisions.

• The sample collectionand handlingproceduresmust be specifically
designed to collectand adequatelymix composite samplesaccording to a
written protocol.

• The same proceduresmust be used to collect, mix, and analyze composite
samples in the reference area and the remediated cleanupunit.

Additional informationon statisticalaspects of compositingis given by
Duncan (1962), Elder et al. (1980), Rohde (1976),Schaefferet al. (1980),
Schaeffer and Janardan (1978),Gilbert (1987),Garner et al. (1988), Bolgiano
et al. (1990), and Neptuneet al. (1990). The statisticianon the remedial-
action planning team should be consultedregardingthe design of any sampling
program that may involvecomposite sampling.

4.3.2 quality Assuranceand Quality Control

• Quality assuranceand quality controlmethods and procedures for
collecting and handingsamples must be an integralpart of the soil sampling
program. This topic is discussed in USEPA (1984, 1987a, 1987b), Brown and
Black (1983), Taylor and Stanley (1985),Garner (1985),Taylor (1987) and
Keith (1991).

4.4 Spect ft ca¢i on of the Reference-Based Cleanup Standard

Two types of cleanup standards are used in this document. The first
type of standard is a specific value of a statisticalparameterassociated
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with the statisticaltests discussedin Sections4.4.1 and 4.4.2 below. The

second type of standard is a specificupper-limitconcentrationvalue, Hm, for
the pollution parameterof interest,as discussedin Section 4.4.3.

4.4.1 Wilcoxon Rank SumTest

When the WilcoxonRank Sum (WRS) test (Hollanderand Wolfe 1973, Gilbert
1987) is used, the applicablestatisticalparameteris Pr and the standard is
Pr = I/2, where

Pr = probabilitythat a measurementof a sample collectedat a random
location in the cleanupunit is greater than a measurementof a
sample collectedat a random location in the referencearea.

If P > 1/2, then the remedialaction in that cleanupunit has not been
complete. In this documentthe WRS test (Chapter6) is used to detect when
Pr > 1/2.

4.4.2 quantile Test

When the Quantiletest (Johnsonet al. 1987) is used, the applicable
parameters are e and A/a, and the standard is e - 0 and A/c = O, where

• - proportionof the soil in the remediatedcleanup unit that has not
been remediatedto levels in the referencearea, and

A/a- amount (in units of standarddeviation)that the distributionof
100e% of the measurementsin the remediatedcleanup unit is
shiftedto the right (to higher measurements)of the distribution
in the referencearea.

If e > O, then A/a > 0 and the remedial action has not been complete.
In this document the Quantiletest (Chapter7) is used to detect when e > O.

4.4.3 Hot-Neasurement Comparison

The hot-measurementcomparisonconsists of comparingeach measurement
from the cleanup unit with a upper-limitconcentrationvalue, Hm. The cleanup
standard is this specificvalue of Hm, where

Hm = a concentrationvalue such that any measurementfrom the
remediatedcleanupunit that is equal to or greater than Hm
indicatesan area of relativelyhigh concentrationsthat must be
remediated,regardlessof the outcomeof the WRS or Quantile
tests.

Of course, there must be assurancethat the measurement(s)that equals
or exceeds H_ is not the result of a mistake or of inappropriatesample
collection,_andling,or analysisprocedures. The selected value of H_ might
be based on a site-specificrisk assessment or an estimatedupper confidence
limit (such as the 95rh) for an upper quantile (such as the 95th) of the
distributionof measurementsfrom the referencearea. The value of Hm or the
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procedureused to determineHm must be determined by negotiationbetween the
EPA (and/ora comparablestate agency) and the Superfund-siteowner or
operator.

The hot-measurementcomparison is used in conjunctionwith the WRS and
Quantile tests because the latter two tests can fail to reject Ho when only a

" very few high measurements:inthe cleanup unit are obtained. The use of Hm
may be viewed as insurancethat unusually large measurementswill receive
proper attention regardlessof the outcome of the WR$ and Quantile tests.

4.5 Selection of the Statistical Test

Two important criteriafor the selection of a statisticaltest are:

• the power of the test to detect non-attainmentof the standard

• the sensitivityof the test results to the presence of less-than values.

The WR$ Test has more power than the Quantile test to detect when the
remediatedcleanup unit has concentrationsuniformlyhigher than the reference
area. However, the WR$ test allows for fewer less-thanmeasurementsthan does
the Quantile Test. As a general rule, the WRS test should be avoided if more
than about 40% of the measurementsin either the referencearea or the cleanup
unit are less-than data.

The Quantile Test has more power than the WRS Test to detect when only a
small portion of the remediatedcleanup unit has not been successfully
remediated. Also, the Quantiletest can be used even when a fairly large
proportionof the cleanup-unitmeasurements (more than 50%) are below the
limit of detection.

As illustratedin Figure4.3, the WR$ and Quantile tests are conducted
for each remediated cleanup unit so that both types of unsuccessful
remediation (uniform and spotty)can be detected. Also, the hot measurement
(Hm)comparison (Section4.4.3) is conducted in each unit to assure that a
single or a very few unusuallylarge measurementsreceive proper attention.

4.5 Number of Samples: General Strategy

. In general, the numberof samples required for the WRS test and the
Quantile test will differ for specifiedType I and Type II error rates. The
followingprocedure is recommendedfor determiningthe number of samples to

• colIect:

I. If the remedial-actionprocedure is likely to leave concentrationsin
the cleanup unit that are uniform in value over space, then the number
of samples shouldbe greater than or equal to the number of samples
determined using the proceduresgiven in Section 6.2 for the WRS test.

2. If the remedial action procedure is likely to leave spotty (non-uniform)
rather than uniform (over space) concentrationsin the cleanup unit,
then the number of samplesshould be greater than or equal to the number
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determined using the proceduredescribed in Section 7.2 for the Quantile
test.

3. If there is very little difference between the number of samples
determined for the two tests, or if there is little or no information
available about whether the remedial action procedure is more likely to

- leave spotty or uniform contamination,then the larger of the number of
samples for the WRS and Quantile tests should be used.

• 4. When determiningthe required number of samples,we recommendfirst
selecting the overallType I error level (=) desired for both tests
combined. Then divide this overall error level by 2 and use this
smaller value to determinethe number of samples using the procedures in
Sections 6.2 and 7.2. For example, if an overalltype I error level of
= 0.05 is desired, then determine the number of samples using

a/Z = 0.025.

5. If it is necessaryto detect isolated hot spots of specifiedsize and
shape with specifiedprobability,then the number of samples needed to
to detect hot spots with specifiedprobability,as described in USEPA
(1189a, Chapter g) or Gilbert (1987), should be used. If the number of
samples determinedusing that approach is larger than the number of
samples obtained using the methods in Section6.2 or 7.2, then more
samples than indicatedby those latter methods could be collected. This
approach would increasethe power of the WRS test and the Quantile test
to levels greater than the specifiedminimumpower (I - B).

4.7 Summary

Attainment objectives and the design specification process must be
carefully specifiedas part of the process of testing for compliancewith
site-specificreference-basedcleanup standards.

Steps in Defining AttainmentObjectives:

1. Specify the PollutionParameterstj be Tested. These parameters should
be listed for each cleanup unit.

2. Specify the Null and Alternative Hypotheses. The hypotheses used in
this document are given by Equations 2.1, 6.2 and 7.2.

3. Specify the Type I and Type II Error Rates for the Tests. The
• specification of Type I and Type II error rates is part of the process

of determing the number of samples that must be collected. This process
is illustratedin Chapters 6 and 7 for the WRS and quantile tests,
respectively.

Steps in the Design SpecificationProcess:

1. Specify the Cleanup Units. The remediatedSuperfundsite may be divided
into two or more geographicalcleanup units for which separatedecisions
will be made concerningattainmentof referencestandards.
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2. Specify the Reference Region. The reference region defines the region
within whi:h all site-specific reference sampleswill be collected.

3. Specify _he Reference Area(s). Reference areas are defined areas within
the ,eference region that are chosenbecausetheir physical, chemical
and biological characteristics are similar to those characteristics in
specified cleanup units. Different cleanup units and/or pollution
parametersmay requiredifferentreferenceareas.

4. Specify the SampleCollection, Handling, and HeasurementProcedures.
Clearly define anddocumentthe type andsize of soil or solid-media
samples, the sample-handling procedures, and the measurementprocedures.
These procedures should be identical for the reference area and the
remediated cleanup units. If it ts impossible for the procedures to be
idelltical, then experiments should be conductedto determine the effect
of non-identical procedures on the measuredvalues and the conclusions
drawnfrom statisticaltestsfor non-attainment.

5. Specify Sample Locations in the Reference Ares(s} and the Cleanup
Unit(s) Methodsfordeterminingsamplelocationsare givenin Chapter
5.

6. Specify the Values of the Cleanup Standard. Specify the valu_ of Hm(_
concentration value) for the hot-metsurement c_mp_ri_o,. The cleanup
standardsfor theWRS andOuantiletestsare Pr " 1/2 ande - O,
A/_ - O, respectively.Thesetest_arediscussedand illustratedin
Chapters6 and 7, respectively.

7. DeterminJ the Numberof Samplesto Collect. The procedure in Sections
4.6, 6.2 and 7.2 are used to determt_ the numberof samplesto collect.

8. Review 411 Elementsof the Attainment Objectives. Reviewand revise, if
necessary, the attainment objectives anddesign specifications.
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CHAPTER5. SELECTINGSARPLELOCATIONS

Afterthe attainmentobjectivesand the designspecifications
(Chapter4) have beendefined,attentionshouldbe directedto specifyinghow

. to selectlocationswheresampleswill be collected,whichis the topic of
this chapter. '}

. 5.1 Selecting Samplin9 Locations in Reference Areas and Cleanup Units

Thereare manyways to selectsamplinglocations.USEPA(1989a)shows
how to use simplerandomsampling,stratifiedrandomsampling,systematic
sampling,or sequentialsamplingto selectsamplinglocationsfor assessingif
a soi_,sremediationeffortat a Superfundsitehas succeededin attaininga
risk-_asedstandard.

In this document,we recommendcollectingsamplesin referenceareasand
cleanupunitson a random-startequilateraltriangulargridexceptwhen the
remedial-actionmethodmay leavecontaminationin a patternthatcould be
missedby a triangulargrid,in whichcaseunalignedgrid samplingis
recommended.

The triangularpatternhas the followingadvantages:

• lt is relativelyeasyto use.

• lt providesa uniformcoverageof the area beingsampled,whereassimple
randomor stratifiedrandomsamplingcan leave subareasthat are not
sampled.

• Samplescollectedon a triangulargrid are well suitedfor estimating
the spatialcorrelationstructureof the contamination,which is
requiredinformationif geostatisticalprocedures(USEPA1989a;Cressie
1991;Isaaksand Srivastava1989)are usedto evaluatethe attainmentof
cleanupstandards.

• The probabilityof hittinga hot spotof specifiedellipticalshapeone
or more timesis almostalwaysgreaterusinga triangulargrid than
usinga squaregridwhen the densityof samplepointsis the same for

• both typesof gridsfor the areasbeinginvestigated(Singer1975).

However,cautionis neededwhen usingthe triangular(orany regular)
• grid. The grid points(samplinglocations)must not correspondto patternsof

high or low concentrations.If such a correspondenceexists,the measurements
and statisticaltest resultscouldbe verymisleading.In thatcase, simple
randomsamplingwithineachcleanupunitcouldbe used,buta uniformcoverage
wouldnot be achieved. Alternatively,the unalignedgrid (Gilbert1987,p.
94; Cochran1977,p. 228;Berryand Baker1968),whichincorporatesan element
of randomnessin the choiceof samplinglocations,shoulddo a betterjob of
avoidingbiasedsamplingwhileretainingthe advantageof uniformcoverage.
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The decision not to recommend stratifiedrandom sampling in this
document is based on the followingconsiderations. When stratifiedrandom
sampling is used, the remediatedSuperfundsite is divided into relatively
homogeneoussubareas (strata)and a simplerandom sample is collected in each
area. This method was applied in USEPA (1989a)to the situationwhere a test
is made to determine whetherthe entire remediatedSuperfund site (all cleanup
units combined)met a risk-basedstandard. By dividing the total area into
homogeneousstrata, a betterestimate of the mean concentrationin the
remediated site can be obtained,which tends to increase the power of the
test.

However, in this document,the view is taken that if sufficient
informationis availableto split up the Superfundsite into internally
homogeneousareas (cleanupunits), then a separatetest for compliancewith
the reference standard shouldbe made in each area. With this approach, there
is no interest in conductinga test for the entire Superfund site, and hence
no need to use stratifiedrandom sampling.

5.2 DeterminingSamplingPoints in an EquilateralTriangular Grid Pattern

In this sectionwe show how to set up an equilateraltriangular sampling
grid in a referencearea(s)and in any cleanup unit. If a squaregrid is
used, the reader is directedto USEPA (1989a)for the procedureto determine
sample locations. The main steps in the processfor the triangulargrid are
as follows (from USEPA 1989a):

I. Draw a map of the area(s) to be sampledas illustratedin Figure 5.1.

2. Locate a random samplingpoint using the procedure in Box 5.1.

3. Determine the approximatesamplinglocationson the triangulargrid
using the procedurein Box 5.2.

4. Ignore any samplinglocationsthat fall outside the area to be sampled.

Using this procedure,the number of samplingpoints on the triangular
grid within the samplingarea may differ from the desired number n depending
on the shape of the area. If the number of points is greaterthan the desired
number, use all the points. If the number of points is less than the desired
number, select the remainingpoints at individualrandom locationswithin the
sampling area using the procedure in Box 5.1 for each additionalpoint.

5.3 Determining Exact Sample Locations

The procedure in Section5.2 gives the approximatesamplingpoints in
the field. As indicatedin USEPA (ig8ga),the points are approximatebecause
"the sampling coordinateswere rounded to distancesthat are easy to measure,
the measurementhas some inaccuracies,and there is judgment on the part of
the field staff in locatingthe sample point." USEPA (lgBga)recommends a
procedureto locate the exact sample collectionpoint that avoids subjective
bias factors such as "difficultyin collectinga sample, the presence of
vegetation,or the color of the soil'.
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The recommendedmethodsfor locating exact sample collecting points in
the field are given in Box 5.3 (from USEPA 198ga). Box 5.4 gives an example
of setting up a triangulargrid and determiningexact sample locations.

5.4 Summary

In this chapter, a method for determining sampling locations in
reference areas and cleanupunits on a random-startequilateraltriangular

• pattern is discussed and illustrated• The random-startequilateraltriangular
grid pattern is the method of choice because:

• it is easy to implement

• it provides a uniformcoverage of the area to be sampled

• the data are well suited for estimatingthe spatial correlation
structure of the contamination

• the probabilityof hittingan ellipticalhot spot one or more times is
almost always larger if an equilateraltriangular grid rather than a
square grid is used.

A triangular or any other systematic grid sampling plan can lead to
invalid statisticaltests if the grid points happen to be located in patches
of only relatively high or low concentrations• If that situationis likely to
occur, then the unalignedgrid design may be preferred.
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BOX5.1

STEPSFORDETERMININGA RANDOMPOINT
WITHINA DEFINEDAREA*

• 1. Determinethe location(X,Y) in the defined
area:

" X = Xm|n+ RND1 X (Xmax " Xmtn)

Y = Ymtn+ RNDz x (Ymax" Ymtn)

where RND.and RND.are randomnumbers
betweenO'and 1 ob_tainedusing a calculator,
computersoftwareor a randomnumber
table**. Xmx, X in,Y x and Ynn are the
cornersof a rectangularareatin'atencloses
the areato be sampled. Thesecornersare
illustratedin Figure5.1 for the case

Xmln ,'O, Xmax ="200, Ymln" O, and Ymx " 100.

2. If the computed(X,Y) fromStep 1 is
outsidethe area to be sampled,returnto
Step I. Otherwise,go to Step 3.

3. Determinethe randomlocation(X_,YI)as
follows:

RoundX from Step 1 to thenearestunit,
e.g.,I or S meters,thatcan be easily
locatedin the field. Denotethis nearest

unitby X_.

RoundY from Step 1 to thenearestunitthat
can be easilylocatedin the field. Denote
this nearestunit by Yt.

(XI,YI)is the desiredrandompoint.

* Thisprocedureis similarto the procedurein
USEPA(1989a).

• ** Randomnumbertablesare foundin many
statisticsbooks,e.g.,TableA1 in Snedecorand
Cochran(1980).
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BOX5.2

PROCEDUREFORFINDIHG APPROXIHATESAHPLING
LOCATIONSONA TRIANGULARGRID*

I. Determinethe surface area, A, of the area
to be sampled.

2. Determinethe total number of sampling
locations,n, required in the area (see
Chapters 6 and 7).

3. Compute L as follows:

L-

4. Draw a line parallel to the X axis through
the point (Xr, YI) that was obtained using
the procedurein Box 5.1. Mark off points a
distance L apart on this line.

5. To lay out the next row, find the midpoint
between the last two points along the line
and mark a point at a distance0.866 L
perpendicularto the next line. This is the
first point of the next line.

6. Mark off points a distance L apart on this
new line.

7. Repeat steps 5 and 6 until the n points
throughoutthe entire area to be sampled
have been determined.

*This procedure is from USEPA (1989a). A similar
procedure is in Kelso and Cox (1986).
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BOX5.3

STEPSFORDETERHININGEXACTSANPLINGLOCATIONS
STARTINGFROHPOINTSONA TRIANGULARGRID

1. Determinethe n pointson a triangulargrid
usingthe Procedurein Box 5.2.

i

2. Let M be the accuracyto whichdistances
weremeasuredin the fieldto determinethe
triangulargrid. For example,M mightbe I
meter.

3. At eachof the locationson the triangular
grid,choosea random*distance(between-M
•to M) to go in the X directionand thena
randomdistance(from-M to M) to go in the
Y direction,to determinethe exactsample
location.

4. Collectthe samplesat the exactsample
locationsdeterminedin Step3.

5. Recordthe exactlocationswherethe samples
werecolIected.

* Randomnumberscan be generated using a calcu]ator
in the field. Alternatively,they couldbe
determinedpriorto goingout to the fieldusinga
calculator,randomnumbertable,or a computer.
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BOX5.4

EXAMPLEOF SETTINGUP A TRIANGULARGRID AND DETERHINING
EXACTSAHPLELOCATIONSIN THE FIELD

This example is illustratedin Figure 5.2.

1. From Figure 5.1 we find Xmin =" O, Ymln= O, XmaX = 200, and

Ymax= I00.

2. Suppose a random number generatoron a calculator is used to
obtain the randomnumbers 0.037 and 0.457 between 0 and 1.

3. Using Step I in Box 5.1:

X = 0 + 0.037*(200 - O) l 7.4 - 7
Y = 0 + 0.457"(100 - O) = 45.7 " 46

This point, (X, Y) - (7, 46), is outside the sampled area.
Therefore, repeating the process we obtain random numbers 0.820
and 0.360, for which

X = 0 + 0.820(200 - O) = 164
Y = 0 + 0.360(100 - O) = 36

Therefore, (X, Y) = (164, 36) is the random starting point for
the triangular grid (Figure 5.2). We assume that measurements
can be made to the nearest meter in the field.

4. The surface area of the sample area in Figure 5.1 is A = 14,025
square meters. Suppose the number of locations where samples
will be collected is n = 30. (Methods for determiping n are
given in Chapters 6 and 7.)

5. Use the formula for L in Box 5.2:

L = (14,025/0.866"30) z/z= 23.23 -23

6. Draw a line parallelto the X axis through the point (164, 36).
Mark off points 23 meters apart on this line.

7. Find the midpointbetween the last two points along the line
and mark a point at a distance 0.866*23= 19.92 -20 meters
perpendicularto the line at that midpoint. This point is the
first sample locationon the next line.
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BOX 5.4 (continued)

8. Mark off points at distance L = 23 meters apart on this new line.
t

g. Repeat steps 7 and 8 until the triangular grid is determined.

. 10. In this example,the exact number of sample locations(30) is
obtained. Hence, no random locationsneed to be determined.

11. For each of the 30 sample locations,determine the exact sample
locations by selecting a random distance between -1 and 1 meter
to go in the X direction and a random distance from -I to 1 meter
to go in the Y direction. The distance from -I to 1 meter is
used because in this example the accuracy to which distances were
measured in the field .todeterminethe triangular grid was 1
meter. Recordthe exact samplinglocation.
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CHAPTER6. WILCOXONRAHKSUH(WRS)TEST

In this chapterwe showhow to use theWilcoxonRank Sum (WRS)test to
assesswhethera cleanupunitat a remediatedSuperfundsitehas attainedthe
site-specificreference-basedcleanupstandardfor a pollutionparameter. In

• Chapter7 we show how to conductthe quantiletest for that purpose. As
discussedin Chapter4, boththe WRS test andthe quantiletest shouldbe
performedfor each remediatedcleanupunitbecausethe two testsdetect

• differenttypesof non-attainment.The WRS test has more powerthan the
quantiletest to detectwhen remedialactionhas resultedin cleanup-unit
contaminatio,_:levelsthatare stilluniformly(overspace)largerthan in the
referenceared. The quantiletest has betterpowerthan the WRS test to
detectwhen remedialactionhas failedin onlya few areaswithinthe cleanup
unit.

Briefly,the WRS test is performedby firstlistingthe combined
reference-areaand cleanup-unitmeasurementsfromsmallestto largestand
assigningthe ranks1, 2, ...to the orderedvalues. Then the ranksof the
measurementsfrom the cleanupunit are summedand used to computethe
statisticZrs,which is comparedto a criticalvaluefrom the standardnormal
distribution.If ZT.is greaterthan or equalto the criticalvalue,then we
concludethat the cl'eanupunit has not attainedthe reference-areacleanup
standard.

In Section6.1 we beginby discussingthe appropriateformof the
testinghypothesesfor theWRS test. Thenwe showhow to determinethe number
of samplesto collect(Section6.2) and how to performthe test (Section6.3).
In Section6.4 we brieflydiscussthe two-samplet test,a testthat may be
preferredto the WRS testunderspecial,althoughusuallyunrealistic,
conditions.The chapterconcludeswith a summaryin Section6.5.

6.1 Hypotheses and the Reference-BasedCleanupStandard

As stated in Section 2.2, the hypothesesused in this documentare:

i i ii

Ho: Reference-BasedCleanup (6.1)
StandardAchieved

i

Ha: Reference-BasedCleanup
Standard Not Achieved

whereH is assumedto be true unlessthe test indicatesH shouldbe rejected
• 0 , . 0 ,

In favorof Ha. WhenHo is true,the distrlbutlonof measurementsin the
referencearea is very similarin shapeandcentraltendency(average)to the
distributionof measurementsin the remediatedcleanupunit.
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Whenusingthe WRS test,the abovehypothesesare restatedas follows:

Ill in Ill, ,I

Ho: Pr" I/2 (6.2)

Ha: Pr > I/2

where

Pr " probabilitythata measurementof a samplecollectedat a random
locationin thecleanupunit isgreaterthan a measurementof a
samplecollectedat a randomlocationin the referencearea.

As statedin Chapter4 (Section4.4.1),the cleanupstandardfor the WRS
test is thevalue of Prgivenin the H_. Hence,from Equation6.Z,the
standardis Pr" I/2. Indeed,if the Bistributionof measurementsat the
remediatedcleanupunit is identicalto thedistributionof measurementsin
the applicablereferencearea,then P. equalsI/2. However,if PrIs"actually
largerthanI/2, then someof the distributionof measurementsin the
remediatedcleanupunit layto the rightof the distributionfor the reference
area.

Whendeterminingthe numberof samplesto collect,it is necessaryto
specifya valueof Prthat isgreaterthan !/2,as well as the requiredpower
of the WRS test to rejectHawhen P. equalsthatspecifiedvalue. This
procedureis discussedand illustratedin the next section

6.2 Numberof Samples

Noether(1987)developedfor the WRS testa f_r_,la(Equation6.3) that
may be usedfor computingthe approximatetotalnu,_b_;of samples(N) to
collectin the referenceareaand in the cleanupunit beingcomparedwith the
referencearea. This formulacan be usedregardlessof the shapeof the
reference-areaand cleanup-unitdistributions.We note thatan approximate
formulafor computingN for any specified(known)distributionis providedby
Lehman(1975,Equation2.33). He also givesan approximateformulafor the
specialcase of a normal(Gaussian)distribution(hisEquation2.34).
However,Noether'sformulamay be used whenthedistributionis unknown,which
is frequentlythe case.

Noether'sformula,whendividedby thefactor1 - R to accountfor
expectedmissingor unusabledata (seeEquation3.1 in Chapter3), is



(ZI_ + ZI.B)2 (6.3)
N-

12c(1 - c)(P r - 0.5)2(1 - R)

-- total number of required samples,
,j

._.

wher_

a - specifiedType I error rate (see Chapter 2)

B - specifiedType II error rate (see Chapter 2)

Z1_z - the value that cuts off (lOOe)%of the upper tail of the
standardnormal distribution

Zl.s - the value that cuts off (1008)%of the upper tail of the
standardnormal distribution

c = specifiedproportion of the total number of required

samples,N, that will be collectedin the reference area

(see Section6.2.1 below)

m = number of samples required in the referencearea

Pr = specifiedprobabilitygreaterthan 1/2 and less than 1.0
that a measurementof a sample collected at a random

location in the cleanup unit is greater than a measurement

of a sample collected at a random location in the reference

area.

R - expectedrate of missing or unusable data (Chapter3,

Equation 3.I)

Recall from Section4.6 that the value of a (first parameterin the
• above list) should be one half of the overallType I error rate for the WRS

and Quantile tests combined. For example, if an overall Type I error rate of
0.10 is required for the WRS and Quantile tests combined, then the number of

• samples required for the WRS test should be determined using _ = 0.05.

Some typical values of Z,_ and Z,, for use in Equation6.3 are given inJ, &'D

Table 6.1. The values in Tabl_6.1 are from Table A.1 (Appendix A), which is
a table of the cumulative standard normal (Gaussian) distribution.

Equation 6.3 gives the total number of samples, i.e., the sum of the
number of samples for the reference area and the number of samples for the
cleanup unit being comparedwith that reference area. This total number, N,

6.3



• .

_. SomeValues of Z_ that May be Used
to Compute N Usi]_g equation 6.3

_

0.700 0.524
0.800 0.842
0.900 1.282
0.950 1.645
0.975 1.960
0.990 2.326

* These and other values of Z_ were
obtained from Table A.1 in_ppendix A.

is apportionedto the ref@rencearea and the cleanup unit using the specified
proportionc defined above:

I m - cN

= number of samples required (6.4)
in the referencearea

and

(6.5)
n - (1 - c)N

= number of samples required
in the cleanup unit

Where N is computed using Equation 6.3.

If there are severalcleanup units that will be comparedwith a
referencearea, then n measurementsfrom each cleanup unit would be required.

6.2.1 Determining c, the Proportion of Samples for the Reference Area i

The value of c to use in Equations 6.3, 6.4 and 6.5 for a given
pollution parameter can be determined by specifying

• the number of cleanup units, h, that will be compared to the reference
area, and

• the ratio of standard deviations, v -Gr/G c

where ar , standarddeviationof the measurementsfor the reference area

6.4



and

_c - standarddeviationof the measurementsfor the remediated
cleanupunits.

We assumethat _= is the samefor all remediatedcleanupunits.

" The numberof cleanupunits,h, will usuallybe known,but the ratiov
c_n only be estimatedfrom-collectedsamplesand/orotherinformation.

• Case I: ..v_qualto I

In some situationsit may be reasonableto assumethat the standard
deviationfor the cleanupunits,oc,will be approximatelyequalto the
standarddeviationfor the referencearea,__. In that case,v will be
approximatelyequalto I. If it is assumed_hatv = I, then c can be
determinedusingthe followingequation(fromHochbergand Tamhane1987,
p. 202)•

i

(6.6)
hl/Z

C "
hz/z + 1

._ i,i, ,i i i m i

When this equationis used,we are in effectassumingthatv = 1 and
that the measurementsof the specifiedpollutionparameterin the reference
and remediatedcleanupunitsare normallydistributed.Some valuesof c
computedusingEquation6.6 for variousvaluesof h are givenin Table6.2.

TABLE6._. Valuesof c for VariousValuesof the Number
of CleanupUnits(h)whenOr/ac - I.

Proportionof Samples
Numberof Cleanup to be Collectedfrom

Units(h) ReferenceArea lc)

1 0.50
• 2 0.59

4 0.67
6 0.71

• 10 0.76
15 0.79
20 0.82
50 0.88
100 0.91
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Suppose, for example, that h = 4 remediated cleanup units will be
comparedwith an applicable reference area and the standard deviations for all
h cleanup units and the reference area are approximately equal. Then we would
use c = 0.67 in Equation 6.3 to determine N. Also, Equations 6.4 and 6.5
would be used to determine m and n, respectively, where m is the number of
measurements to take in the reference area and n is the number of measurements
to take in each of the four cleanup units.

,_,

Case 2: v Not Equal to 1_

If there is no reason to expect that the standard deviation of
measurements for the cleanup units and the reference area will be equal, then
c can be computed using

vZ hZ/Z (6.7)
C =

vz hZ/Z + 1

For example, suppose there are h - 2 cleanup units and v = 2 (i.e., the
standard deviation for the reference area is twice as large as that for the
cleanup units). Then Equation 6.7 gives

C l (Z) 2--* zl/2 -- l 0.85

(2)z. 21/2+I

This value of c would be used in Equations6.3, 6.4, and 6.5 to determine N, m
and n as before.

For another example,suppose there are h - 2 cleanup units, but that

v = I/2 (i.e., the standarddeviation for the referencearea is only half as
large as that for the cleanupunits). Then Equation 6.7 yields

(1/2) 2. Zl/Z = 0.26

c - (z/z)z* zz/z , z

which is used in Equations 6.3, 6.4 and 6.5 to determine N, m and n. =

These two examples illustrate that the allocation of measurements, c,
between the reference area and the cleanup units can be very different for
different values of v.

Examples 6.1 and 6.2 (Boxes 6.1 and 6.2) illustrate how to use Equations
6.3 through 6.6.
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BOX6.1

EXAMPLE6.1

COMPUTINGTHENUMBEROFSAHPLESNEEDEDFORTHE
" WILCOXONRANKSUNTESTWHENONLYONECLEANUP

WILL BECOMPAREDWITHTHEREFERENCEAREA
w

1. State the question:

Howmanysamples are required to test H_versus Ha (Equation
6.2) using the WRStest whenwe require-a Type I error rate
of u - 0.05 and power 1-B - 0.70 whenP. - 0.75? Supposewe
expect about 10%of the data to be misstng or unusable and
we assumethe standard deviations of reference-area and
cleanup-unit measurementdistributions are equal.

2. Specifications given in the question:

1 - B - 0.70 P - 0.75
= - 0.05 Rr . 0.10
c - 0.50 (from Equation 6.6)

3. Using Equation 6.3 and the appropriate values of Z_ from Table6.1:

N - (1.645 + 0.524) z
12"0.5(1 - 0.5)(0.75 - 0.5)'(1 - 0.i0)

- 4.7046
0.1687

- 27.9 or 28

Using Equations 6.4 and 6.5:

m - 0.5*28 - 14
. n - 0.5*28 - 14

4. Conclusion:

A total of 14 samples is neededin both the reference area and
the cleanup unit. As discussed in Chapter 5, this document
recommendscollecting the samples in each area from a random-
startequilate,-altriangulargrid.

6.7



BOX6.2

EXAHPLE6.2

COHPLITINGTHE NUIIBEROF SAHPLESNEEDEDFORTHE WILCOXONRANKSUH TEST
WHENTWOCLEANUPUNITS WILL BE COMPAREDWITH THE REFERENCEAREA

.,

1. State the question:

How many samples are required to test Ho versus Ha using the WRS
test when we requirea Type I error rate of a - 0.05 and
power - 0.80 when Pr " 0.70? Supposewe expect about 5% of the
data to be missingor unusable and that we assume the standard
deviations for the reference area and cleanup units are equal.

2. Specificationsgiven in the question:

P -070
I - B " 0.80 r "

a - 0.05 - 0.05
c - 0.5g (from Equation 6.6)

3. Using Equation 6.3 and the appropriate values of Z¢ from Table
6.1:

(1.645 + 0.842) z
N-

12"0.59(1 - 0.59)(0.70 - 0.5)z(1 - 0.05)

0.110

- 56.07

Using Equations 6.4 and 6.5:

m - 0.59*56.07 - 33.1 or 34

n1 . nz - 0.41"56.07 - 22.99 or 23

4. Conclusions:
q

34 samples need to be collected in the reference area and 23
samples need to be collected in each of the cleanupunits.
This document recommendscollectingsamples from a random-start
equilateraltriangulargrid.
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6.2.2 Hethods for Determining Pr

A valueof the probabilityP. must be specifiedwhen Equation6.3 is
used to determineN. However,it inaybe difficultto understandwhat a
specificvalueof P.reallymeans in termsof the differencesin the
distributionsof measurementsin the referenceareaand the cleanupunits.

• Two waysof alleviatingthisproblemarediscussedbelow.

• 6.2.2.1 The OddsRatio, d, Usedto Determine a Value of Pr

Rather than specify Pr' it may be easier to understand a value of the
odds ratio, d, where

ii i i ii i i ii ii i ,,

Pr (6.8)
d -

1 - Pr

probabilitya measurementfrom the cleanupunit
is largerthan one fromthe referencearea

t , , ,,,

probabilitya measurementfrom the cleanupunit
is smallerthan one fromthe referencearea

ii iii i i i,

For example,we mightwant to havea specifiedpower1 - B that the WRS
testwill indicatethe cleanupunit needsadditionalremedialactionwhen
d = 2, i.e.,when the probabilitya measurementobtainedat randomfrom the
cleanupunit is largerthanone from the referenceareais twiceas largeas
the probabilityit is smallerthan an observationfromthe referencearea.
Once a valueof d is specified,Pr is easilyobtainedusingthe equation

i ii

(6.9)
• d

Pr
l+d

i i i i

This valueof Pr is thenused in Equation6.3 to determineN.

Some valuesof P_for selectedvaluesof d are givenin Table 6.3, as
determinedusingEquation6.9.
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TABLE 6.3. Values of P_ for Selected Values of the Odds Ratio d
(Equation6_.9)

d Pr d Pr

1.2 0.55 5 0.83
1.5 0.60 6 0.86
Z _ 0.67 10 0.91
3 0.75 20 0.95
4 0.80 100 0.99

I

6.2.2.2 The Amount of Relative Shift, A/o, Used to Determine a
Value of Pr

Rather than specify P. directly or by first specifying d, one could
think in terms of the amount of relative shift, A/G, in the cleanup-unit
distributionto the right (to higher values) of the referencedistribution
that is importantto detect with specifiedpower 1 - 6. Then, if the
measurementsof the pollutionparameterin both the referencearea and the
cleanup units are normallydistributedwith the same standarddeviation,=,
this A/a can be transformedinto the equivalentvalue of Pr using the equation

i iu, i,

Pr " ¢(0.707A/G) (6.10)

where

¢(O.707A/G) = probabilitythat a measurementdrawn at random from a
normal distributionwith mean 0 and standarddeviation 1
will be less than 0.707A/o.

The probability¢(0.707A/o)is determined from Table A.I in Appendix A. This
value of ¢, i.e., of Pr' can then be used in Equation6.3 to determineN.

For example, supposethe measurementsof a pollutionparameter in the
reference area and cleanup unit are both normallydistributedwith the same
standard deviationo = I ppm. Further, supposethe cleanup-unitdistribution
is shifted to the right of the reference-areadistributionby the amount A = 2
ppm. (This example is illustratedin Figure 6.1.) Then A/o = 2, Equation
6.10, and Table A.1 give

Pr = ¢(0.707"2/1) = ¢(1.414) = 0.921

Some values of Prcomputed using Equation 6.10 for selectedvalues of A/G are
given in Table 6.4.
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FIGURE6.1,.Illustrationof When the Distributionof Measurements
for a PollutionParameterin the RemediatedCleanupUnit
is ShiftedTwo Unitsto theRightof the ReferenceArea
Distributionfor that PollutionParameter.

6.11



. +

TABLE 6.4. Values of PrComputed Using Equation6.10 when the Reference-Area
and Cleanup-UnitMeasurementsare Normally Distributedwith the
Same StandardDeviation,a, and the Cleanup-UnitDistribution is
Shifted an AmountA/a to the Right of the ReferenceArea
Distribution

Pr . l,X/a Pr A/a

0.50 0.00 0.80 1.19
0.50 0.18 0.85 1.47
0.60 0.36 0.90 1.81
0.65 0.55 0.95 2.33
0.70 0.74 0.99 3.29
0.75 0.95

It is also possibleto determine N using Figure 6.2 once a value of Pr
has been determined. However,Figure 6.2 may be used only for the special
case of m = n for when both the reference-areaand cleanup-unitmeasurements
are normally distributedwith the same a. lP Figure 6.2 is used when c is not
equal to i/2, the value of N obtained from that figure must be multiplied by
the factor

o.25 (6.zz)
F II , ,,

c (I-c)

In summary, the procedurefor determiningPr and then N when the
reference-areaand cleanup-unitdistributionsare both normalwith the same
standarddeviBtion a is:

1. Specifythe amountof shift in units of standard deviation,A/a, that
must be detected with power I - B.

2. Use the ratio A/a, Equation 6.10, and Table A.1 to determinePr"

3. Use Pr in Equation6.3 or Figure 6.2 to determine N.

4. If Figure 6.2 is used and c is not equal to I/2, then multiply the N
obtained from Figure6.2 by the factor F (Equation6.11) to determine
the required N.

This procedure is illustratedin Box 6.3 and Box 6.4 when Figure 6.2 is
used to determine N.
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FIGURE6.2. Power (1 - 8) of the Wilcoxon Rank SumTest when
n = m or the Distribution of Measurements for a
Pollution Parameter in the Reference Area and

" Remediated Cleanup Unit are Both Normally
Distributed with the Same Standard Deviation, G.

6.3 Procedure for Conducting the gtlcoxon Rank SumTest,

For each cleanup unit and pollution parameter, use the following
procedure to compute the WRStest statistic and to determine on the basis of
that statistic if the cleanup unit being compared with the reference area has
attained the reference-area standard. This procedure is illustrated in Box
6.5 and Box 6.6.

1. Collect the m samples in the reference area and the n samples in the
cleanup unit (m + n = N).
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2. Measure each of the N samples for the pollutionparameterof interest.

3. Consider all N data as one data set. Rank the N data from 1 to N; that
is, assign the rank I to the smallestdatum, the rank 2 to the next
smallest datum,...,and the rank N to the largest datum.

4. If several data are tied, i.e., have the same value, assign them the
midrank, that is, the average of the ranks that would otherwisebe
assigned to those data.

5. If some of the reference-areaand/or cleanup-unitdata are less-than
data, i.e., data less than the limit of detection,consider these less-
than data to be tied at a value less than the smallestmeasured
(detected)value in the combined data set. Assign the midrank for the
group of less-thandata to each less-thandatum. For example, if there
were 10 less-thandata among the referenceand cleanup-unit
measurements,they would each receive the rank 5.5, which is the average
of the ranks from I to 10. The assumptionthat all less-than
measurementsare less than the smallestdetected measurementshould not
be made lightly becauseit may not be true for some pollution
parameters,as pointedout by Lambertet al. (Iggl). However, the
developmentof statisticaltesting proceduresto handle this situation
are beyond the scope of this document.

" The above procedureis applicablewhen all measurementshave the same
limit of detection. When there are multiple limits of detection,the
adjustmentsgiven in Millard and Deveral (1988)may be used.

Do not compute the WRS test if more than 40% of either the reference-
area or cleanupunit measurementsare less-thanvalues. However, still
conduct the Quantiletest described in Chapter 7.

6. Sum the ranks of the n samples from the cleanup unit. Denote this sum

by Wr,.

7. If both m and n are less than or equal to 10 and no ties are present,

conduct the test of Ho versus H_ (Equation6H.o21)l by comparingfW_ to t,eappropriatecriticalvalue in Table A.5 in ander and Wol '(1973).
Then go to Step lZ below.

8. If both m and n are greater than 10 go to Step 9. If m is less than 10
and n is greaterthan 10, or if n is less than 10 and m is greater than
10, or if both m and n are less than or equal to 10 and ties are
present, then consulta statisticianto generate the required tables.

9. If both m and n are greater than 10 and ties are not present, compute
Equation 6.12 and go to Step 11.

I
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BOX6.3

EXAHPLE6.3

USINGFIGURE6.2 TO CONPUTETHENUHBEROF SANPLESNEEDEDFOR
• THEWILCOXONRANKSUNTESTE"rlENONLYONECLEANUPUNIT MILL BE

COMPAREDWITHTHEREFERENCEAREA

' 1. SLate the question:

How many samplesare requiredto testH_ versusHa (Equation
6.2) usingthe WRS test with powerO.70=whenwe requirea
Type I errorrateof = = 0.05 andwhen A/a - 0.95,i.e.,
when Pr = 0.75 (fromTable6.4)? Assumethe reference-area
and cleanup-unitdlstributionsare normalwith the sameG.
Supposewe expectabout10% of the data to be missingor
unusable.

2. Specificationsgivenin the question.

1 - B = 0.70 A/a = 0.95
a = 0.05 R = 0.10
c = 0.50 (fromEquation6.6)

3. From Figure6.2, usingthe linefora = 0.05 and 1 - B = 0.70,
which is the secondlightline fromthe left,at the point
Pr = 0.75 gives

N = 25

which is dividedby 1 - R = 0.90to obtainthe finalN = 27.7
or 28.

4. Then,m - n = 0.5*28= 14,whichare the sameresultsobtained
in Box 6.1 usingEquation6.3.
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BOX6.4

EXAHPLE6.4

USING FIGURE6.2 TO COHPUTETHE NUMBEROF SAMPLESNEEDEDFOR THE
WILCOXONP,_K SUMTEST WHENTWOCLEANUPUNITS WILL BE COHPARED

'"WITH THE REFERENCEAREA

1. State the question:

How many samplesare required to test HaversusH,using the WRS
test with power 0.80 when we require a Type I error rate of
= 0.05, and when A/_ = 0.74 or P_ = 0.70 (from Table 6.4)?

We assume the reference-areaand t_e two cleanup-unit
distributionsare normal with the same a. Suppose we expect
about 5% of the data to be missing or unusable.

2. Specificationsgiven in the question:

I - B = 0.80 A/a = 0.74
= 0.05 R = 0.05

c = 0.59 (from Equation6.6)

3. From Figure 6.2, using the line for _ = 0.05 and 1 - B = 0.80,
which is the third light line from the left, at the point

Pr = 0.70 gives N = 53.

4. Compute the product FN, where F is computed using Equation
6.11.

F = 0.25/(0.59"0.41) = 1.033.

FN = 1.033"N - 1.033*53 - 54.75.

5. Compute FN/(1-R)to obtain the final N.

FN/(1-R) = 54.75/0.95= 57.63.

6. Compute m- cN and n = (1-c)N.

m - 0.59"N = 0.59"57.63 = 34.002 or 35
nz - nz = 0.41"N = 0.41"57.63 = ?.3.63 or 24
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w. - n(N+ 1)/2 (6.12)
Irs mm

[mn(N.1)/12] 1/2

v

I0. If bothm and n are greaterthan I0 and tiesare present,cOmpute
i i iii i w ,,,,

Wrs- n(N+l)/2 (6.13)
7r5 "

g I/2
{ (nra/12)[ N+I- _. tj(tjz-1)/N(N-1)]}

j=l

whereg is the numberof tiedgroupsandtj is the numberof tied
measurementsin the jth group.

11. RejectH. (cleanupstandardattained)and acceptH. (cleanupstandard
not attained)if Zrs(fromEquation6.12or 6.13,_hicheverwas used)is
greaterthan or equalto Z,_,,whereZ1_(from TableA.I) is the value
that cuts off I00o_of the'u-ppertail'ofthe standardnormal
distribution.

12. If Ho is not rejected,conductthe Quantiletest (Chapter7). Also,
compareeachmeasurementfromthe cleanupunitto the hot measurement
value,Hm. If any measurementexceedsH_,,then additionalremedial
actionis neededat leastlocally(seesection4.4.3).

In Example6.5 (Box6.5),theWRS test indicatedthe cleanupunithad
not attainedthe cleanupstandardof P = I/2. This test resultoccurred
becausemost of the smallrankswere f_r the referencearea and most of the
largerankswere for the cleanupunit. Hence,Wrswas largeenoughfor Ho to
be rejected.

• In Example6.6 (Box6.6),theWRS test indicatedthat the H: Pr= 1/2
cannotbe rejectedeventhough14 cleanup-sitemeasurementsexcee_ledthe
largestreference-areameasurement.In thisexample,the WRS testdid not

• rejectH.becausethe reference-areameasurementsfell in the middleof the
distributionof the cleanup-unitmeasurements.Hence,the cleanupunit had
smallas well as largeranksso thatWr,was not largeenoughto rejectHo.
This exampleillustrateswhy it is nece'ssaryto alsoconductthe H_ (hot-
measurement)comparison(Section4.4.3)and the Quantiletest (Cha_ter7).
Example6.6 also illustratesthe need to havestatisticalsoftwareto compute
the WRS testwhen the numberof measurementsis large. Hand calculations
becometediousand proneto error.
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Examples6.5 and 6.6 illustratethat the WRS test can be conductedeven
when less-thandata are present. As a generalguideline, the WRS test should
not be used if more than 40% of either reference-areaand cleanup-unit
measurementsare less-thandata. However, the Quantiletest (Chapter7) can
still be used in that situation.

6.4 The Two-Sample t Test

If the distribution of measurements for both the reference area and the
cleanup unit are normally (Guassian) distributed and if no measurements are
below the limit of detection, then the two-sample t test (Snedecor and Cochran
1980, pp. 89-98) could be used in place of the WRStest. However, the WRS
test is preferred to the t test because it should have about the same or more
power than the t test for most types of distributions. Lehmann(1975, pp. 76-
81) compares the power of the WRStest and the two-sample t test when no
measurements below the limit of detection are present. Helsel and Hirsch
(1987) discuss the power of the WRStest when data less than the limit of
detection are present. Further discussion of power is given here in Chapter
7.

6.5 SunBary

This chapter describes and ill ustrates how to use the Wilcoxon Rank Sum
(WRS) test to evaluate whether a cleanup unit has attained the reference-based
cleanup standard. The WRStest is used to decide whether to reject

Ho: The remediated cleanup unit has attained the reference-based
cleanup standard

and accept

Ha: The remediated cleanup unit has not attained the reference-based
cleanup standard

The number of samples required for the WRStest may be determined using
Equations 6.3, 6.4, and 6.5. The allocation of samples to the reference area
and the cleanup unit can be approximated using Equation 6.6 or 6.7. Equation
6.6 is used if the standard deviations of measurements in the reference area
and the apglicable cleanup unit are equal. Equation 6.7 is used for the
unequal case.

The number of samples may also be obtained using the curves in Figure
6.2 for the special case of m = n if the reference-area and cleanup-unit
measurementsare normally distributedand each distributionhas the same
standard deviation,a.

A value for the parameterP,must be specifiedin Equation6 3 to
determine the required number of samples. Three ways of specifyingthis value

of Pr are provided-

• direct specificationof a value of Pr
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• by firstspecifyingthe odds ratio,d, and convertingd to Pr using
Equation 6.9

• by first specifying the amountof relative shift, A/G, in the
distribution of cleanup-unit measurementsto the right of the reference-
area distribution, and then using Equation 6.10 to determine Pr"

a

The WRStest statistic is computedusing Equation 6.12 or 6.13.
Equation 6.13 is usedwhentied measurementsare present.

If someof the reference-area and/or cleanup-unit measurementsare less-
than data, the WRStest can still be computedby considering these less-than
data to be tied at a value less than the smallest measuredvalue in the
combineddata set. The WRStest shou]d not be computedif more than 40% of
either the reference-area or cleanup unit measurementsare less-than values.
However, the Quantile test described in Chapter 7 can still be conducted.

The two-Sample t test can be used in place of the gRStest if the data
are normally distributed and if no measurementsare below the limit of
detection.
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BOX6.5

EXAMPLE6.5

TESTINGPROCEDUREFORTHEWILCOXONRANKSUMTEST

I. Supposethat the numberof sampleswas determined using the
specification in Example1 (Box 6.1), namely,

e

1 - B -0.70
= =0.05
c - 0.50

PR" 0.75r .. 0.10

For these specifications we found that m - n - 14.

2. Rank the reference-area and cleanup-unit measurementsfrom 1 to
28, arranging the data and their ranks as illustrated.
Measurementsbelow the limit of detection are denoted by ND and
assumedto be less than the smallest value reported for the
combineddata sets. The data are lead measurements(n_j/Kg).

.Referent;@Area CleanupUnit
Data _ _ Rank

ND 3 ND 3
ND 3
ND 3
ND 3
39 6

48 7
49 8

51 9
53 I0
59 11
61 12
65 13
67 14
70 15
72 16
75 17

m

Continued on next page
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BOX 6.5 (Conti nued)

Eteference Area Cleanuo Unit
Data Rank Data Rank

• 80 18
82 19
89 20

• 100 21
150 22
164 23
193 24
208 25
257 26
265 27
705 28

Wr_ " 272

3• The sum of the ranks of the cleanup unit is

- 3 + 7 + 27 + 28- 272
Wr$ • • , ,

4. Compute Zr.using Equation6.13 becauseties are present• There
are t - 5"'tiedvalues for the g - I group of ties (ND values).
We obtained-

272- 14(28 + 1)/2
Zr $ I

69
- - 3.18

21.704

5. From the standard normal distribution table (Table A.1) we find
that Z. ~- 1.645 for e-0.05 (_-0.05, the Type I error rate
for th_test, was specified in Step 1 above). Since
3.18 > 1.645, we reject the null hypothesisHo- Pr = 1/2 and

" accept the alternativehypothesisHa: Pr > I/2.

6. Conclusion:

The cleanup unit does not attain the cleanup standardof
Pr" I/2.
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BOX6.6

EXAMPLE6.6

TESTING PROCEDUREFOR 114EWILCOXONRANKSURTEST

This example is based on measurements of 1,2,3,4-Tetrachlorobenzene
(TcCB) (ppb) taken at a contaminated site and a site-specific
reference area. There are m - 47 measurements in the reference area
and n - 77 measurements in the cleanup unit for a total of 124
measurements. Although the samples were not located on a triangular
grid, we shall assume here that the data are representative of the
two areas. Although m and n were not determined using the procedure
described in this document, i.e., by specifying values for e, 1 -B,
c, P_, and R, the data are useful for illustrating computations. We
shal_ set the Type I error rate, u, at 0.05.

1. Rank the reference-area and cleanup-unit measurements from 1 to
124.

ReferenceArea Cleanup Unit
Rank Data tj

ND I
0.09 2.5 2
0.09 2.5
0.12 4°5 2
0.12 4.5
0.14 6
0.16 7
0.17 9 3
0.17 9
0.17 9
0.18 11
0.19 12
0.20 13.5 2
0.20 13.5
0.21 15.5 2
0.21 15.5

0.22 18.5 0.22 18.5 4
0.22 18.5
0.22 18.5

0.23 21.5 0.23 21.5 2
e

Continued on next page
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Boxe.e (CONTZNUED)

Reference Are_ Cleanup Unit

0.24 23
" 0.25 25.5 4

_: 0.25 25.5
0.25 25.5

" 0.26 28.5 0.26 28.5 2
0.27 30
0.28 32.5 0.28 32.5 4
0.28 32.5 0.28 32.5

0.29 35.5 0.29 35.5 2
0.31 37

0.33 39.5 0.33 39.5 4
0.33 39.5
0.33 39.5 3

0.34 42.5 0.34 42.5 2
0.35 44

0.38 46.5 0.37 45
0.39 49 0.38 46.5 2
0.39 49 0.39 49 3

0.40 51
0.42 52.5 2
0.42 52.5
0.43 55 0.43 55 3

0.43 55
0.45 57
O.46 58

0.47 5g
0.48 61 0.48 61 3

0.48 61
O.49 63

0.50 64.5 2
0.50 64.5

• 0.51 67 0.51 67 3
0.51 67

0.52 69
- 0.54 70.5 0.54 70.5 2

0.56 72.5 2
0.56 72.5

Continued on next page

6.23



Boxe.e (CONTZNU)

Reference Are__a Cleanup Unit
Rank Data Rank tj

0.57 74.5
0.57 74.5
0.60 7G.5 0.G0 76.5 2

0.61 78

0.62 79.5 0.62 79.5 2 "
0.G3 81
0.67 82
0.69 83
0.72 84

0.74 85 0.75 86

0.76 87

0.79 88
0.81 89
0.82 90.5 0.82 90.5 2

0.84 92 0.85 93
,3"_

.. 0.89 94 0.92 95
0.94 9G
1.05 97
1.10 98.5 2

.... 1.10 98.5

. 1.11 100
1.13 101
1.14 102.5
1.14 102.5

1.19 104

1.20 105 1.2?. 106

1.33 107.5 1.33 107.5 2
1.39 109.5 2
1.39 109.5
1.52. 111
1.53 112
1.73 113

Continuedon next page
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BOX6.6 (CONTINUED)

Reference Are_ Cleanup,, Unit,
Dat___!a Rank. Data Ran___kk tj

2.35 114
2.46 115

• 2.59 116
2.61 117
3.06 118

" 3.29 119
5.56 120
6.61 121

18.40 122
51.97 123

168.64 124

Wr, = 4585

2. The sum of the ranks of the cleanupunit is

Wr,- I + 2.5 + 2.5 ... + 123 + 124 = 4585.

Note: If the ranks assigned to the m samples from the reference
area are summed and denoted by Wrb,then

Wrb+ Wr,= N(N + 1)/2.

In this example it is less effort to calculateWrb and compute

Wr, ==N(N + I)/2 - Wrb" 124"125/2- 3165

= 4585

rather than compute Wrsdirectly as was done above.

3. Compute Zrs using Equation 6.13. There are g - 30 groups of ties:
21 groups with t 4 = 2; 5 groups with tj = 3; and 4 groups with
tj = 4. Therefore,

, Number of Productof Column 2

tj Groups tj(tjz -I) and Column 3

• 2 21 6 126
3 5 24 120
4 4 60 24..__0

Sum = 486

Continuedon next page
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BOX6.6 (Conl:inued)

Therefore, _ tj(tj z - 1)/2 - 486. Therefore,

4585- 771124+ 1)/2

Zrs " { (77.47/12)[ 124+ 1 . 486/(124(124.1))I }1/2

-227.5
_mm

194.13

- -1.17

4 From Table A.1 we find that Z... - 1.645. _ince -1.17 is not
• . U,_Oo L

greater than 1.645, we canno¢ re3ec_ the null hypothesis
Ho: Pr" 1/2.

5. Conclusion: There is no statistical evidence that the cleanup
unit has not attained the cleanup standard of Pr " 1/2.

6. Conduct the Quantile test (conducted in Box 7.5, Chapter 7).

7. Determine if and measurements are greater than H_. If so,
additional remedial action is required at least locally around
the sampling locations for those samples.
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CHAPTER7. qUANTILETEST

In this chapterwe showhow to use the quantiletest (Johnsonet al.
1987)to decideif the cleanupunit has attainedthe reference-basedcleanup
standard. As indicatedinrChapter6, we recommendthatboth the WRS test and
the Quantiletest,as well as the hot-measurementcomparison(Section4.4.3),

" be performedfor each cleanupunit. If one or more of thesetestsrejectsthe
null hypothesis(thatthe cleanupstandardis achieved)for a givencleanup
unit,thenthe site-specificreference-basedcleanupstandardhas not been
attainedfor that unit. The Quantiletest is more powerfulthan the WRS test
for detectingwhen only one or a few smallportionsof the cleanupunit have
concentrationslargerthanthosein the referencearea. Also,the Quantile
test can be usedwhen a largeproportionof the data is belowthe limitof
detection.

.,

Briefly,the Quantiletest is performedby firstlistingthe combined
reference-areaand cleanup-unitmeasurementsfrom Smallestto largestas was
done for the WRS test (Chapter6). Then,amongthe largestr measurementsof
the combineddata sets,a countis made of the numberof measurements,k, that
are fromthe cleanupunit. If k is sufficientlylarge,thenwe concludethat
the cleanupunit has not attainedthe reference-areacleanupstandard.

In Section7.1, the null and alternativehypothesesthat are usedwith
the Quantiletest are definedand illustrated.In Section7.2 we describeand
illustratehow to use a tablelook-upprocedureto determinethe numberof
samplesand to conductthe testfor the caseof equalnumbersof samplesin
the referencearea and the cleanupunit. A procedurefor conductingthe
Quantiletest for an arbitrarynumberof reference-areaand cleanup-unit
measurementsis givenin Section7.3. In Section7.4,we comparethe powerof
the WRS and Quantileteststo provideguidanceon whichtest is most likelyto
detectnon-attainmentof the cleanupstandardin varioussituations.A
summaryis providedin Section7.5.

7.1 Hypothesesand the CleanupStandard

As statedin Section2.2, the hypothesesused in this documentare:
b

Ho: Reference-BasedCleanup (7.1)
StandardAchieved

0

Ha: Reference-BasedCleanup
StandardNotAchieved

whereH is assumedto be true unlessthe test indicatesHo shouldbe rejected
in favor-of Ha.
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Whenusing the Quantile test, the above hypotheses are restated as:

Ho: e = 0, A/G = 0 (7.2)

Ha: • > 0, A/G > 0

where

= the proportion of the soil in the cleanup unit that has not been
remediated to reference-area levels

A/G = amount (in units of standard deviation, G) that the distribution
of 100_% of the measurements in the remediated cleanup unit is
shifted to the right (to higher measurements) of the distribution
in the reference area.

Please note that the relative shift, A/G, is also used for the HRS test
(Section 6.2.2.2). However, A/G for the HRStest is applicable to the entire
distribution of measurements in the cleanup unit rather than to only a
proportion • of the measurements.

The cleanup standard for the quantile test is the value of _ and A/G
given in the Ho. Hence, the cleanup standard is _ - 0 and _/G- 0, i.e., that
all the cleanup-unit soil has been remediated such that the distribution of
measurements for a given pollution parameter is the same in both the cleanup
unit and the applicable reference area. The cleanup unit has not attained the
reference-based cleanup standard for a given pollution parameter if any
portion of the soil in the cleanup unit has concentrations such that the
distribution of measurements for the unit is significantly shifted to the
ri._i)t of the reference-area distribution.

7.1.1 _xamples of Distributions

Figures 7.1 and 7.2 illustrate the distribution of measurements for a
hypothetical pollution parameter in a remediated cleanup unit and the
reference area to which lt is being compared. In Figure 7.1, ( - 0.10 and
A/G = 4, i.e., the measurements of the pollution parameter in
100¢% = 100(0.10)%- 10% of the cleanup unit have a distribution that is
shifted to the right of the distributionof that pollution parameterin the ,
reference area by A/G - 4 standard-deviationunits. As seen in Figure 7.1,
when A/G is this large, the distributionof measurementsfor the entire
cleanup unit has a distinctbimodal appearance. The Quantiletest has more
power than the WRS test for this situation.

In Figure 7.2, _ - 0.25 and A/G - 1, i.e., the measurementsin
I00(0.25)%- 25% of the cleanupunit have a distributionthat is shifted to
the right of that of the referencearea by A/a - I standard-deviationunit.
Figure 7.2 illustratesthat when _I/Gis small,the distributionof
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I_IGURE..7I. Hypothetical Distribution of Measurements for a Pollution
Parameter in the Reference Area and for a Reaediated
Cleanup Unit. _ = 0.10 and A/a = ¢ for the Cleanup Unit.
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r
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FIGURE 7.2. HypotheticalDistributionof Measurementsfor a Pollution
Parameterin the Reference Area and for a Remediated
CleanupUnit. ( = 0.21)and A/a - I for the Cleanup Unit.
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measurementsfor the entire cleanup unit does not have a bimodalappearance.
The WRS test has more power than the Quantiletest for this situation.

When ( = I, then the shape of the distributionof measurementsin the
cleanup unit is the same as that for the distributionin the reference area,
but the former distributionis shifted to the right by the amount A/a > O. In
that case, and more generallywhenever _ is close to I, the WRS test will have
more power than the Quantiletest.

7.2 Determining the Number of Samples and Conductingthe (luantileTest

The procedurefor determiningthe number of samplesand conducting the
Quantile test for a given pollutionparameter is describedand illustratedin
this section. This procedureuses Tables A.2, A.3, A.4, and A.5 in Appendix
A. These tables give the power of the Quantile and WRS tests to reject Ho for
different combinationsof e, (, A/a, m, and n for the specialcase of m = n.
(See Section 7.3 for unequalm and n.) The power requiredfor the Quantile
test is used to determinethe number of samplesneeded for the Quantile test,
as discussed below.

Tables A.2 throughA.5 were obtained using computer simulations(10,000
iterations)for the case where the residual contaminationis distributed at
ranaom throughout the cleanupunit. The reference-areaand cleanup-unit
measurementswere assumedto be normally (Gaussian)distributed. In reality,
of course, the measurementsmay net be Gaussian,and residualcontamination
may exist in local areas, strips, or spatialpatternsdependingon the
particularcleanup method that was used. Hence, the power results in Tables
A.2 throughA.5 are approximate,as are the number of samplesdetermined using
those tables.

The power of the WRS test in Tables A.2 throughA.5 is supplemental
informationthat may be comparedwith the power of the Quantile test to
determinewhich test has the most power for given parametervalues (=, (, A/a,
and m = n). See Section7.4 for discussion.

The procedure for using Tables A.2 throughA.5 to determinethe number
of required measurements(m = n) and to conductthe Quantiletest for each
cleanup unit and pollutionparameter is as follows:

1. Specify the Type I error rate, _, required for the test. The available
options in this document are _ equal to 0.01, 0.025, 0.05 and 0.10.

Note: Recall from Section4.6 that the selectedvalue of _ for the
Quantile test should be one half the Type I Error rate selected
for the combinedWRS and Quantiletests.

2. Specify the values of ( and A/a that are importantto detect.

3. Specify the requiredpower of the Quantiletest, i - {$,to detect the
specified values of ( and A/_.
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4. Use Table A.2, A.3, A.4 or A.5 as appropriate to determine mrc, r, and
k, where

mr= - numberof measurementsthat are neededfrom boththe reference
area and the cleanupunit to yieldthe requiredpowerfor the

. specified_ and A/a (mrc - n = m)

r = numberof largestmeasurementsamongthe N = 2mr_combined
. reference-areaand cleanup-unitmeasurementstheftmust be examined

k = numberof measurementsfromthe cleanupunitthat are amongthe r
Iargestmeasurements.

TableA.2 is used if = - 0.01was specifiedin Step I. TableA.3, A.4,
or A.5 is used if = = 0.025,0.05,or 0.10was specifiedin Step 1.

Note:The actual= levelfor the Quantiletest frequentlyis not equal
to the nominalspecifiedlevel. This discrepancy,whichis
usuallysmallenoughto be ignoredin practice,occurswhenever
thereare no valuesof r and k forwhichthe actual= levelwill
equalthe specifiedlevel. Forexample,supposethe desired
(specified)= levelis 0.01. Turningto TableA.2 we see that
when m = 10,r = 5, and k - 5, the actual= levelfor the
Quanti_Cetest is 0.015insteadof 0.01,a differenceof 0.005.
For othercombinationsof mr=, r, and k in TableA.2, the actual
levelfor the Quantiletest is usuallyslightlydifferentfrom the
nominal0.01,but the differencesare very small.

5. Compute
,, ,ui, i,ll

rare

mf -
I-R

- numberof samplesto collect
in boththe referencearea
andcleanupunit

ii, ll.i ii ,

whereR is the rateof missingor unusabledata that is expectedto
occur. (RecallfromSection3.10 that unusabledata are thosethat are
mislabeled,lost,heldtoo longbeforeanalysis,or do not meet quality
controlstandards.Notethatmeasurementslessthanthe limitof
detectionare "usable".)

6. Collectmf samplesin the referencearea andmf samplesin the cleanup
unitfor a totalof Nf = 2mlsamples.
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7. Measure each of the Ne samplesfor the requiredpollution parameter.

8. Order from smallestto largest the combinedreference-areaand cleanup-
unit measurementsfor the pollutionparameter. If measurementsless
than the limit of detectionare present in either the reference-areaor
cleanup-unitdata sets, consider them to have a value less than the rth
largestmeasured value in the combined data set (countingdown from the
maximum measurement)_. If this assumptionis not realistic,consult a
statistician.

Note: Recall that for the WR$ test (Section6.3), a more restrictive
assumptionwas necessary,i.e., that measurementsless than the
limit of detectionwere assumedto be less than the smallest
measured value in the combined data set. This assumptionfor the
WRS test can be relaxed for the Quantiletest because the latter
test only uses the r largestmeasurementsin the combineddata
set. If fewer than r measurementsare greater than the limit of
detection,then the Quantile test cannot be performed.

Note: The actual number of usable measurements(which includes
measurementsless than the limit of detection) from the reference
area and the cleanup-unitarea that are ordered in Step 8 may be
different from the m or mf becauseof missing or unusable
measurements. However,the values of r and k determined from
Table A.2, A.3, A.4 or A.5 in Step 4 can still be used to conduct
the test as long as the final number of usable measurementsin
each area does not differ from m by more than about 10%. If the
deviation is greaterthan 10% the testing procedurein Section 7.3
may be used.

9. If the rth largestmeasurement(countingdown from the largest
measurement)is among a group of tied (equal-in-value)measurements,
then increaser to includethe entire set of tied measurements. Also
increase k by the same amount. For example,suppose from Step 4 we have
that r - 10 and k - 7. Supposethe 7th through 12th largestmeasure-
ments (countingdown from the maximum measurement)have the same value.
Then we would increaser from 10 to 12 and increase k from 7 to 9.

By increasingk by the same amount as r we are assured that _ remains
less than the specifiedalpha. However, it is possible that a smaller
increase in k would result in larger power while still giving an _ that
was less than the specifiedalpha. The optimumvalue of k for a
selected r can be determinedby computinge using Equation7.3 (Section
7.3.2) for differentvalues of k. The optimumk is the largest k that
still gives a computed (actual)_ less than or equal to the specified _.

10. Reject Ho and accept He (Equation7.2) if k or more of the largest r
measurementsin the combinedreference-areaand cleanup-unitdata sets
are from the cleanup unit. As indicatedin Step 8 above, the Quantile
test uses only the largestr measurements_o that only r measurements
must be greater than the limit of detection. However, the full set of
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Nf samplesmust be collected and analyzed even though only the larges_ r
are actually used by the quantile test.

11. If Ho is rejected, the quantile test has indicated that the remediated
cleanup unit does not attain the reference-based cleanup standard

' (( - O, 6/a - O) a,,_that additionalremedialactionmay be needed.

If Ho is not rejected,conductthe WRS testand the hot-measurement(Hre)
" comparisan.

Examplesof this procedureare givenin Box 7.1 and Box 7.2. The
examplein Box 7.1 is for the case of relativelylarge( and smallA/a, i.e.,
when a largeportionof the remediatedcleanupunit is slightlycontaminated
abovethe reference-areastandard.The examplein Box 7.2 is for the case of
small( and largeA/a, i.e.,when a smallproportionof the cleanupunit is
highlycontaminatedrelativeto reference-areaconcentrations.

Note:The valuesof r andk used in TablesA.2 throughA.5 are not the
only valuesthatwill achievethe desireda levelfor the Quantile
test. Amongall combinationsof r and k that will achievean
leveltest,the combinationwiththe smallestvalueof r was
selectedfor use in the tables. This smallestvalueof r was
selectedbecauseit gave the highestpowerfor the Quantiletest.

7.3 Procedure for Conducting the quantile Test for an Arbitrary Numberof
Samples

In this sectionwe describehow to conductthe Quantiletest for an
arbitrary(notnecessarilyequal)numberof measurementsfromthe reference
area and the cleanupunit. A simplebut approximatetablelook-upprocedure
for conductingthe test is describedin Section7.3.1. An exactprocedure
that requirescomputationsis describedin Section7.3.2.

Recallthat in Section7.2 the requiredpowerof the Quantiletest was
used (in conjunctionwith specified=, ( and A/a)to determinem = n = m.c(as
well as r and k). However,in this sectionit is assumedthatthe data have
alreadybeencollectedand thereis no opportunityor desireto collect
additionaldata. Hence,thereis no opportunityto determinem and n on the
basisof requiredpower. The readeris cautionedthat conductingthe Quantile
test usingwhateverdata is availablemay yielda quantiletestthat has
insufficientpower. The main reasonfor includingSection7.3 in this
documentis to providea methodfor conductingthe quantiletestwhen m is not

" equalto n. Section7.3 wouldnot be neededif powertablessimilarto Tables
A.2 throughA.5 were availablefor when m is not equalto n.

7.3,1 Table Look-UpProcedure

A simpletablelook-upprocedurefor conductingthe Quantiletest whenm
and n are specifieda prioriis givenin thissection. It is assumedthat m
and n representativemeasurementshave beenobtainedfrom the referencearea
and the cleanupunit,respectively.The procedurein thissectionis
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BOX7.1

EXAHPLE7.1

NUHBEROFSAHPLESANDCONDUCTINGTHEQUANTILETEST
b

I. Statethe goal::

Supposewe wantto collectenoughsamplesto be ableto test
Ho: • - O, _k/a-0 versusHa: e > O, A/a > 0 usingthe quantile
test so thatthe test has an approximatepower(1 - B) of at
least0.70 of detectingwhen 40% of the remediatedcleanupunit
has measurementswith a distributionthat is shiftedto the right
of the reference-areadistributionby 1.5 standard-deviation
units. Supposewe requirea Type I errorrateof e - 0.05 for
the test andwe expectabout5% of the data to be missingor
unusable.

2. Specificationsgivenin the abovegoal statement:

a- 0.05 e - 0.4
I - B = 0.70 _k/_-1.5

R = 0.05

3. Using Table A.4 (since = - 0.05 was specified) we find by
examining the approximate powers in the body of the table
corresponding to &/_- 1.5 and ( - 0.40 that m = n - 50, r = 10
and k = 8. Hence, 50 usable measurementsare neededfrom the
reference area and from the cleanup unit.

The test consists of rejecting the Ho if k = 8 or more of the
r = 10 largest measurementsamongthe 100 measurementsare from
the cleanup unit.

4. Divide mr=- 50 by (1 - R) - 0.95 to obtain mf - 52.6, or 53.

5. Collect 53 samples in both the reference area and the cleanup
unit.

6. Orderthe 106measurementsfromsmallestto largest.Assumethat
measurementslessthanthe limitof detectionare smallerthan
the rth largestmeasuredvaluein the combineddataset (counting
down from the maximummeasurements).

Continuedon the nextpage.
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BOX7.1 (Conttnued)

7. If the rth largestmeasurement(countingfromthe largest
' measurement)is amonga groupof tied measurements,increaser

and k accordingl.yas illustratedin Step 9 of Section7.2.

8. Usingthesevaluesof r and k, and the valueof m and n,
computethe actuale levelof the Quantiletest usingEquation
(7.3). If the actuale levelis too far belowthe requireda
level (0.05in thisexample),decreasek by one and recompute
Equation(7.3). Continuein thisway to find the smallestk
for whichEquation(7.3)does not exceed0.05.

9. If the numberof usablemeasurementsin both the referencearea
and the cleanupunit is greaterthan (m - O.lOm)- 50 - 5 - 45,

then rejectHo and acceptHa_if k or more of the!argest10 ofthe m + n measurementsare-fromthe cleanupunit

10. If the numberof usablemeasurementsin eitherareais less
than 45, thenuse the testingprocedurein Section7.3.
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BOX7.2

EXANPLE7.2

NUHBEROF SAHPLESAND CONDUCTINGTHE QUANTILETEST

1. State the Goal:

Suppose we want to collect enough samples to be able to test
Ho: • - O, A/e = 0 versus Ha: e > 0, A/G > 0 using the
Quantile test so that the test has a power of at least 0.70 of
detecting when 10% of the remediated cleanup unit has
measurements with a distribution that is shifted Lo the right
of the background distribution by 4 standard-deviation units.
Suppose we specify ¢ - 0.05 and expect about 5% missing or
unusable data.

2. Specifications given in the goal statement:

= 0.05 e - 0.1
1 - 6 - 0.70 • &/_ - 4.0

R = 0.05

3. Using Table A.4 (since = = 0.05 was specified) we find by
examining the approximate powers in the body of the table
corresponding to e = 0.10 and A/G = 4.0 that m = 75,
r = 10 and k = 8. The testing procedure is to obtain 75 usable
measurements in both the reference area and the cleanup unit
and to reject the Ho and accept the Ha if k = 8 or more of' the
r - 10 largest measurements amongthe 150 usable measurements
are from the cleanup unit.

4. Divide mr= = 75 by 1 - R = 0.95 to obtain mf = 78.9 or 79.

5. Collect m_ .79 samples in both the reference area and thecleanup unit Suppose 2 reference-area and 3 cleanup-unit
samples are lost so that the number of usable measurements is
77 in the reference area and 76 in the cleanup unit.

Continued on the next page.
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BOX7.2 (Continued)

6. Use Equation (7.3) to compute the actual = level when m = 77,
' n = 76, r = 10, and k - 8 to make sure that the actual level is

close to the required value, 0.05. If the difference is too
large, change k by one and recompute _ using Equation (7.3).
Repeat this process until the actual _ level is sufficiently
close to the required level. ("Sufficiently close" is defined by
the user. )

7. Order the 153 measurements from smallest to largest. Suppose
there are no tied measurements.

8. Since fewer than 10% of the required 75 measurements were lost,
reject H. and accept H. if k (determined in Step 6 above) or more
of the l_rgest r = 10"of the 153 measurements are from the
cleanup unit.

7.11



approRimatebecause the Type I error rate, e, of the test may not be exactly
what is required. However,the differencebetween the actual and required
levels will usually be small. Moreover,the exact _ level may be computed as
explained in Section 7.3.2.

The testing procedureis as follows:
':

1. Specify the requiredType I error rate, e. The availableoptions in
this document are _ equal to 0.01, 0.025, 0.05 and 0.10.

2. Turn to Table A.6, A.7, A.8, or A.9 in Appendix A if _ is 0.01, 0.025,
0.05, or 0.10, respectively.

3. Enter the selectedtable with m and n (the number of reference-areaand
clean_p-unitmeasurements,respectively)to find

• values of r and k needed for the Quantile test

• actual e level for the test for these values of r and k Cthe
actual e may differ slightlyfrom the requirede level in Step 1)

4. If the table has no values of r and k for the values of m and n, enter
the table at the closesttabled values of m and n. In that case, the
level in the table will apply to the tabled values of m and n, not the
actual values of m and n. However,the _ level for the actual m and n
can be computed using Equation (7.3).

5. Order from smallestto largestthe combined m + n = N reference-areaand
cleanup-unitmeasurementsfor the pollutionparameter. If measurements
less than the limit of detectionare present in either data set, assume
that their value is less than the rth largest measuredvalue in the
combined data set of N measurements(countingdown from the maximum
measurement). If fewer than r measurementsare greaterthan the limit
of detection, then the Quantiletest cannot be performed.

6. If the rth largestmeasurement(countingdown from the maximum
measurement)is among a group of tied (equal-in-value)measurements,
then increase r to includethat entire set of tied measurements. Also
increase k by the same amount. For example, supposefrom Step 3 we have
r = 6 and k J 6. Supposethe Sth through Sth largestmeasurements
(countingdown from the maximum measurement)have the same value. Then
we would increaseboth r and k from 6 to 8. (See the note in Step 9 of
Section 7.Z.)

7. Count the number,k, cf i,easurementsfrom the cleanupunit that are
among the _ largestmeasurementsof the ordered N measurements,where r
and k were determinedin Step 3 (or Step 6 if the rth largest
measurement is among a group of tied measurements).

8. If the observed k (from Step 7) is greater than or equal to the tabled
value of k, then reject Ho and concludethat the cleanupuni has not
attained the refe;'encearea cleanupstandard (( --0 and A/a t=0).
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9. If Ho is not rejected,thendo the WRS test and comparethe hot-
measurementstandard,H_, (seeSection4.4..3)with measurementsfrom the• BI

remediatedcleanupunlt. If theWRS test indicatestheHa shouldbe
rejected,then additionalremedialactionmay be necessary. If one or
more cleanup-unitmeasurementsexceedH_,then additionalremedial

, actionis needed,at leastin the local_area(seeSection4.4.3).

This procedureis illustratedwith an examplein Box 7.3.

7.3.2 Computational Method

A method for conducting the Quantile test that provides a way of
computingthe actuala levelthat appliesto the test is givenin this
section. This procedureallowsone to changer and k so thatthe actualand
required= levelsare sufficientlyclosein value(see Step4). The first
threestepsbeloware the same as in Section7.3.1.

I. Specifythe requiredType I errorrate,=. The availableoptionsin
this documentare= equalto 0.01,0.025,0.05 and 0.10.

Z. Turn to TableA.6,A.7, A.8, or A.9 in AppendixA if = is 0.01,0.025,
0.05,or 0.10,respectively.

3. Enterthe selectedtablewith m and n (thenumberof reference-areaand
cleanup-unitmeasurements,respectively)to find

• valuesof r andk neededfor the Quantiletest

• actual= levelfor the test forthesevaluesof r and k.

4. If the tablehas no valuesof r and k for the valuesof m and n in Step
3, enterthe tableat the closesttabledvaluesof m and n. The _ level
given in the tablealongwith r andk appliesto the tabledvaluesof m
and n ratherthanto the actualvaluesof m and n. Computethe actual
levelof _, i.e.,that levelof = thatcorrespondsto the actualm and
n:

i

ActualType I Error

" _: n-i i I
i=k __

OI

(m'"l
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BOX7.3

EXAHPLE7.3

TABLE LOOK-UPTESTINGPROCEDUREFORTHE QUANTILETEST

1. We illustrate the quantile test using the lead measurements
listed in Box 6.5 (Chapter6). There are 14 lead measurements in
both the referencearea and the cleanup unit. Supposewe specify
a = 0.05 for this quantile test.

2. Turn to Table A.8 (becausethe table is for e = 0.05). We see
: that there are no entries in that table for m = n = 14. Hence,
we enter the table with n = m = 15, the values closestto 14.
For n = m = 15 we find r = 4 and k = 4. Hence, the test consists
of rejecting the Ho if all 4 of the 4 largest measurementsamong
the 28 measurement_are from the cleanupunit.

3. The N - 28 largestmeasurementsare ordered from smallestto
largest in Box 6.5.

4. From Box 6.5, we see that all 4 of the r = 4 largestmeasurements
are from the cleanupunit. That is, k = 4.

5. Conclusion:

Because k = 4, we reject the Hoand conclude that the cleanup
unit has not attainedthe cleanup standardof _- 0 and
A/a - O. The Type I error level of this test is approximately
0.05.

Note: The exact Type I error level,e, for this test is not given
in Table A.8 becausethe table does not provider, k, and
for m = n - 14. However,the exact a level can be computed
using Equation(7.3) in Section7.3.2.
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where m and n are the actual number of reference-area and cleanup-unit
measurements,r and k are from Step 3 above, and

. al,

al a'*(a-l)*(a-2)*."2"I

where a! is called "a factorial".

Note: If Equation (7.3) is calculatedusing a hand calculator, use the
calculationprocedureof multiplyingfractions illustratedin
Examples 7.4 and 7.5 (Boxes 7.4 and 7.5) to guard against
calculatoroverflow. Factorialscan be evaluated with the help of
tables of the logarithmsof factorialsfound in, e.g., Rohlf and
Sokal (1981) and Pearsonand Hartley (1962). To avoid tedious and
error-pronecalculations,it is best to use computer software to
computea, especially if k is substantiallyless than r. Examples
of commerciallyavailablestatisticalsoftware packages are SAS
(1990),Minitab (19g0)and SYSTAT (Ig90).

If the computed actual e [Equation(7.3)] is sufficientlyclose to the
required e level, go to Step 5. If not, increase and/or decrease r
and/or k by one unit and recomputethe actual _ [Equation (7.3)] in an
attempt to find an actual_ that is sufficientlyclose to the required
e. On the basis of these computations,select the values of r and of k
that give an actual _ level closest to the required e level. Note that
since r and k are discretenumbers, it is nearly impossible for the
actual _ level to exactlyequal the required level.

5. Order from smallest to largest the combinedm + n - N reference-areaand
cleanup-unitmeasurementsfor the pollutionparameter. If measurements
less than the limit of detection are present in either the data sets,
assume that their value is less than the rth largest measured value in
the combined data set of N measurements(countingdown from the maximum
measurement). If fewer than r measurements(from Step 3 or 4) are

• greater than the limit of detection,then the Quantile test cannot be
performed.

• 6. If the rth largestmeasurement (countin_down from the maximum
measurement) is among a group of tied (equal-in-value)measurements,
then increase r to includethat entire set of tied measurements. Also
increase k by the,same _,-,ount.For example, suppose from Steps 3 or 4
we have r - 6 and k - 6. Suppose the 5th through 8th largest
measurements (countingdown from the maximummeasurement)have the same
value. Then w_ would increaseboth r and k from 6 to 8.
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7. Countthe number,k, of measurementsfromthe cleanupunitthat are
amongthe r largestmeasurementsof the orderedN measurements,wherer
was determinedin Steps3 or 4 (orStep6 if the rth largestmeasurement
is amonga groupof tiedmeasurements).

8. If r S 20, go to Step9. If r > 20, go to Step 10.

Note:Ratherthan us_ steps9 through13 belowto determinewhetherto
rejectthe Ho,one can use the simplerprocedurein steps7
through9 in Section7.3.1. However,Equation(7.4)or Equation
(7.5)can be usedto computeP (definedbelow). Reportingthis
P levelprovidesmore informationthanjust a "rejectHo"or "do

Nnot rejectHa statement

9. Computethe probability, P, of obtaininga valueof k as largeor
largerthan the observedk if, in fact,the Ho [Equation7.2)]is really
true,i.e.,if all of the soil in the cleanupunit has reallybeen
remediatedto reference-arealevels:

(7.4)

z: n- i
i=k

p

(ro+n)n

wherem and n are the actualnumberof reference-areaandcleanup-l'nit
measurements,and r and k are fromStep3, 4, or 6.

Go to Step 11.

10. Use the followingprocedureto determinethe probability,P, of
obtaininga valueof k as largeor largerthan the observedk if the
nullhypothesis,Ha [Equation(7.2)]is reallytrue.

Compute

nr
XBAR =

m+n

= mean of the hypergeometricdistribution

[ mnr {m+n-r) ]1/2 (7.5)SD = (m+n)= (m+ n -I)

= standarddeviationof the hypergeometricdistribution,
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and

I k - 0.5 - XBAR

Z - L

• SD
i.":_ ii , i , ii , .-

EnterTableA.I with the computedvalueof Z to determineP, as
ilIustratedin Box 7.5.

11. RejectHo and acceptHa if P s actuale level. Do not rejectHo if
P > actuale level.

12. If HQ is rejected,concludethat the remediatedcleanupunit does not
attalnthe reference-areastandard(( = O, A/G = 0).

13. If Ho is not rejected,thendo the WRS test and comparethe hot-
measurementstandardHm (seeSection4.4.3)with the measurementsin the
remediatedcleanupuni't.If the WRS test is significant,then some type
of additionalremedialactionmay be needed. If one or more cleanup-
unit measurementsexceedH_,then additionalremedialactionis needed,
at leastin the localarea_(seeSection4.4.3).

The test proceduresin this sectionare illustratedin Boxes7.4, 7.5,
and 7.6.

7.4 Considerations in ChoosingBetweenthe Quantile Test and the Wilcoxon
Rank SumTest

This document recommendsthat both the WRSand Quantile tests be
conducted for each cleanup unit. In this section we compare the power of the
WRS and Quantileteststo provideguidanceon whichtest is most likelyto
detectnon-attainmentof the reference-basedstandardin varioussituations.
We also discussthe difficultyin practiceof choosingwhichtest to use,

• whichis the basisfor our recommendationto alwaysconductbothtests.

Figure7.3 showsthe powercurvesof theQuantileand WRS Testswhen
. _ = 0.05 and m = n = 50. The powercurvesof the Quantiletestare for when

r = 10 and k = 8. As seen in Figure7.3, the powerof each test increasesas
e or A/G increase. However,the increasein powerof the two testsoccursat
differentrates. Forexample,as indicatedin Table7.1 (fromFigure7.3),
the powerof 0.7 can be achievedfor severaldifferentcombinationsof A/a and
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TABLE 7.1 Some Values of A/G and e for Which the Power of the
0uantile Test and the WRS Test is 0.70 (from
Figure 7.3)

tk/G _ Test

•._

4.0 0.15 Quantile
0.22 WRS

3.0 0.16 Quantile
0.26 WRS

2.0 0.24 Quantile
0.30 WRS

1.5 0.35 WRS
0.36 Quantile

1.0 0.48 WRS
0.68 QuantiIe

0.5 0.89 WRS

The results in Table 7.1 show that when the area in the cleanup unit
with residual contaminationis small (e small) and the level of contamination
is high (A/a high), the Quantiletest has more power than the WRS test.
However, when the area with residualcontaminationis large ((large) and the
level of contaminationis small (Lk/_small),then the WRS test has more power
than the Quantile test. An examinationof TablesA.2 through A.5 will further
illustratethis effect. It shouldbe noted that when both the area and level
of residual contaminationis small,neither test will have sufficient power to
determine if the cleanup unit is not in complianceunless a very large number
of samples (m and n both over 100) are taken. If both the area and level of
residual contaminationis large,then both the Quantile and WRS tests have
sufficientpower to detect when the cleanup standardfor the cleanup unit has
not been attained.

The difficulty in choosingbetween the Quantile and WRS Tests is in
predictingthe size (() of the area in the cleanupunit that has
concentrations(A/_) greater than in the referencearea. If ( and A/_ cannot
be predicted accurately,then we recommendthat both tests be conducted.
(Recallthat the hot-measurementcomparisonin Section 4.4.1)is always
conducted.) However, it is importantto understandthat when both tests are
conducted on the same set of data, the overall_ level for the two tests
combined is almost double the _ level for each individualtest. For example,
if both the Quantile and WRS tests are conductedat the e - 0.05 _evel, the
combined e level is increasedto almost 0.10. This is the reasonwe recommend

.°
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that the overall _ level for both tests combinedshould first be specified.
Then both the WRS test and the Quantile test should be conductedat one-half
that overall_ level rate to achieve the desired overall _ level rate.

Rather than computingboth tests at the same : level, say : : 0.05,
which would achieve an overalle level of 0.10, we could use either the WRS
test or the Quantile test at the = : 0o10 level. The same overall_ level of
0.10 would be achieved in both cases. But, is the combined power of both
tests computed at the a - 0.05 level greaterthan the power of either test
conducted at the _ : 0.10 level? The answerto this question depends on
whether the most powerfulof the two tests is selected,which in turn depends
on whether enough informationabout ( and A/_ is available to select the most
powerful test.

..

As seen in Table 7.2 below, if the correct (most powerful)test is used
at the _ : 0.10 level, then the power of that test is greater than the
combined power of both tests conducted at the _ - 0.05 level. However, if the
incorrect (less powerful)test is used at the _- 0.10 level, then the power
of that test is less than the combined power of both tests when each test is
conducted at the _ _ 0.05 level. Hence, conductingboth tests guards against
using the wrong (less powerful)test. But, when informationabout ( and k/c
is availablefor selectingthe most powerfultest, the practice of conducting
both tests may decrease somewhatthe chancesof detecting non-attainmentof
the referance-basedcleanupstandard.

TABLE 7.2 Power of the QuantileTest and the WRS Test and for Both Tests
Combined when n - m I 50.

Combined Power When Power of Each
Each Test is Conducted Test Conducted

Correct k/a _ at _ I 0.05 at = = 0.I0
Test

Quantile WRS

WRS 0.5 1.0 0.7B6 0.486 0.877
Quantile ¢.0 0.2 0.931 0.9_q2 0.681

In conclusion:

• conductboth the Quantileand WR$ tests to guard againstusing the wrong
(less powerful) test

• if the expected size of ( and A/_ for the cleanup technologybeing used
is known, then an alternativestrategyis to

• use the Quantiletest in preferenceto the WRS test when it is
known that the cleanup technologyused at the site will result in
a small _ and a large A/_
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• use the WRS test in preference to the Quantile test when it is
known that the cleanup technologyused at the site will result in
a large ( and a small A/a.

We recommend using both tests at least until substantialpractical
• experience has been gained using the selectedcleanup technology.

7.5 Summary :

This chapter describesand illustrateshow to use the Quantile test to
evaluate whether a cleanupunit has attainedthe reference-basedcleanup
standard. The Quantile test is used to test

Ho: The remediated cleanupunit ha; attainedthe reference-basedcleanup
standard

versLis

Ha: The remediated cleanup unit has not attained the reference-based
cleanup standard

The number of samples required for the Quantile test can be determined
using Tables A.Z through A.5 in Appendix A, which give the power of the
Quantile test. These tables are for the case of equal number of samples in
the reference area and the cleanup unit, i.e, for m = n. Tables A.6 through
A.9 in Appendix A can be used to conduct the Quantile test when unequal
numbers of samples have been collected and a required power has not been
specified.

The Quantile test is more powerful than the WRS test at detecting when
small areas (() in the remediatedcleanup unit are contaminatedat levels
(A/a) greater than in the referencearea. Also, the Quantiletest can be
conducted even when a large proportionof the data set is below the limit of
detection. This document recommendsusing both the Quantile and WRS tests to
guard against a loss of power to detect when the reference-basedcleanup
standard has not been attained.
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BOX7.4

EXAHPLE7.4

COHPUTINGTHE ACTUALa LEVEL FORTHE QUANTILETEST
(CONTINUATIONOF EXAHPLE7.3)

I. In Example7.3 it was necessaryto enter Table A.8 with
m - n - 15 rather than the actual number of measurements

(m - n = 14). In Table A.8 for m- n - 15 we found r- 4, k = 4,
and a- 0.05. But this e level appliesto m- n - 15, not
m- n - 14. In accordwith Step 4 in Section 7.3 we can use

Equation (7.3) to computethe actualType I error level,e, of
the Quantile test conductedin Box 7.3.

2. Using m - n - 14 and r - k - 4 in Equation (7.3) we obtain

Actual Type I error level (_)

12 4 10 l

I.. I - ,,, i

14 14

14"13"12"11

28*27*26*25

14 13 12 11

28 27 26 25

• = 0.049

3. We see that the actuale level is 0.049, which is very close to
the required _ level of 0.05. Therefore,there is no need to
change the values of r and k from those determined in Table A.8
using m - n - 15. Hence, the Quantiletest procedurein Box 7.3
is appropriate.
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BOX7.5

EXAMPLE7.5

" CONDUCTINGTHE QU/UtTILETEST

1. In this example," we illustrate the procedures for the Quantile
• test discussed in Section 7.3.2. We use the TcCB (ppb)

measurements used in Box 6.6 (Chapter 6). There are m = 47
measurements from the reference area and n = 77 measurements from
the cleanup unit, for a total of N - 124 measurements. Suppose
we require that = - 0.01 for the Quanti'_e test, in which case
Table A.6 in Appendix A is used for the test.

2. Table A.6 has no tabled values of r, k, and = for m = 47 and
n = 77. Hence, the table is entered with m - 45 and n = 75, the
closest values to m and n that are found in the table. For
m = 45 and n = 75 we find that r = 9, k- 9, and = = 0.012.

3. The = level Of 0.012 in Step 2 above appliesto m = 45, m = 75,
r = k - 9 rather than to m - 47, n = 77, r = k = 9. The = level
associatedwith the Quantiletest for the latter set of
parameters is computed using Equation (7.3) as follows:

Actual Type I error level

,) (II)77 9 68 115!771
¢11 Ill ,, , III , ,,,, , ,,

77"76"...'69 77 76 69
- - - ---- *-----*...* -----= 0.0117 - 0.012

124"123"...'116 124 123 116
J

4. Hence, the actual a level for the Quantile test when m - 47,
n - 77, r- k - 9 is 0.012, which is very close to the required
level of 0.01. Therefore,we shall conduct the Quantile test
using r - k - 9 even though they were determined by entering
Table A.6 with m - 45 and n - 75.

Continued on the next page.
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BOX7.5 (Conti nued)

5. The 124 measurementsare ordered from smallest to largest in Box
6.6 in Chapter 6. The largest r = g measurementsare all from
the cleanup unit. That is k = g. Hence, the observed k and the
k from Table A.6 are both equal to 9.

6. Using Steps 7 through9 in Section7.3.1 we reject Ho and
conclude that the cleanupunit does not attain the reference-
based cleanup standard. Ho is rejectedbecause the observed k
and the k from Table A.6 are equal in value.

7. The value of P, the probabilityof obtaining a value of k as
large or larger than the observed k if the H_ is really true, is
computed using Equation(7.4). We see that _he computationsfor
Equation (7.4) are identicalto the computationsgiven above in
Step 3 for determiningthe actual= level. Hence, P = 0.012.
The values of P and the actual = level are equal becausethe
observed k and the k from Table A.6 were both equal to 9.

8. FollowingStep 11 in Section 7.3.2,we compare P with the actual
level Since P - actual = level,we reject Ho and conclude

that the cleanup unit does not attainthe reference-basedcleanup
standard (( = O, A/a = 0). As expectedthis conclusionis the
same as obtained in Step 6 above.

9. Note that for these same data, the WRS test did _ reject Ho
(see Box 6.6, Chapter6). The conclusionsfrom the WRS and
Quantile tests differ because the reference-areameasurements
fall in the middle of the distributionof the cleanup-unit
measurements. The WRS test has less power than the Quantile test
for this situation.
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BOX7.6

EXANPLE7.6

• CONDUCTINGTHE qUANTILE TEST WHENTIED DATAARE PRESENT

This example is based_'onmeasurements of 2-Chloronaphthalene(CNP)
• (ppb) taken at a contaminated site and a site-specific reference

area.

1. There are m - 77 measurements of CNP in the reference area and
n - 58 measurements in the cleanup unit for a total of 135
measurements. We specify = = 0.05.

2. Turn to Table A.8 and enter the table with m = 75 and n = 60,
the values closests to m = 77 and n = 58. We find that
r = 9, k = 7, and = = 0.05.

3. Before conducting the Quantile test, we need to look at the
data to see if there are tied valeus.

4. The largest 28 measurements in the combined reference-area and
cleanup-unit data sets are shown below. The data are ordereci
from lowest to highest values. The 9th largest measurement
(counting down from the maximum) is the 2nd in a group of 5
measurements with the same value (0.012 ppb). Hence, using
Step 6 in Section 7.3.2, 23 increase r from 9 to 12, and
increase k from 7 to 10.

Reference Cleanup Unit
Data Rank Data LRank
• • • •

• i • •O. 10 111 5 • .
0.10 111.5 . •
0.10 111.5 0.10 111.5
0.10 111.5 0.10 111.5
0.10 111.5 0.10 111.5

• 0.11 119.5 0.11 119.5
0.11 119.5 0.11 119.5
0.11 119.5 0.11 119.5
0.11 119.5 0.11 119.5
0.12 126 0.12 126
0.12 126 0.12 126

Continued on the next page

7.25



0

BOX7.6 (Continued)

Reference Area Cleanup Unit
Oat_.__aa Rank Dat____aRank

0.12 126
; 0.13 129

0.14 130.5
0.14 130.5

0.15 132
0.16 133

0.19 134
0.32 135

5. Now, calculatethe actual = level of the Quantiletest for
m = 77, n = 58, r = 12 and k - 10 to see if that level is
sufficientlyclose to the required0.05. ("Sufficientlyclose"
is defined by the user.) If not, decrease k by one and
recompute the actual e level using Equation (7.3). If
necessary, continue in thisway until the value of k gives an
actual e level that exceeds 0.05. Then increasek by 1.
Applying this processyielded the following results:

k__ Actual _ Level

10 0.00341
9 0.02025
8 0.0759

Therefore, we select k - g. Hence,the Quantile test will
consist of rejectingH, if 9 or more of the largest12
measurementsin the combined data sets are from the cleanup
unit. The actual= level test is for this test is e = 0.020.

6. The observed k from the above data is seen to be 8, which is
less than 9. Therefore,we cannotreject Ho. That is, we
cannot reject the hypothesisthat the cleanup unit has attained
the reference-basedcleanupstanaard.

Continued on next page.

7.26



BOX7.6 (Cont.inued)

• 7. We may use Equation (7.4) to computethe probability,P, of
obtaining a value of k as large or larger than the observed k if,
n fact, the Ho is really true. P is computed using Equation

• _7.4) because <_20. Using Equation (7.4) with m I 77, n = 58.
r _ 12, and k - 8 we compute P _ 0.0759, which is greater than
the e level, 0.020. From Step 11 in Section 7.3.2, we cannot

reject Ho, ;asindicatedin Step 6 above.
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APPENDIX A

STATIL!,ICAL TABLES

- _. Cumulative StandardNormal Distribution(Valuesof the

Probability¢ Correspondingto the Value Z_ of a
Standard Normal Random Variable)

0,0 o.sooo 0.,_040 0,5080 o.szzo o.szso o.szs9 o.sz39 o.sz79 o._z9 o.s3s9
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5836 0.5674 0.5714 0.5753
O.Z 0.5793 _.5832 0.5871 0.5910 0,5948 0.59,87 0.6026 0.6064 0.6103 0.6141
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.64C6 0.6443 0.6480 0,652.7
0.4 0.6554 _.eS9_ 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.68, 0.6879

0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224
0.6 0.7Z57 0,7Z91 0.73.24 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
0.7 0.7580 0.7611 0.7842 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852
0.8 0.7881 0.7910 0.79_9 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
0.9 0.81.':9 0.8186 0.BZlZ 0.8238 0.8284 0.8289 0.8315 0.8340 0.8365 0.8389

1.0 0.8413 0.8438 0.8461 3.8485 0.8_08. 0.853i 0.8554 0.8577 0.8599 0.8621
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830
1.Z 0.8849 0.8869 0.8888 0.,8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.3 U.903Z 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177
1.4 O,_19Z 0.9207 0.92?.2 0.9236 0.9Z51 0.9Z65 0.9Z79 0.9292 0.9306 0.9319

1o5 0.9332 0.9345 0.9357 0.9370 0,938Z 0.9394 0.9406 0.9418 0.9429 0,9441
1.6 0.9452 0,9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.96Z§ 0.gsz5 0.9633
1.8 0.9641 0.9649 0,965S 0.9664 0.9671 0.9678 0,9688 0.9893 0.9699 0.9706

" 1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0,9744 0.9750 0.9758 0.9781 0.9767

Z.O 0.9772 0.9778 0,9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.981Z 0.9817
Z.1 0.9821 0.9828 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.98,57
Z.Z 0.9861 0.9864 0.9868 0..e871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890
Z.3 0.9893 0.9898 0.9898 0.99_ll 0.9904 rJ.9906 0_9909 0.9911 0.9913 0.9916
Z,4 0.9918 0.9920 0.99ZZ 0.9925 0.9927 0.9929 0.9931 0.993Z 0.9934 0.9936

Z.S 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.995Z
Z. G 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0,996Z 0.99E3 0.9964
Z.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0,9971 0.9972 0.9973 0,9974
Z. 8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981
?..9 O.9981 O.998Z 0.998Z O.9983 O.9984 O.9984 O.9985 0.9985 O.9986 O.9986

3. O 0.9987 0.9987 0.9=!87 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990
3.1 0.9990 0.9991 . 0.9991 0.9991 0.999Z 0.9992 0.9992 0.9992 0.9993 0.9993

" 3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0,9996 0.9996 0.9996 0.9997
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0,9997 0.9997 0,9997 0.9998

A.1



TaI___!D_.L_. A,Dproximat.e power and .Numbero_ Measurements fop the Quanti]e and
W,1/coxonKanK_um.twK_) /e,sl;s .Tor /ypg t trror.K_l;e _ - 0.01 _or
.wnenm.- n. m.ano n are tne Number oT. Kequireo.Mea.surements Trom¢ne KeTerence Area and the Cleanup Unit, respectively.

6/_

_'e_t _ c & _ _f.._,.L o.6.LL,.,9_2.o _ 3.o _ 4...2._o

quanttle 10 5 5 0,015 0.1 0,018 0.025 0.029 0.036 0.038 0.045 0.043 0.050
0.Z 0.026 0.040 0.058 0.082 0.102 0.108 0.119 0.1ZZ
;.3 0.032 0.054 0.096 0.146 0.Z00 0.233 0,264 0.278
0.4 0.036 0.078 0.149 0.244 0.333 0.418 0.463 0.490
0.5 0.043 0.100 0.211 0.349 0.495 0.598 0.663 0.697
0.6 0.050 0.137 0.283 0.469 0.642 0.761 0,821 0.669
0.7 0.063 0,169 0.359 0,569 0.750 0.875 0.935 0.955
0.8 0.079 0.207 0.426 0.662 0,848 0.936 0.976 0.992
0.9 0.080 0.250 0.500 0.745 0.896 0.970 0.993 0.997
1,0 0.090 0.284 0,564 0.606 0.933 0.982 0.997 1.000

MRS 0.010 0.I 0.014 0.018 O.OZO 0.019 0.020 0.022 0.025 0.019
O.Z 0.016 O.OZ5 0.030 0.043 0.047 0.050 0.049 0.051
_.3 0.021 0.037 0.053 0.078 0.093 0.101 0.106 0.107
0.4 0.026 0.052 0,099 0.132 0.165 0.185 0.197 0.196
0.5 0.033 0.081 0.152 0.220 0.274 0.316 0.327 0.334
0.6 0.039 0.118 0.Z34 0.333 0.438 0.486 0.499 0.514
0.7 0.052 0.165 0.327 0.505 0.604 0.666 0.691 0.700
0.8 0.058 0.212 0.458 0,676 0.790 0.835 0.865 0.873
0.9 0.073 0.280 0.596 0.823 0.9Z6 0.959 0.968 0.973
1.0 0._89 0.380 0.751 0,946 0.995 1.000 1.000 1.000

Quanttle 15 6 6 0.008 0.1 0.011 0.01,6 0.021 0.027 0.033 0.037 0.039 0.040
0.2 0.015 0.027 0.047 0,074 0,103 0.129 0.147 0.157
0.3 0.019 0.043 0.088 0.157 0.237 0.311 0.363 0.393
0.4 0.024 0.064 0.146 0.Z7Z 0.416 0.540 0.6Z3 0.668
0.5 0.030 0.090 0.216 0.402 0,594 0.740 0.8Z7 0.869
0.6 0.036 0.121 0.294 0.527 0.737 0.872 0.938 0.964
0.7 0.043 0.155 0.374 0.635 0.835 0.939 0.980 0.993
0.8 0.051 0.193 0.450 0.7Z0 0.894 0.969 0.993 0.999
0.9 0.060 0.232 0.520 0.784 0.929 0.982 0.997 0.999
1,0 0.070 0.272 0.581 0.831 0.950 0.989 0.998 1.000

WAS 0.010 0.1 0.012 0.017 O.OZl O.OZZ 0.029 0.027 0.026 0.027
O.Z 0.018 0.030 0.042 0.056 0.066 0.071 0.072 0.078
0.3 0.024 0.049 0.089 0.120 0.144 0.158 0.170 0.166
0.4 0.036 0.080 0.152 0.213 0.274 0.294 0.315 0.321
0.5 0.042 0.IZ3 0.251 0,356 0.44Z 0.495 0.514 0.525
0.6 0.058 0.183 0.374 0.533 0.644 0.703 0.715 0.734
0.7 0.071 0.258 0.512 0.722 0.82:5 0.868 0.885 0.900
0.8 0.091 0.352 0"683 0,878 0.946 0.968 0.975 0.976
0.9 0.112 0.457 0.8P..1 0.968 0.993 0.998 0.999 1.000
1.0 0.144 0.574 0.924 0.997 1.000 1.000 1.000 1.000
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TABLEA.Z (Continued)

..... A/G

Test p._._,_ _ _ e _ _ _ 2.o _ _ _ 4.0.....9._

" Quant11_ ZO 6 6 0.010 0,1 0,014 0.020 0,030 O._4Z 0.055 0,065 0.071 0.075
O,Z 0,018 0.037 0.070 0.122 0.185 0,246 0.291 0.317
0,3 0.024 0.059 0.I33 0.251 0.392 0,520 0.608 0.658
0,4 0.031 0.089 0.Z13 0.40Z 0.6OZ 0,755 0.845 0.888

" 0,5 0.038 0.124 0.302 0,544 0.759 0,891 0.953 0.976
0,6 0.047 0.163 0.391 0.660 0,858 0,952 0.986 0.996
0,7 0,056 O.Z05 0.474 0.746 0.911 0.976 0.995 0.999
0,8 0,066 0,249 0.547 0.808 0.942 0,987 0.998 1.000
0,9 0.077 O,Z9Z 0.610 0.852 0.960 0.992 0.999 1,000
1,0 0,009 0.335 0,663 0.883 0.971 0,994 0.999 1.000

_RS 0.010 0.1 0.01_ 0.017 0.025 0.030 0,032 0.032 0.037 0.037
_,Z 0.018 0.036 0;055 0.076 0.086 0,096 0.105 0.100
0.3 0,030 0.065 0.119 0.165 O.Z04 O,ZE8 0.237 0,248
0.¢ O.Q¢O 0.109 0.221 0,314 0.377 0,420 0.43Z 0,449
0.5 0.055 0.179 0,357 0.499 0.600 0.646 0.672 0,679
0.6 0,074 0.Z59 0,5ii 0.704 0.80Z 0,838 0.859 0.867
0.7 0._4 0.368 0,694 0.87I 0.93Z 0.959 0.96Z 0,967
0.8 0,1Z3 0.483 0,838 0.958 0.988 0.995 0.996 0,997
0.9 0.1_3 0.617 0.937 0.994 1.000 1,000 1,000 1.000
1.0 0,194 0,741 0,983 1.000 1.000 1.000 1.000 1,000

Quanttle Z5 6 6 0.008 0,1 0.017 0.025 0,038 0.059 0.079 0.096 0.119 0,1ZO
O.Z O.OZ4 0.045 0.091 0.170 0.Z68 0.388 0.445 0.490

, 0.3 0.029 0.074 0.176 0.332 0.514 0.683 0.776 0,826
0.4 0.037 0.107 0,272 0.503 0.723 0.866 0.940 0.970
0,5 0.044 0.148 0,383 0.647 0.846 0,944 0,983 0.995
0.6 0.055 0.193 0.453 0.739 0.907 0.978 0.995 0.999
0.7 0.064 0.240 0.539 0.810 0.942 0.987 0.998 1,000
0.80.08Z 0.288 0,809 0.857 0.961 0.99Z 0.998 1,000
0.9 0.091 0.336 0,674 0.89Z 0.971 0.995 0.999 1.000
1,0 0.105 0.380 0,715 0.909 0.978 0.997 0.999 1,000

WRS 0.010 0.I 0.017 O.OZZ 0,028 0.037 0.038 0.037 0.038 0,039
O.Z O.OZZ 0.046 0,069 0.096 0.113 0.120 0.129 0.123
0.3 0.033 0.083 0.150 0.218 0.262 0.297 0.313 0,307
0.4 0.047 0.138 0.277 0.404 0.481 0.538 0.557 0,559
0.5 0.069 0.Z29 0,448 O.6ZO O.TEZ 0.761 0.791 0.796
0.6 0.088 0,338 0.639 0.8Z0 0.889 0.923 0.937 0.940
0.7 0.I26 0.469 0.804 0,935 0.976 0.989 0.991 0.991
0.8 0.153 0.616 O.9ZO 0.990 0.997 0.999 0.999 1,000
0.9 0.207 0.738 0.977 0.999 1.000 1.000 1.000 1,000
1.0 0.262 0.841 0,996 1.000 1,000 1.000 1.000 1.000
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(Continued)

.A[O"

Test m=...p.nr _k . (% ( .5 .._ 1.5 _ _.S 3.0 3.5 4.0

Quantile 30 6 6 0.013 0.1 0 _18 O.OZ40.05Z 0.069 0.108 0,,136 0.171 0.187
O.Z O.OZ4 0.055 0.115 0.218 0.357 0.494 0.584 0.644
0.30.OZ8 0.085 0.214 0.410 0.623 0.785 0.881 0.923
0.4 0.038 0.134 0.316 0.581 0.808 0.9Z8 0.976 0.991
0.5 0.051 0.169 0.419 O.70Z 0.895 0.9;'2 0.993 0.998
0.6 0.060 0.233 0.5Z1 0.790 0.931 0.984 0.998 0.999
0.7 0.074 0.Z79 0.592 0.839 0.959 0.994 0.999 1.000
0.8 0.088 0.324 0.659 0.885 0.974 0.996 0.999 1.000
0.9 O.IOZ 0.373 0.701 0.906 0.979 0.997 0.999 1.000
1.0 0.i17 0.416 0.755 0.9Z3 0.986 0.998 l.O00 1.000

WRS 0.010 O.1 9.016 O.OZZ 0.033 0.038 0.038 O.04Z 0.049 0.045
0.2 0.023 0.050 0.075 0.104 0.134 0.143 0.149 0.151
0,3 0.036 0.097 0.173 0.260 0.320 0.355 0.361 0.362
0.4 0.054 0.I65 0.335 0.476 0.563 0.607 0.637 0.643
0.5 0.079 O.Z80 0.527 0.714 0.795 0.836 0.863 0.869
0.6 0.106 0.;_01 0,,719 0.884 0.948 0.962 0.971 0.975
0.7 0.145 0.55Z 0.875 0.973 0.992 0.996 0.998 0.998
0.8 0.182 0.696 0.962 0.997 0.999 1.000 1.000 1.000
0.9 0.Z48 0.82Z 0.993 1.000 1.000 1.000 1.000 1.000
1.0 0.310 0.908 1.000 1.000 1.O00 1.000 1.000 1.000

Quant:lle 40 15 1Z 0.010 0.I 0.016 0.026 0.043 0.062 0.078 0.089 0.094 0.095
0.20.OZ4 0.059 0.1Z8 0.2Z4 0.318 0.384 0.417 0.430
0.3 0.035 0.113 0.277 0.491 0.669 0.769 0.814 0.830
0.4 0.049 0.188 0.463 0.744 0.901 0.958 0.975 0.980
0.5 0.067 0.280 0.641 0.898 0.981 0.996 0.999 0.999
0.6 0.088 0.38Z 0.779 0.965 0.997 1.000 1.000 1.000
0.7 0.112 0.484 0.872 0.989 1.000 1.000 1.000 1.000
0.8 0.140 0.579 0.928 0.996 1.000 1.000 l.O00 1.000

: 0.9 0.171 0.664 0.960 0.999 1.000 1.000 1.000 1.000
1.0 0.205 0.735 0.978 1.000 1.000 1.000 1.000 1.000

WRS 0.010 0.1 0.018 0.024 0.037 0.044 0.052 0.058 0.054 0.057
0.2 0.029 0.058 0.109 0.147 0.I89 0.192 0.210 0.209
0.3 0.046 0.131 0.255 0.356 0.422 0.474 9.485 0.497
0.4 0.071 0.240 0.451 0.619 0.718 O.TBO 0.784 0.787
0.5 0.101 0.376 0.680 0.853 0.909 0.940 0.950 "0.950
0.6 0.141 0.542 0.858 0.965 0.988 0.994 0.994 0.995
0.7 0.1_7 0.693 0.957 0.996 0.999 1.000 1.000 1.000
0.8 O.ZBZ 0.836 0.994 1.000 1.000 1.000 1.000 1.000
0.9 0.335 0.930 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.423 0.975 1.OOO 1.000 1.000 1.000 1.000 1.000
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TABI_EA.2 (Continued)

A/o'

_.n c _ _ _ .s _ _ e.o .?,.,.!__ _ 40
" Quanttle 50 15 1Z 0.011 0.1 0,019 0.033 0,059 0.092 0.125 0.149 0.161 0.166

O.Z O.OZ9 0.078 0.18Z 0.336 0.485 0.588 0.641 0.66Z
0.3 0.043 0.149 0.376 0.660 0.837 0.9ZO 0.949 0.959
0.4 0.061 0.Z43 0.583 0.864 0.971 0.994 0.998 0.999

" 0.6 0.083 0.35Z 0.750 0.957 0.996 1.000 1.000 1.000
0,6 0,108 0.464 0.861 0.987 1,000 1.000 1.000 1.000
0.7 0.138 0.568 0.925 0.996 1.000 1.000 1.000 1.000
0.8 0.171 0.660 0.960 0.999 1.000 1.000 1.000 1.000
0.9 0.207 0.737 0.979 1.000 L.O00 1.000 1.000 1.000
1.0 0.Z45 0.798 0.988 1.000 1.000 1.000 1.Otto 1.000

WRS 0.010 0.1 0.018 0.030 0.043 0.051 0.062 0.065 0.068 0.068
O.Z 0.033 0,073 0.133 0.190 0.229 0.250 0.261 0.261
0.3 0.053 0.16Z 0.311 0.440 0.531 0.579 0.595 0.C07
0.4 0.080 0,299 0.566 0.729 0.819 0.861 0.87Z 0.88Z
0.5 0.126 0.458 0.787 0.926 0.963 0.979 0.984 0.985
0.6 0.180 0.648 0.934 0.988 0.997 0.999 0.999 0.999
0.7 0.Z54 0.810 0,988 1.000 1.000 1.000 1.000 1,,000
0.6 0.336 0.920 0.998 1.000 1.000 1.000 1.000 1.000
0.9 0.429 0,975 1.000 1.000 1.000 1.000 1.000 1.000
1.00.5Z1 0,993 1.000 l.OqO 1.000 1.000 1.000 1.000

Quanttle 60 10 9 0.008 0.1 0,014 O.OZ6 0,058 0.113 0.169 0.266 0.3Z3 0.354
O.Z O.OZZ 0.066 0.186 0.401 0.640 0.808 0.890 0.923
G.: 0.03Z 0.1Z5 0.365 0.687 0,902 0.978 0.995 0.998
0.4 0.045 O.ZOI 0.540 0.854 0.976 0.998 1.000 1.000
0.5 0.060 0.285 0.680 0.932 0.993 1.000 1.000 1,000
0,6 0.078 0.370 0.779 0.966 0.998 1.000 1.000 1.000
0.7 0.09E_ 0,451 0.847 0.982 0,999 1.000 1.000 1.000
0.8 O,! I '_.525 0.892 0.990 1.000 1.000 1.000 !,.000
0.9 0._4, !_:.'_]1 0.9Z3 0.994 1.000 1,000 1,000 _.000
1.0 0.170 0.648 0.943 0.996 1.000 1.000 1.000 1.000

WR5 0.010 0.1 0.019 0.033 0.048 0.061 0.07?, 0.074 0.078 o.oaz
O.Z 0.032 0.095 0.160 0.234 0.280 0,313 0.328 0.332
0.3 0.058 O.19Z 0.382 0.538 0.6Z4 0.669 0.698 0.707
0.4 0.096 0.365 0.65Z 0.824 0.692 0.9Z4 0.9;[8 0.936
0.5 0.149 0.560 0.865 0.966 0.986 0.994 0.993 0.996
O.L_ 0.218 0.750 0.973 0.997 0.999 1.000 1.000 1.000
0.7 0.301 0.888 0.995 1.000 1.000 1.000 1.000 1.000
0.8 0.408:'0.960 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.515 0.990 1.000 1.000 1.000 1.000 1.000 1,000
1.0 0.619 0.998 1.000 1.000 1.000 1.000 1.000 1.000
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TABLE A.Z (Continued)

, . A/_

Test m-n r k O{ ( .5 1.0 _ 2.0 2.5 3.0 3.5 4.0

Quantile 75 10 9 0.009 0.1 0.015 0.032 0,074 0.157 0.277 0,401 0.49Z 0.543
O.Z 0.024 0.080 0.236 0.508 0.771 0,915 0,968 0.984
0.3 0.036 0.151 0.440 0.780 0.953 0.994 0.999 1.000
0.4 0.051 0.238 0,618 0.907 0.989 0,999 1.000 1.000
0.5 0.069 0.330 0,745 0.958 0.997 1.000 1.000 1.000
0.6 0.089 0.420 0,830 0.980 0.999 1,000 1.000 1.000
0.7 0.11Z 0.503 0.884 0.989 0.999 1.000 1.008 1.000
0.8 0.137 0.576 0,920 0.994 1.000 1,000 1.000 1.000
0.9 0.163 0.639 0.943 0.996 1.000 1,000 1.000 1.000
1.0 0.191 0.59Z 0.958 0.998 1.000 1.000 1.000 1.000

WRS 0.010 0.I O.OZO 0.037 0.060 0.076 0.090 0,098 r,.lO0 0.103
O.Z 0.04I 0.110 0.204 0.304 0.355 0.394 _.414 0.411
0.3 0.070 0.248 0.471 0.647 0.743 0.776 0.806 0.806
0.4 0.123 0.451 0.763 0.909 0.948 0,969 0.977 0.977
0.5 0.192 0.671 0.937 0.989 0,997 0,998 0.999 0.999
O.B 0.285 0.846 0,99Z 0.999 1.000 1.000 1.000 1.000
0.7 0.385 0.950 1.00G 1.000 1.000 1.000 1.000 1.000
0.8 0.510 0.990 1.000 1.000 1,000 1.000 1.000 1.000
0.9 0.6Z3 0,998 1.000 1.000 1,000 1,000 1.000 1.000
1.O 0.726 1.GO0 1.000 1.000 1.000 1,000 1,_nq 1.GoO

Quantile 100 10 9 0.009 0.1 0.017 0.039 0.100 0.230 0,42I 0.607 0.730 0.79Z
0,2 0.027 0.100 0.310 0.641 0,888 0.978 0.996 0.999
0.3 0.041 0.187 0._36 0.86b 0,98Z 0.999 1.000 1.000
0.4 0.059 0.Z88 0.704 0.949 0,996 1.000 1.000 1,000
0.5 0.080 0.389 0.813 0.978 0,999 1.000 1.000 1.000
0.6 0.103 0.483 0._79 0.989 1,000 1.000 1.000 1.000
0.7 0.130 0.565 0.919 0.994 1.000 1.000 1.000 1.000
0.8 0,158 0.635 0.945 0.997 1,000 1.000 1.000 1.000
0.9 0.187 0.693 0.961 0.998 1.000 1.000 1.000 1.000
1.0 0.Z17 0.742 0.971 0.999 1.000 1.000 1.000 1.000

WR$ 0.010 0.1 0.025 0.048 O.07Z 0.101 0.112 0.123 0.130 0.134
O.Z 0.055 0.146 O.ZTZ 0,392 0.484 0.509 0.539 0.550
0.3 0.093 0.33Z 0.611 0,787 0.86Z 0.896 0.909 0.914
0.4 0.168 0.586 0.888 0.971 0.989 0.994 0.997 0.996
0.5 O.Z6Z 0.817 0.98Z 0,999 1.000 1.000 1.0001.000
0.6 0.377 0.936 0.999 1.000 1.000 1,000 1.000 1.000
0.7 0.521 0.989 1.OOO 1,000 l.OOO 1.OOO 1.000 1.000
0.8 0.648 0°999 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.769 1._00 1.000 1.000 1.000 1.000 1,000 1.000
1.0 0.867 1.000 1,000 1.000 1.000 1,000 1.000 1.000
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Table A.3 A,p.proximate_ower a,nd ,Numberof Measurementsfor the Quantile and
w_i/coxon KanK _um.Lws_) le,szsTor lyp¢ i tr.ror.Ka.ze_ = 0.,025for
wnen m = n. m ana n are _ne mumDer,oT Kequlreameasurements Trom
the ReferenceArea and the _leanup unit, respectively.

, A/_

• Test m=n r k (:2 E ,5 1,0 _ _ ES. 3.0 3.5 4.0...0._.

Quantile 10 7 6 0.029 0.1 0.034 0.042 0.051 0.055 0.056 0.061 0.062 0.063
0.2 0.042 0,064 0.083 0.100 0.111 0.117 0.1ZZ 0.I24

• 0.3 0.049 0,084 0.135 0.176 0.202 O.Zi9 0.230 0.237
0.4 0.065 0.124 0.197 0.28i 0.333 0.374 0.396 0.409
0.5 0.076 0,152 0.27Z 0.396 0.503 0.554 0.582 0.604
0.6 0.084 0.198 0.370 0.549 0.670 0.736 0.772 0.785
0.7 0.102 0.249 0.468 0.678 0.809 0.878 0.903 0.921
0.8 0.116 0.3Ii 0.565 0.787 0.911 0.96Z 0.980 0.981
0.9 0.i37 0.370 0.658 0.874 0.965 0,991 0,999 0.999
1.0 0.150 0.423 0.735 0.927 0.987 0.999 1,000 1,000

WRS 0.025 0.i 0.033 0.039 0.048 0.051 0.054 0.055 0.062 0.061
O.Z 0.043 0.056 0.081 0.095 0.I05 0.112 0.115 0.114
0.3 0.053 0.088 0.124 0.160 0.188 0,196 O.Z!Z 0.209
0.4 0.062 0.125 0.187 0.260. 0.300 0.320 0.336 0.352
O.S 0,075 0.169 0.277 0.379 0.443 0,486 0.499 0.507
0.6 0.093 0.221 0.388 0.512 0.609 0.656 0.684 0.683
0,7 0.109 O.Z9?, 0.506 0.669 0.772 0.809 0.829 0.844
0.6 0.132 0.36(_ 0.638 0.819 0.891 0,930 0.934 0.943
0.9 0,158 0.4-,r6 0.770 0.919 0.975 0,989 0.992 0.993
1.0 0.184 0.559 0.873 0.986 0.999 1.000 1.000 1.000

Quantlle 15 5 5 0.021 0,1 0,025 0.036 0.046 0.063 0.G86 0,085 0.092 0.096
0.2 0.034 0.060 0.094 0.151 0.201 0.250 0.291 0.300
0.3 0,044 0.090 0.I62 0.277 0.396 0,489 0.553 0.596
0.4 0,052 0.123 0.244 0.411 0.584 0.723 0.789 0.829
0.5 0.066 0.i56 0.329 0.556 0.739 0,858 0.923 0.948
0.6 0.073 0.213 0,421 0.658 0.842 0.931 2.975 0.989
0.7 0,086 0.250 0.498 0.743 0.903 0.973 0.99Z 0,998
0.8 0.097 0.297 0.561 0.812 0.936 0,986 0.997 1.000
0.9 0,110 0.331 0.632 0.856 0.961 0,990 0.998 1.000
1.0 0,122 0.372 0.684 0.889 0,969 0.994 0.999 1.000

WRS 0.025 0.1 0,034 0.039 0.050 0.055 0.060 0.065 0.064 0.064
0.2 0.044 0,070 0,093 0.1Z0 0.142 0.138 0.149 0.154
0.3 0.055 0.113 0.163 0.215 0.254 0,275 0.288 0.290
0.4 0,076 0.163 0.262 0.355 0.420 0.467 0.475 0.472
0,5 0.092 0,221 0.393 0.513 0.616 0.657 0.669 0.68Z
0.6 0.11Z 0.31I 0.539 0.700 0.789 0.829 0.848 0.85],
0.7 0.147 0.407 0.70Z 0,843 0.915 0.938 0.948 0.95Z
0.8 0.167 0.504 0.817 0.941 0.979 0.989 0.992 0.991
0.9 0.212 0.620 0.907 0.990 0.998 0.999 1,000 1.000
1.0 0.Z51 0.733 0.969 1.000 t.000 1.000 1.000 1.000
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Table A,3 (Continued)

a/a,

Test m-__nC _ _ _ .5 _ _ _ _ 3.0.__0__3......L..54.0.._0__

Quantile ZO 5 5 0.024 0.1 0.031 0.043 0.063 0.084 0.114 0.138 0.143 0.1600.2 0.038 0.072 0.127 0.217 0.309 0.40Z 0.462 0.495
0.3 0.046 0.110 0.Z25 0.381 0.555 0.687 0.760 0.813
0.4 0.059 0.150 0.318 0.538 0.723 0.868 0.925 0.954
0.5 0.075 0.Z02 0.414 0.669 0.854 0.941 0.979 0.993
0.6 0.088 O.Z51 0.51Z 0.761 0.907 0.976 0.995 0.998
0.7 0.105 0.303 0.600 0.827 0.945 0.987 0.998 1.000
0.8 0.112 0.346 0.645 0.888 0.966 0.991 0.998 1.000
0.9 0.129 0.394 0.708 0.898 0.977 0.994 1.000 1.000
1.0 0.150 0.431 0.743 0.923 0,980 0.997 1.000 1.000

WRS 0.025 0.1 0.035 0.047 0.059 0.065 0.085 0.069 0.079 0.074
0.2 0.049 0.077 0.114 0,145 0.170 0.I77 0.184 0.185
0.3 0.060 0.131 0.205 0.Z76 0.322 0.353 0.365 0.377
0.4 0.082 0.199 0.338 0.453 0.534 0.5; 7 0.591 0.612
0.5 0.104 0.286 0.501 0.644 0.743 0.781 0.798 0.807
0.6 0.145 0.391 0.666 0.819 0.885 0.92Z 0.925 0.931
0.7 0.179 0.519 0.806 0.936 0.972 0.982 0.987 0.989
0.8 O.2Zl 0.639 0,915 0.985 0.996 0.998 0.999 0.999
0.9 0.274 0.751 0.972 0.998 1.000 1.000 1.000 1.000
1.0 0.321 0.850 0.995 1.000 1.000 1.000 1.000 1.000

Quantile 25 5 5 0.025 0.1 0.03 0.053 0.081 0.113 0.157 0.188 0.215 0.234O.Z 0.051 0°084 0.160 0.275 0.422 0.532 0.616 0.666
0.3 0.051 0.128 0.273 0.463 0.66Z 0.804 0.885 0.918
0.4 0.068 0.187 0.388 0.633 0.821 0.927 0.970 0.987
0.5 0.083 0.233 0.480 0.746 0.901 0.972 0.993 0.998
0.6 0.095 0.294 0.576 0.818 0.945 0.987 0.997 1.000
0.7 0,115 0.346 0.648 0.870 0.964 0.995 0.998 1.000
0.8 0.128 0.385 0.708 0.898 0.976 0.995 1.000 1.000
0.9 O.14Z 0.437 0.744 0.924 0.983 0.997 1.000 1.000
1.0 0.166 0.468 0.783 0.941 0.988 0,998 1.000 1.000

WR5 0.025 0.1 0.036 0.051 0.060 0.073 0.082 0.082 0.083 0.086
O.Z 0.053 0.089 O.13Z 0.172 0.202 O.Z05 O.ZZ5 0.225
0.3 0.072 0.153 0.244 0.341 0.391 0.420 0.449 0.444
0.4 0.101 0.247 0,412 0.550 0.638 0.666 0.693 0.700
0.5 0.127 0.354 0.599 0.749 0.825 0.855 0.877 0,885
0.6 0.162 0.484 0.780 0.898 0.945 0.967 0.973 0.972
0.7 0.217 0.619 0.893 0.974 0.990 0.995 0.997 0.997
0.8 0.Z65 0.755 0.962 0.996 1.000 1.000 1.000 1.000
0.9 0.335 0.842 0.991 1.000 1.000 1.000 1.000 1.000
1.0 0_391 0.924 1.000 1.000 1.000 1.000 1.000 1.000

|
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_able A.3 (Continued)

Test m=n r k _ E .5 _ 1._._5 2.0 2.5 3.0 3.....5.5 4,..__.0

• Quantile 30 5 5 0.026 0.1 0.037 0.048 0.088 0.137 0.194 0.253 0.295 0.316
0.2 0.043 0.098 0.I8/ 0.33Z 0.495 0.644 0.734 0.795
0.3 0,056 0.142 0.306 0.535 0.745 0.880 0.941 0.965
0.4 0.074 0.197 0.43Z 0.691 0.874 0.958 0.988 0,998

• 0.5 0.089 0.256 0.536 0.792 0,929 0.981 0.996 1,000
0.6 0.107 0.317 0.6Z0 0.853 0.962 0.99Z 0.999 1.000
0,7 0.126 0.368 0.680 0.891 0.975 0.995 0.999 1.000
0.8 0.146 0.419 0.737 0.919 0.982 0.997 0.999 1.000
0.9 0.160 0.467 0.769 0.935 0.988 0.998 1.000 1.000
1.0 0.173 0.497 0.807 0.949 0.989 0.998 1.000 1.000

WRS 0.025 0.1 0.039 0.052 0.073 0.082 0.089 0.089 0.096 0.094
0.2 0.055 C.098 0.160 0.197 0.234 0.250 0.256 0.262
0.3 0.081 0.181 0.291 0.401 0.462 0.493 0.517 0.521
0.4 0.i12 0.283 0.475 0.628 0.707 _=0.7=, 0.769 0.777
0.5 0.149 O.4ZZ 0.679 0.829 0.894 0.921 0.931 0.93I
0.6 0.200 0.552 0.836 0.944 0.978 0.985 0.988 0.988
0.7 0.250 0.700 0.939 0.991 0.997 0.999 0.999 0.999
0.8 0.308 0.820 0.986 0.999 1.000 1.000 1.000 L.O00
0.9 0.387 0.906 0.998 1.000 1.000 1.000 1.000 1.000
1.0 0.469 0.962 1.000 1.000 1.000 1.000 1.000 1.000

Quantile 40 5 5 0.027 0.I 0.036 0.061 0.110 0.180 0.273 0,371 0.438 0.490
O.Z 0.058 0.114 0.233 0.430 0.645 0.793 0.B87 0,924
0.3 0.068 0.166 0.374 0.641 0.841 0.946 0.984 0.996
0.4 0.079 0.229 0.507 0.777 0.9Z3 0.984 0.998 1.000
0.50.ZOZ 0.295 0.607 0.841 0.961 0.993 0.999 1,000
0.6 0.116 0.360 0.682 0.891 0.977 0.995 0.999 1.000
0.7 0.137 0.416 0.735 0.920 0.984 0.998 1.000 1.000
0.8 0.160 0.469 0.790 0.943 0.988 0.999 1.000 1.000
0.9 0.187 0.519 0.82Z 0.95Z 0.993 0.999 1.000 1.000
1.0 O.ZOZ 0.556 0.847 0,961 0.993 1.000 l.O00 1.000

WR$ 0.025 0.1 0.039 0.059 0.080 0.09Z 0.110 0.113 0.115 0.117
O.Z 0.058 0.125 0.199 0.257 0.295 0.322 0.339 0.344
0.3 0.091 0.232 0.375 0.499 0.579 0.61I 0.636 0.641
0.4 0.142 0.357 O.60Z 0.757 0.823 0.873 0.881 0.880
0.5 0.190 0.516 0.800 0.919 0.96I 0.97Z 0.9780.980
0.6 0.25I 0.690 0.930 0.986 0,995 0.998 0.998 0.999
0.7 0.317 0.8Zl 0.983 0.999 1.000 1.000 1.000 1.000
0.8 0.398 0.915 0.998 1.000 1.000 1.000 1.000 1.000
0.9 0.488 0.970 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.574 0.991 1.000 1.000 1.000 1.000 1.000 1.000
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Table A,,3 (Continued)

Test m=.pnC _ _ ( .5 1.0 . _ 2.0 2.5 _ 3.5 4.0

Quantile 50 11 9 0,026 0.1 0.037 0.064 0,116 0.176 0.251 0.308 0.339 0,358
0.2 0.052 0.I3_ 0.Z89 0.496 0.685 0.803 0.854 0,876
0.3 0.080 0.230 0,51Z 0.778 0.925 0.975 0.991 0.994
0.4 0.105 0.342 0,691 0.918 0.989 0.998 1.000 1.000
0.5 0.134 0.435 0,806 0.97Z 0,998 1.000 1.000 1.000
0.6 0,171 0,541 0,894 0.991 1.000 1.000 1.000 1.000
0.7 0.199 0.627 0.935 0.996 1.000 1.000 1.000 1.000
0._ 0.243 0.706 0.961 0.999 1.000 1.000 1.000 1.000
0,9 0.28Z 0.769 0.978 1.000 1.000 1.000 1.000 1.000
1.0 0.312 0.818 0.984 1.000 1.000 1.000 1.000 1.000

WRS 0,025 0.1 0.041 0.066 0.091 0.112 0.121 0.122 0.130 0.133
0.2 0.067 0.144 0.234 0.313 0.356 0.380 0.399 0.404
0.3 0,102 0.274 0.460 0.594 0.677 0.715 0.740 0.743
0.4 0.148 0.427 0.703 0.842 0.898 0.929 0.940 0.945
0.5 0,224 0.517 0.879 0.966 0.984 0.991 0.995 0.994
0.6 0.292 0.785 0.970 0.996 0.999 1.000 1.000 1.000
0.7 0.388 0.901 0.995 1.000 1,000 1.000 1.000 1.000
0.8 0.485 0.966 1.GO0 1.000 1.000 1.000 1.000 1.000
0.9 0.589 0.990 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.666 0.998 1.000 1.000 1.000 1.000 1.000 1.000

Quanttle 60 11 9 0.027 0.1 0.043 0.076 0.136 0.217 0.329 0.409 0,465 0.480
O.Z 0.064 0.157 0.344 0.591 0.792 0.897 0,942 0.953
0.3 0.084 0.Z61 0.563 0.850 0.965 0.994 0.998 0.999
0.4 0.107 0.374 0.750 0.952 0.995 1.000 1.000 1.000
0.5 0.141 0.485 0.860 0.986 0.999 1.000 1.000 1.000
0.6 0.183 0.586 0.917 0.994 1.000 1.000 1.000 1.000
0.7 0.221 0.676 0.952 0.998 1.000 1.000 1.000 1.000
0.8 0.258 0.745 0.974 0.999 1.000 1.000 1.000 1.000
0.9 0.301 0.806 0.98Z 1.000 1.000 1.000 1.000 1.000
1.0 0.340 0.848 0.991 1.000 1.000 1.000 1.000 1,000

WRS 0.025 0.1 0.046 0.072 0.096 0.123 0.140 0.145 0.146 0,149
0,2 0.076 0.163 0.270 0.347 0.414 0.447 0.465 0,475
0.3 0,117 0.320 0.526 0.671 0.755 0.80Z 0.807 0,814
0.4 0.176 0.501 0.779 0.902 0.946 0.963 0.972 0,972
0.5 0.252 0.705 0.936 0.984 0.995 0.998 0.998 0.998
0.8 0.344 0.856 0,989 0.999 1.000 1.000 1.000 1.000
O.l 0.450 0.949 0.998 1.000 1,000 1.000 1.000 1,000
0.8 0.566 0.982 1.000 1.000 1.000 1.000 1.000 1,000
0.9 0.653 0.997 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.754 1.000 1.000 1.000 1.000 1.000 1.000 1.000

,...'
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Table A,3 (Continued)

Test m=n r k _ E .5 1.0 1.5 2.0 _ 3.0 3.5 4.0

" Quantile 75 14 11 0.023 0,1 0.036 0.078 0.142 0.242 0.361 0.450 0.507 0,526
0.2 0.060 0.166 0.391 0,661 0.857 0.934 0.969 0.975
0.3 0.082 0.293 0.644 0.906 0.987 0.999 1.000 1.000
0.4 0.124 0.429 0.822 0.981 0.999 1.000 1.000 1.000

" 0.5 0.159 0.561 0.918 0.996 1.000 1.000 l.O00 1.000
0.6 0.202 0.671 0.963 0.999 1.000 1.000 1.000 1,000
0.7 0.243 0.761 0.982 1.000 1.000 1.000 1.000 1,000
0.8 0.289 0.829 0.99I 1.000 1.000 1.000 1.000 1.000
0.9 0.339 0.878 0.995 1.000 1.000 1.000 1.000 1,000
1.0 0.385 0.910 0.998 1.000 1,000 1.000 1.000 1.000

WRS 0,025 0.1 0.048 0.075 0.113 0.145 0.166 0.175 0.180 0.176
O.Z 0.086 0.192 0.324 0.439 0.497 0.532 0,556 0,567
0.3 0.134 0,387 0.621 0.774 0,843 0.877 0.889 0.897
0.4 0.213 0.603 .0.868 0.955 0.981 0.987 0.990 0.991
0.5 0.313 0.796 0.971 0,997 1.000 1.000 1.000 1.000
0.6 0.420 0.923 0.997 1,000 1.000 1.000 1.000 1.000
0.7 0.540 0,977 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.654 0.995 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.756 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.838 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Quantile 100 14 11 0,024 0.1 0.042 0.090 0.I92 0.352 0.537 0.662 0.726 0,771
0.2 0.065 0.205 0.497 0.797 0.953 0.991 0.997 0.999
0.3 0.099 0.363 0.753 0.964 0.997 1.000 1.000 1.000
0.4 0.138 0.509 0.89i 0.993 1._00 1.000 1.000 1.000
0.5 0.180 0.625 0.953 0.999 1.00C 1.000 1.000 1.000
0.6 0.234 0.745 0.980 1.000 1.000 1.000 1.000 1.000
0.7 0.274 0.823 0.990 1.000 1.000 1.000 1.000 1.000
0.8 0.333 G,674 0,995 1.00G 1.000 1.000 1.000 1.000
0.9 0.378 0.911 0.998 1.000 1.000 1.000 1.000 1.000
1.0 0.440 0.938 0.999 1.000 1.000 1,000 1.000 1.000

WRS 0.025 0.1 0.055 0.093 0.134 0.176 0.203 0.217 0.215 0.231
0.2 0.097 0.241 0.408 0.541 0.623 0.666 0.675 0.678
0.3 0.173 0.486 0.752 0.875 0.926 0.948 0.958 0.959
0.4 0.273 0.726 0.946 0.987 0.996 0.998 0.999 0.999
0.5 0.392 0.900 0.994 1.000 1.000 1.000 1.000 1.000
0.6 0.529 0.976 1.000 1.000 1.000 1.000 1.000 1.000
0.7 0.565 0.996 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.777 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.875 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.933 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Table A.4 ApQroximatepower and _umber ¢{ Measurementsfor the Q_ant!!e and
L. . w_icoxo_ KanK _um.lwK_)i@_ts.forlyp_ _ _r_or.KAze_ O.vb _orwhen m n. m.ana n are _ne Numoer.oTKequlrea MeasurementsTrom

the Reference_rea and the CleanupUnit, respeczively.

Test m=n r _ _ _ .5 _ _ _ _ 3.0 3.5 4.0....

Quantile 10 4 4 0.043 0.1 0.052 0.065 0.079 0.094 0,105 0.113 0.117 0.119
0.2 0.062 o.ogz 0.132 0.177 0,218 0.250 0.270 0.280
0.3 0.074 0.125 0.199 0.287 0.372 0.437 0.479 0.500
0.4 0.086 0.162 0.276 0.411 0.536 0,629 0.686 0.714
0.5 0.098 0.203 0.358 0.533 0.683 0,786 0.843 0.869
0.6 0.112 0.247 0.439 0.641 0,797 0,890 0.936 0.955
0.7 0.127 0.291 0.516 0.729 0,874 0.948 0.978 0.989
0.8 0.142 0.336 0.584 0.796 0.921 0,975 0.993 0.998
0.9 0.157 0.379 0.644 0.845 0.948 0.986 0.997 0.999
1.0 0.173 0,422 0.695 0_880 0.964 0.992 0,998 1.000

WRS 0.050 0.1 0.065 0.076 0.091 0.095 0.101 0.111 0.104 0.iOi
0.2 0.080 0.109 0,138 0.158 0.174 0,182 0.199 0.193
0.3 0,101 0.149 0,2.11 0.263 0.294 0.302 0,310 0.309
0.4 0.110 0.197 0.291 0.376 0.435 0.445 0.469 0.476
0.5 0.136 0.259 0,404 0.;06 0.576 0,619 0.632 0.632
0.6 0.159 0.330 0.52Z 0.653 0.731 0.768 0.79Z 0.795
0.7 0.194 0.413 0.636 0.785 0.862 0.892 0.899 0.907
0.8 0.216 0.495 0.75I 0.895 0.949 0.966 0.971 0.975
0.9 0.256 0.587 0.855 0.966 0.989 0.994 0.997 0.998
1.0 0.282 0.677 0.939 0.995 1.000 1.000 1.000 1.000

Quantile 15 4 4 0.050 0.1 0.062 0.081 0,106 0.136 0.164 0.186 O.ZO0 0,207
0.2 0.075 0.120 0,187 0.273 0.361 0.433 0.481 0.507
0.3 0.090 0.165 0.284 0.431 0.572 0.680 0.745 0.779
0.4 0.105 0.215 0.384 0.577 0.740 0.847 0.903 0.928
0,5 0,122 0,267 0,478 0.694 0.850 0.934 0.970 0.983
0.6 0.139 0.318 0.562 0.780 0.913 0.971 0.991 0.997
0.7 0.157 0.369 0,633 0.839 0.947 0.986 0.997 0.999
0.8 0.I75 0.417 0.692 0.881 0.965 0.992 0.999 1.000
0.9 0.194 0.462 0.739 0.909 0.976 0.995 0.999 1.000
1.0 0,Z13 0.504 0.778 0,9Z8 0.983 0.997 0.999 1.000

WRS 0.050 0.1 O.07Z 0.084 0,105 0.109 0.121 0,120 0.126 0.128
O,Z 0.085 0.13Z 0,i68 0.206 0.229 0.Z41 0.Z41 0.245
0.3 0.110 0.193 0,270 0.338 0.391 0.414 0.415 "0.418
0.4 0.134 0.Z53 0.385 0.498 0.558 0.593 0.616 0.626
0.5 0.168 0.347 0,536 0.564 0.738 0.770 0.793 0.791
0.6 0.200 0.448 0,683 0.804 0.878 0.904 0.916 0.922
0.7 0.234 0.546 0.802 0.914 0.959 0.97Z 0.976 0.979
0.8 0.279 0.654 0.898 0.975 0.992 0.996 0.997 0.998
0,9 0.330 0.753 0,959 0.997 1.000 1.000 1.000 1.000
1.0 0.369 0.841 0,988 1.000 1.000 1.000 1.000 1.000

o'
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Table A.4 (Continued)

Test m-n r k (_ ( ._._5 1.0 _ 2.0 _ 3.0 3.5 4.0

' Quantile ZO 4 4 0.053 0.1 0.067 0.091 0.127 0.173 O.ZZ8 0.261 0.290 0.306
O.Z 0,083 0.139 O.Z3Z 0.354 0,48I 0.586 0.655 0.693
0.3 0,099 0.194 0.347 0.535 0.704 0.821 0.885 0.915
0.4 0.118 O.ZSZ 0.458 0.678 0.842 0.932 0.970 0.984
0.5 0,136 0,310 0.555 0.779 0.915 0.973 0.98Z 0,998
0.6 0,156 0.366 0.634 0.845 0.951 0.988 0.998 1.000
0.7 0,176 0.419 0.699 0.888 0.969 0.994 0.999 1.000
0.8 0.197 0.468 0.749 0.916 0.979 0.996 0.999 1.000
0.9 0.Z17 0.513 0.789 0.936 0.985 0.997 1.000 1.000
1.0 0.238 0.554 0.821 0.949 0.989 0.998 1.000 1.000

WRS 0.050 O.L 0,066 0.090 0.108 O.IZZ 0.I25 0.134 0.134 0.137
O.Z 0,091 0.145 0.191 0.244 O.ZBZ 0.Z77 0.Z88 0.Z91
0.30.1ZZ 0.Z13 0.3Z1 0.406 0.459 0,489 0.489 0.496
0.4 0.151 0.303 0.461 0.S86 0.657 0.699 0.711 0.7Z1
0.5 0.187 0._07 0.629 0.767 0.836 0.864 0.877 0.883
0.6 0.232 0.532 0.775 0.893 0.945 0,959 0.965 0.971
0.7 0.Z83 0.652 0.896 0.968 0.988 0.994 0.995 0.995
0.8 0.331 0.758 0.959 0.994 0.999 0,999 1.000 1.000
0.9 0.386 0.849 0.989 0.999 1.000 1,000 1.000 1.000
1.0 0.451 0.917 0.998 1.000 1.000 1,OOO 1.000 1.000

Quantile Z5 7 6 0.049 0.1 0.065 0.091 0.127 0.169 0.206 0.233 0.248 0.Z54
O.Z 0.083 0.149 0._51 0.375 0.491 0,573 0.618 0.639
0.3 0.104 0.219 0.399 0.599 0.755 0,845 0.887 0.903
0.4 0.127 0.297 0.544 0.771 0.906 0.96Z 0.980 0.986
0.5 0.153 0.377 0.667 0.879 0.968 0,993 0.998 0.999
0.6 0.179 0.455 0.763 0.937 0.989 0,999 1.000 1.000
0,7 0.207 0.5Z8 0.83Z 0.987 0.996 1.000 1.000 1.000
0.8 0.236 0.594 0.881 0.981 0.998 1.000 1.000 1.000
0.9 0.265 0.652 0.915 0.989 0.999 1,000 1.000 [.OOO
1.0 0.Z95 0.70Z 0.936 0.993 1.000 1,000 1.000 1.000

WRS 0.050 O.L O.07Z 0.092 0.115 0.137 0.150 0.152 0.151 0.15Z
O.Z 0.096 0.159 0.2Z9 0.278 0.305 0.333 0.326 0.335
0.3 0.128 0.243 0.367 0.462 0.536 0.562 0.578 0,587
0.4 0.1B9 0.360 0.545 0.685 0.753 0.786 0.802 .0.813
0.5 0.211 0.483 O.?Z/ 0.84Z 0.902 0.9Z8 0.936 0.931
0.6 0.269 0.614 0.852 0.951 0.973 0.984 0.987 0,987
0,7 0.325 0.744 0.944 0.990 0.996 0.999 0.999 0.998
0.8 0.390 0.841 0.983 0.999 1.000 1.000 1.000 1.000
0.9 0.465 0.913 0.997 1.000 1.000 1.000 1.000 1.000
1.0 0.530 0.957 1.000 1.000 1.000 1.000 1.000 1.000
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Table A.4 (Continued)

Test m=_..nnC _ _ ._ .5 1.0 .._ _ Z.5 3.0 3._.5 4.0

Quanttle 30 7 6 0.051 0.1 0.069 0.100 0.146 0.202 0.256 0,297 0.321 0.332
0.2 0.090 0.167 0.292 0.449 0.592 0.691 0.745 0.769
0.3 0.I13 0.246 0.457 0.681 0.840 0.920 0.95L 0.963
0.4 0.138 0.332 0.607 0.B36 0.949 0,986 0.995 0.997
0.5 0.166 0.417 0.724 0.919 0.985 0,998 1.000 1.000
0.6 0.195 0.498 0.809 0.959 0.995 1.000 1.000 1.000
0,7 0.225 0.571 0.868 0.979 0.998 1.000 1.000 1.000
0.8 0.256 0.635 0.908 0.988 0.999 1,000 1.000 1.000
0.9 0.288 0.690 0.934 0.993 1.000 1.000 1.000 1.000
1.0 0.319 0.737 0,95Z 0.996 1.000 1.000 1.000 1.000

WR$ 0.050 0.1 0.073 0,097 0,I25 0.i36 0.147 0.159 0.170 0.162
0.2 0.103 0.167 0.241 0,294 0,345 0.364 0.372 0.376
0.3 0.142 0.265 0.420 0.515 0.581 O.BZZ 0.645 0.646
0.4 0.178 0.398 0.602 0.743 0.813 0.838 0.856 0.854
0.5 0.240 0.54Z 0.787 0.897 0.942 0.95Z 0,966 0,966
O.B 0.290 0.679 0.904 0.973 0.991 0.994 0.995 0.996
0.7 0.353 0.803 0,971 0.996 0.999 1.000 1.000 1.000
0.8 0.444 0.894 0.994 1.000 1.000 1.009 1.000 1.000
0.9 0.505 0.950 0.999 1.000 1.000 1.000 1.000 1.000
1.0 0.596 0.980 1.000 1.000 1.000 1.000 1.000 1.000

Quantile 40 7 6 0.054 0.1 0.075 0.114 0.178 0.Z64 0.354 0.4Z6 0.471 0.493
0.2 0.099 0.196 0.363 0.568 0.74Z 0.848 0.899 0.919
0.3 0.126 O.Z90 0.548 0.791 0.929 0.978 0.99Z 0.996
0,4 0.155 0.387 0.695 0.907 0,98Z 0.998 1.000 1.000
0.5 0.187 0.479 0.798 0.958 0.995 1.000 1.000 1.000
0.6 0.219 0.561 0.866 0.980 0.998 1.000 1.000 1.000
0.7 0,Z53 0.63Z 0.910 0.989 0.999 1.000 1.000 1,000
0.8 0.287 0.693 0.938 0.994 1.000 1.000 1.000 1.000
0.9 0.321 0.743 0.956 0.996 1.000 1.000 1.000 1.000
1.0 0.354 0.784 0.968 0.998 1.000 1.000 1.000 1.000

WRS 0.050 0.1 0.077 0.109 0.136 0.164 0.178 0.Z89 0.189 O.Z02
O.Z 0.113 0.198 0.297 0.365 0.408 0.450 0.450 0.470
0.3 0.166 0.334 0.509 0.626 0.701 0.741 0.744 0.759
0.4 0,Z16 0.489 0.718 0.848 0.899 0.925 0.933 0.937
0.5 0.Z79 0.655 0.880 0.959 0.980 0.989 0.990 0.993
0.6 0,360 0.791 0.962 0.993 0.999 0.999 0.999 0.999
0.7 0.444 0.897 0.994 0.999 1.000 1.000 1,QO0 1.000
0.8 0.519 0,959 0.999 1.000 1.000 1.000 1.000 1.000
0.9 0.617 0.988 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.699 0,996 1.000 1.000 1.000 1.000 1.000 1.000
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Tabl,,,.eA.4 (Continued)

• , _/_...............

T_t m-,,r k _.g._...¢._ .L_ I.s LL z.s 3.o _ 40
• quanttle 50 10 8 0.046 0.1 0.067 0.108 0.176 0.Z66 0.356 0.423 0.463 0.480

0.2 0.093 O.Z01 0.390 0.612 0.783 0.876 0.916 0.931
0.3 0.1Z3 0.313 0.606 0.850 0.959 0,989 0.996 0.998
0.4 0.157 0.430 0,787 0.C50 0.994 0,999 1.000 1.000

, O.S 0.194 0.540 0,869 0.984 0.999 1,000 L.O00 1.000
0.6 0.234 0.636 0,927 0.995 1.000 1.000 1.000 1.000
0.7 0.2.75 0.715 0.959 0,998 1.000 1.000 1.000 1.000
0.8 0.317 0.778 0.976 0.999 1.000 1.000 1.000 1.000
0.9 0.359 0.828 0.986 1.000 1.000 1.000 1.000 1.000
1.0 0.400 0.866 0.991 1.000 1.000 1.000 1.000 1.UO0

_,1_S 0,050 0.1 0,083 0.117 0.1S0 0.183 0.193 0,212 0.Z13 0.214
0.20.1Z10,ZZ4 0.338 0.427 0.487 0.513 0.530 0.54i
0.3 0._77 0.394 0.578 0.711 0.779 0.808 0.835 0.8Z9
0.4 0._46 0.564 0.81)3 0.904 0.948 0.958 0.968 0.970
0.5 0.327 0.735 0.936 0.98.5 0.993 0.997 0.998 0.997
0.6"0,410 0,865 0,988 0.999 1.000 1.000 1.000 1.000
0.7 0.506 0.949 0.998 1.000 1.000 1.000 1.000 1.000
0.8 0.610 0.964. 1.000 I,O00 t.O00 1.000 1.000 1.000
0.9 0.704 0,995 1.000 1.000 1.000 1.000 1,000 1.000
1.0 0,786 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Quanttle 60 ._,08 0.047 0.1 0,070 0,119 0.203 0.320 0,440 0.532 0.585 0.610
O.Z 0.099 0,224 0.446 0.896 0,865 0.942 0.969 0.977
0.3 0.13Z 0.348 0.669 0,901 0.98Z 0.997 0.999 1.000
0.4 0.170 0,472 0,818 0.971 0.998 1.000 1.000 1.000
0.5 0.210 0.584 0.903 0.991 1.000 1.000 1.000 1.000
0.6 0.253 0.678 C.948 0.997 1.000 1.000 l.O00 1.000
0.7 0,296 0.753 0.971 0.999 1,000 1.000 1.000 1.000
0.8 0.340 0,811 0.984 1.000 1.000 1.000 1.000 1.000
0.9 0.384 0,855 0.990 1.000 1.000 1.000 1.000 1.000
1.0 0.426 0,888 0.994 1,000 1,000 1.000 1.000 1.000

WRS 0.050 0.1 0.084 0,126 0.171 O.Z04 O,Z30 0.Z37 0.240 0.243
0.2 0.129 0.257 0.390 0.475 0.550 0.578 0.596 0.604
0.3 0.195 0.435 0.655 0.779 0.841 0.872 0.882 0.893
0.4 0.282 0.632 0.854 0.,947 0.973 0.983 0.985 0.987
0.5 0.366 0.804 0.966 0.993 0.990 9.999 1.000 1.000
0.6 0.467 0.9ZO 0.995 1.000 1.000 1.000 1.000 1.000
0.7 0.583 0,972 0.999 1.000 1.000 1.000 1.000 1.000
0.8 0.675 0.993 1.000 1.000 1.000 1.000 1.000 1.GO0
0.9 0.771 0.999 1.000 1.000 1,000 1.000 1.000 1,000
I.O 0.847 1.000 1.000 1.000 1,000 1.000 1.000 1.000
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Tab'le A.4 (Continued)

,, 6/0'

Test n_mn r' k _ _ _ LO 1.5 _ 2.5 3.0 _ 4.0

Quanttle 75 tO 8 0.049 0.1 0.075 0.132 0,240 0.394 0.553 0.672 0.739 0.769
0.2 0.106 0.254 0.517 0.788 0.934 0.982 0.994 0.996
0.3 0.143 0.392 0.738 0.944 0.994 1.000 1.000 1.000
0.4 0.165 0.523 0.867 0.986 0.999 1.000 1.000 1.000
0.5 0.?.29 0.635 0.933 0.996 1.000 1.000 1.000 1.000
0.6 0.275 0.724 0.966 0.999 1.000 1.000 1.000 I_000
0.7 0.322 0.793 0.981 0.999 1.000 1.000 1.000 1.000
0.8 0.368 0.844 0.990 1.000 1.000 1.000 1.000 1.000
0.9 0.413 0.883 0.994 1.000 1.000 1.000 1.000 1.000
1.0 0.457 0.911 0.996 1.000 1.000 1.000 1.000 1.000

',,/RS 0.050 0.1 0.090 0.135 0.185 0.221 0.258 0.271 0.Z78 0.274
0.2 0.145 0.268 0.443 0.558 0.629 0.661 0.680 0.672
0.3 O.ZZ6 0.509 0.738 0.,961 0.906 0.933 0.937 0.942
0.4 0.314 0.726 0.925 0.977 0.989 0.994 0.995 0.996
0.5 0.432 0.881 0.989 0.999 1.000 1.000 1.000 1.000
0.6 0.556 0.956 0.999 1.000 1.000 1.000 1.000 1.000
0.7 0.664 0.990 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.764 0.999 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.648 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.909 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Quanttle 100 10 8 0.050 0.1 0.079 0.150 0.293 0.501 0.703 0.833 0.895 0.921
0.2 0.116 0.294 0.606 0.875 0.978 0.997 1.000 1.000
0.3 0.157 0.448 0.812 0.975 0.999 1.000 1.000 1.000
0.4 0.204 0.584, 0.914. 0.994 1.000 1.000 1.000 1.000
0.5 0.253 0.693 0.959 0.998 1.000 1.000 1.000 1.000
0.5 0.303 0.776 0.980 0.999 1.000 1.000 1.000 1.000
0.7 0.353 0.836 0.989 10000 1.000 1.000 1.000 1.000
0.8 0.402 0.879 0.994 1.000 1.000 1.000 1.000 1.000
0.9 0.449 0.911 0.997 1.000 1.000 1.000 1.000 1.000
1.0 0.494 0.933 0.998 1.000 1.000 1.000 1.000 1.000

',,/RS 0.050 0.1 0.I01 0.158 0.Z20 0.Z71 0.303 0.314 0.332 0.334
O.Z 0.175 0.350 0.542 0.859 0.721 0.772 0.79?. 0.798
0.3 0.?.61 0.604 0.835 0.931 0.961 0.975 0.978 0.98Z
0.4 0.385 0.821 0.973 0.993 0.998 0.999 0.999 0.999
0.5 0.515 0.941 0.998 1.000 1.000 1.000 1.0001.000
0.6 0.647 0.987 1.000 1.000 1.000 1.000 1.000 1.000
0.7 0.770 0.998 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.858 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.925 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.964 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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TableAL5 ApproximatePowerand Numberof Measurementsfor the Quantileand
WilcoxonRankSum (WRS)Testsfor Type I ErrorRate e = 0.10for
when m = n. m and n are theNumberof RequiredMeasurementsfrom
the ReferenceArea and the CleanupUnit,respectively.

Quantlle 10 3 3 0.105 0.1 0.119 0.144 0.174 0.Z10 0.Z41 0.249 0.Z66 0.Z71
O.Z 0.138 0,197 0.Z57 0.336 0.410 0.463 0.496 0.51Z
0.3 0.186 O.Z4Z 0.360 0.488 0.594 0.674 0.715 0.738
0.4 0.179 0.308 0.457 0.607 0.734 0.822 0.866 0.878
0.5 0.196 0.351 0.540 0.706 0.836 0.91Z 0.946 0.960
0.6 0.2Z7 0.400 0.607 0.789 0.909 0.958 0.983 0.991
0.7 0.239 0.453 0.683 0.855 0.939 0.983 0.993 0.997
0.8 0.Z64 0.491 0.735 0.892 0.963 0.991 0.998 1.000
0.9 0.29Z 0.546 0.773 0.919 0.973 0.995 0.998 1.000
1.0 0.301 0.581 0.803 0.936 0.984 0.998 0.999 1.000

WRS 0.100 0.1 0.131 0.149 0.176 0.173 0.185 0.195 0.202 0.186
O.Z 0.15Z O.Z03 0.Z35 0.Z87 0.Z99 0.315 0.319 0.3Z4
0.3 0.181 0.Z63 0.334 0.39Z 0.4Z8 0.460 0.466 0.473
0.4 0.Z05 0.326 0.449 0.520 0.583 0.608 0.630 0.6Z9
0.5 0.Z34 0.40Z 0.564 0.66Z 0.731 0.76Z 0.763 0.765
0.6 0.268 0.487 0.675 0.788 0.846 0.870 0.884 0.886
0.7 0.30Z 0.577 0.776 0.891 0.932 0.950 0.95Z 0.959
0.8 0.354 0.659 0.871 0.955 0.979 0.988 0.991 0.99Z
0.9 0.396 0.732 0.932 0.986 0.997 0.999 0.999 0.999
1.0 0.435 0.809 0.976 0.999 1.000 1.000 1.000 1.000

quanttle 15 3 3 0.113 0.1 0.131 0.171 0.217 O.?.6Z 0.313 0.360 0.386 0.394
0.2 0.155 0.Z26 0.327 0.443 0.557 0.644 0.699 0.727
0.3 0.176 0.285 0.443 0.614 0.749 0.847 0.889 0.91Z
0.4 0.208 0.356 0.551 0.741 0.887 0.935 0.967 0.980
0.50.ZZ7 0.414 0.644 0.816 0.9Z4 0.975 0.99Z 0.995
0.6 0.Z53 0.47Z 0.701 0.877 0.98I 0.988 0.997 1.000
0.7 0.271 0.517 0.758 0.909 0.975 0.993 0.999 1.000
0.8 0.301 0.571 0.794 0.934 0.98Z 0.996 0.999 1.000
0.9 O.3ZZ 0.603 0.833 0.95Z 0.988 0.999 1.000 1.000
1.0 0.347 0.640 0.858 0.956 0.99Z 0.999 1.000 1.000

WAS 0.100 0.1 0.12_ 0.157 0.180 0.206 0.215 0.215 0.213 0.215
O.Z 0.163 0.221 0.292 0.342 0.359 0.378 0.375 0.393
0.3 0.198 0.306 0.418 0.492 0.530 0.560 0.572 0.580
0.4 0.235 0.407 0.545 0.647 0.704 0.734 0.745 0.757
0.5 0.282 0.496 0.682 0.802 0.847 0.873 0.889 0.887

. 0.6 0.324 0.603 0.814 0.894 0.936 0.954 0.960 0.961
0.7 0.375 0.696 0.891 0.961 0.983 0.990 0.990 0.99Z
0.8 0.425 0.791 0.953 0.991 0.998 0.999 0.999 0.999
0.9 0.469 0.863 0.984 0.999 1.000 1.000 1.000 1.000

• 1.0 0.535 0.923 0.997 1.000 1.000 1.000 1.000 1.000
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T__a.ble.A.5 (Continued)

..... _,/a

Test mn- _ _ _ _ _ _ _ Z.,.Q--_ 30 3S 40

Quanttle ZO 6 5 0.089 0,1 0.115 0.148 0.192 0.230 0.276 0.287 0.308 0.312
0.2 0,136 0.219 0.325 0.443 0.540 0.605 _.636 0.653
0.3 0.165 0.290 0.465 0.648 0,771 0.843 8.873 0.885
0.4 0,190 0.379 0.605 0.793 0,906 0.956 0.972 0.978
0.5 0,Z35 0.464 0.714 0.892 0,966 0.992 0.996 0,997
0.6 O,Z6l O.SZZ 0.80Z 0.935 0,988 0,998 1.000 1.000 °
0.7 O,Z81 0.589 0.865 0,969 0.996 1.000 1.000 1.000
0.8 0,319 0.661 0.902 0.983 0.999 1.000 1,000 1.000
0,9 0,354 0.71I 0.931 0.990 0.999 1.000 1.000 1.000
1.0 0,380 0,754 0.947 0.994 1,000 1.000 1.000 1.000

WRS 0.100 0.1 0.127 0.156 0,183 0.203 O.Z1Z O.ZZ4 0,235 0.233
O.Z 0.164 0,240 ,0,303 0.358 0.393 0.411 0.424 0.420
0.3 0.205 0.340 0,454 0.545 0.594 0.6Z4 0.646 0.84Z
0,4 0.256 0.440 0.619 0.723 0.781 0.812 0.827 0.8Z3
0.5 0.292 0,553 0.762 0.868 0.911 0.928 0.935 0.938
0.6 0.363 0.672 0,872 0.950 0.973 0.979 0.984 0.987
0.7 0.407 0.772 0.943 0.987 0.995 0.998 0.998 0.998
0.8 0.470 0.859 0.981 0.998 1.000 1.000 1.000 1.OOO
0.9 0.530 0.925 0.997 1.000 1.000 1.000 1.000 1.000
1.0 0.602 0.959 0.999 1.000 1.000 1.000 1.000 1.000t

Quanttle 25 6 5 0.093 0.1 0.127 0.167 0.229 0.283 0.333 0.376 0.395 0.403
O.Z 0.150 0.236 0.375 0.529 0.637 0.733 0.769 0.784
0.3 0.177 0.332 0,532 0.742 0.858 0.922 0.947 0.960
0.4 0.209 0.420 0.678 0.865 0,955 0.985 0.993 0.996
0.5 0.Z38 0,501 0.769 0.934 0.984 0.997 1.000 1.000
0.6 0.Z74 0.580 0.848 0.965 0,995 1.000 1.000 1.000
0.7 0.319 0.651 0.895 0.983 0.998 1.000 1,000 1.000
0.8 0.350 0.703 0.927 0.992 0.999 1.000 1,000 1.000
0.9 0.375 0.743 0.949 0.994 1.000 1.000 1.000 1.000
1.0 0.403 0.786 0.963 0.997 1.000 1.000 1.000 1.000

WR5 0.100 0.1 0.132 0.165 0.193 O.ZZ7 O.Z4Z 0.234 0.248 0,248
O.Z 0.172 0.254 0,349 0.401 0.445 0.463 0,475 0,480
0.3 0.215 0.36Z 0.509 0.607 0.661 0.687 0.711 0,712
0.4 0.270 0.506 0.685 0.797 0.854 0.873 0.880 0,888
0.5 0.331 0.623 0.83Z 0.919 0.952 0.968 0.968 -0.96"
0.6 0.392 0.746 0.923 0.977 0.992 0.993 0.995 0,99_,
0.7 0.458 0.844 0.972 0.994 0.999 0.999 0.999 1,000
0.8 0.535 0,915 0.994 1.000 1.000 1.000 1.000 1,000
0.9 0.595 0.957 0.999 1.000 1.000 1.000 1.OOO i,O00
1.0 0;669 0.985 1,OGO 1.OOO 1.000 1.000 1.OOO l.OOO
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Table k.5 (ConL_nued)

Test m-n r k _ _ .5 _ L,5 _ 2.5 _ 3.0 3.5 4.0

Quan_tle 30 6 5 0.098 0.1 0.124 0.174 0,246 0.316 0.392 0.446 0.482 0.493
0.2 0.156 0.257 0.418 0.601 0.731 0.821 0.661 0.879
0.3 0.193 0.357 0.584 0.799 0.912 0.964 0.981 0.984

• 0.4 0.221 0.457 0.718 0.906 0.976 0.995 0.999 1.000
0.5 0.251 0.535 0.812 0.956 0.994 0.999 1.000 1.000
0.6 0.293 0.612 0.880 0.979 0.998 1.000 1.000 1.000
0.7 0.325 0.678 0.919 0.987 1.000 1.000 1.000 1,000
0.6 0.360 0.735 0.943 0.994 1.000 1.000 1.000 1.000
0.9 0.400 0.777 0.962 0.996 1.000 1.000 1.000 1.000
1.0 0,430 0.824 0.973 0.999 1.000 1.000 1.000 1,000

WRS 0.100 0.1 0.138 0.179 0.212 0.239 0.256 0.264 0.269 0,265
O.Z 0.177 0.279 0.379 0.448 0.483 0.518 0.521 0,526
0.3 0.241 0.412 0.563 0.665 0.726 0.755 0.762 0.776
0.4 0.292 0.542 0,741 0.852 0.695 0.921 0.926 0,922
0.5 0.358 0.685 0.683 0.950 0.974 0.982 0.987 0,987
0.6 0,440 0.804 0.953 0.989 0.995 0.998 0,998 0,999
0.7 0.505 0.893 0.987 0.998 1.000 1.000 1.000 1,000
0.8 0.587 0.949 0.998 1.000 1.000 1.000 1.000 l.O00
0.9 0.663 0.980 1.000 1.000 1,000 1,000 1.000 1.000
1.0 0.730 0.993 1.000 1.000 1.000 1.000 1.000 1.000

Quanttle 40 6 5 0.098 0.1 0.134 0.192 0.278 0.393 0.507 0.582 0,624 0.652
0.2 0.168 0.294 0.492 0.694 0.844 0.924 0.954 0.968
0.3 0.198 0.403 0.662 0.879 0.966 0.993 0.997 0.999
0.4 0.239 0.515 0.790 0.946 0,992 0.999 1.000 1.000
0.5 0.285 0,593 0.874 0.975 0.997 1.000 1.000 1.000
0.6 0.325 0.665 0.913 0.989 1.000 1.000 1.000 1.000
0.7 0.360 0.730 0.943 0.995 1.000 1.000 1.000 1.000
0.8 0.391 0.776 0.962 0.997 1.000 1.000 1.000 1.000
0.9 0.430 0.811 0.973 0.998 1.000 1.000 1.000 1.000
1.0 0.465 0.848 0.980 0.999 1.000 1.000 1.000 1.000

0.100 0.1 0.139 0.189 0.228 0.264 0.281 0.296 0.301 0.303
O.Z 0.197 0.310 0.418 0.501 0.560 0.584 0.601 0.600
0.3 0.268 0.473 0.647 0.761 0.816 0.839 0.848 0.850
0.4 0.336 0.635 0.832 0.917 0.951 0.963 0.9690.969
0.5 0.423 0.768 0.939 0.983 0.993 0.996 0.996 0.997
0.6 0.500 0,879 0.986 0.998 0.999 0.999 1.000 1.000
0.7 0.591 0.947 0.999 1.000 1.000 1,000 1.000 1.000
0.6 0.675 0.983 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.743 0.995 1.000 1.000 1.000 1.000 X.O00 1.000
1.0 0.818 0.998 1.000 1.000 1.000 1,000 1,000 1.000
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Table A.5 (Continued)

A/a

Test_ _,....._nc _ _ _ _ .o..LP._..,LP...__ _ 3.0 3_s 4.o_,L_

quantile 50 6 5 0.102 0.1 0.137 0.205 0.310 0.462 0.588 0.694 0.744 0.771O.Z 0.179 0,326 0.548 0.768 0.913 0.966 0.987 0.992
0.3 0.215 0.440 0.719 0.914 0.985 0.997 1.000 1.000
0.4 0.256 0.544 0.834 0.966 0.997 1.000 1.000 1.000
0.5 0.298 0.831 0.897 0.983 0.999 1.000 1.000 1.000
0.6 0.340 0.707 0.938 0,994 1.000 1.000 1.000 1.000
0.7 0.378 0.761 0.957 0.997 1.000 1.000 1.000 1.000
0.8 0.425 0.804 0.970 0.999 1.000 1.000 1.000 1.000
0.9 0.456 0.846 0.980 0.999 1.000 1.000 1,000 1.000
1.0 0.48Z 0.875 0.986 0.999 1.000 1.000 1.000 1.000

WRS 0.100 0.1 0.145 0.209 0.250 0.289 0.318 0.330 0.340 0.341
O.Z 0.214 0.348 0.480 0.566 0.633 0.668 0.672 0.681
0.3 0.283 0.536 0.718 0.824 0.871 0.896 0.908 0.904
0.4 0.379 0.707 0.885 0.957 0.979 0.987 0.985 0.987
0.5 0.468 0.838 0.971 0.995 0.998 0.999 0.999 0.999
0.6 0.554 0=931 0.996 0.999 1.000 1.000 1.000 1.000
0.7 0.652 0.978 1.000 1,000 1.000 1.000 1.000 1.000
0.8 0.741 0.993 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.824 0.999 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.877 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Quantile 60 6 5 0.098 0.1 0.143 0.212 0.331 0.504 0.665 0.790 0.839 0.86Z0.2 0.179 0.345 0.596 0.833 0.945 0.986 0.997 0.998
0.3 0.219 0.476 0.760 0.941 0.991 1.000 1.000 1.000
0.4 0.268 0.568 0.861 0.977 0.997 1.000 1.000 1.000
0.5 0.307 0.668 0.916 0.990 0.999 1.000 1.000 1.000
0.6 0.356 0.734 0.950 0.996 1.000 1.000 1.000 1.000
0.7 0.391 0.786 0.968 0.998 1.000 1.000 1.000 1.000
0.8 0.427 0.826 0.978 0.998 1.000 1.000 1.000 1.000
0.9 0.476 0.856 0.984 0.999 1.000 1.000 1.000 1.000
1.0 0.492 0.889 0.989 1.000 1.000 1.000 1.000 1.000

WRS 0.100 0.1 0.161 0.214 0.274 0.312 0.342 0.359 0.366 0.366
O.Z 0.223 0.381 0.528 0.628 0.684 0.719 0.727 0.728
0.3 0.316 0.571 0.773 0.873 0.915 0.933 0.940 0.945
0.4 0.410 0.753 0.930 0.978 0.990 0.994 0.994 0.995
0.5 0.504 0.881 0.986 0.999 1.000 1.000 1.000 1.000
0.6 0.623 0.959 0.998 1.000 1.000 1.000 1.000 1.000
0.7 0.718 0.990 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.798 0.998 1.000 1.000 1.000 1.000 1.000 1.000
0.9 0.867 1.000 1.000 1.000 1,000 1.000 1.000 1.000
1.0 0.913 1.000 1.000 1.000 1.000 1.000 1.000 1.000
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Table A.5 (Continued)

,a/_

Te_t _ _ _ _ _ .5 _ _ _ _ 3.O 3._ 4.O

• Quantile 75 6 5 0.102 O.I 0.I42 0.2Z6 0,38Z 0.577 0,748 0.867 0.917 0,942
0.2 0,188 0.370 0,638 0.868 0,975 0.995 0.999 1,000
0.3 0.230 0.504 0,807 0.963 0.997 1.000 1.000 1.000
0.4 0.281 0.608 0,893 0.985 0.999 1.000 1.000 1.000

, 0.5 0.316 0.699 0,942 0.995 1.000 1.000 1.000 1.000
0.6 0.363 0.762 0,963 0.997 1.000 1.000 1.O00 1.000
0.7 0.406 0.816 0,974 0.998 1.000 1.000 1.000 1.000
0.8 0.445 0.844 0,981 1.000 1.000 1.000 1.000 1.O00
0.9 0,491 0.880 0.989 1.0OO 1.000 loOOO 1.000 l.O00
1.0 0.536 0.905 0,991 1.000 1.000 1.000 1.000 1.O00

WRS 0.100 0.1 0.163 0.237 0.295 0.354 0.377 0.391 0.415 0.412
0.2 0.235 0.417 0.585 0.704 0.757 0.779 0.795 0.798
0.3 0.341 0.646 0.846 0.9Z3 0.954 0.965 0.973 0.975
0.4 0.464 0.828 0.964 0.991 0.996 0.998 0.998 0.999
0.5 0.588 0.937 0.996 1.000 1.000 1.000 1.000 1.000
0.6 0.686 0.982 0.999 1,000 1.000 1.000 1.000 1.000
O.l 0.782 0.996 1.000 1.000 1.000 1.000 1.000 1.000
0.8 0.866 1.000 1.000 1.000 1,000 1.000 1.000 1.0QO
0.9 0.917 1.000 1.000 1.000 1.000 1,000 1.000 1.000
1.0 0.956 1.000 1.000 1.000 1.000 1.000 1.000 1.000

Quanttle 100 B 5 0.104 0.1 0.I45 0.248 0,435 0.865 0.847 0.939 0.975 0.986
0.20.IBZ 0.402 0.709 0.922 0.988 0.999 1.000 1.000
0.3 0.232 0.549 0.851 0.979 0.999 1.000 1.000 l.O00
0.4 0.294 0.658 0.920 0.994 1.000 1.000 1.000 1.000
0.5 0.342 0.735 0.954 0.996 1.000 i.O00 1.000 1.000
0.6 0.389 0.793 0.975 0.998 l.OOO 1.000 1.000 1.000
0.7 0.436 0.845 0.982 0.999 1.000 1.000 1.O00 l.O00
0.8 0.468 0.879 0.988 1.000 1.000 1.000 1.000 1.000
0.9 0.513 0.895 0.992 1.000 1.000 1.000 1.000 1.000
1.0 0.551 0.919 0.995 1.000 1.000 1.000 1.000 1.000

WRS 0,100 0.1 0.178 0.258 0.345 0.398 0.442 0.464 0.479 0.483
0.2 0.286 0.494 0.681 0.780 0.837 0.861 0.874 0,875
0.3 0,396 0.737 0.908 0.970 0.984 0.99Z 0.99Z 0,993
0.4 0,530 0.904 0,986 0.998 1.000 1.000 1.000 1.000
0.5 0,663 0.975 0,999 1.000 1.O00 1.000 1.000 1.000
0.8 0.780 0.996 1.000 1.000 1.000 1.000 1.000 1.000
0.7 0,864 1.000 1.000 1.000 1.000 1,000 1.000 1.000
0.8 0.934 1.000 1.000 1.000 1.000 1.000 1.000 1,000
0.9 0.964 1.000 1.000 1.000 1.000 1.000 1.000 1.000
1.0 0.984 L.O00 1.000 1.O00 1.000 1.000 1.000 1.000
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APPENDIX B

GLOSSARY

' Alpha (=) The specifiedmaximumprobabilityof a Type I Error, i.e., the
maximum probabilityof rejectingthe null hypothesiswhen it is
true. In the contextof this document,= is the maximum

" acceptableprobabilitythat a statisticaltest incorrectly
indicates that a cleanup unit does not attain the cleanup
standard. See Section 2.3.

Alternative Hypothesis See Hypothesis

Attainment Objectives Specifyingthe design and scope of the sampling study
including the chemicalsto be tested, the cleanupstandards to be
attained, the measureor parameterto be comparedto the cleanup
standard, and the Type I and Type II error rates for the selected
statisticaltests. See Section4.1.1 and Chapters6 and 7.

ARAR Applicable or Relevantand AppropriateRequirement. See Chapter
1.

Beta (B) The probabilityof a Type II Error, i.e., the probabilityof
accepting the null hypothesiswhen it is false. In the context of
this document,B is the specified,allowable (small)probability
that a statisticaltest incorrectlyindicatesthat the cleanup
unit has been successfullyremediated. B - 1 - Power. See Power.
See Section 2.3.

c The proportionof the total number of samples in the reference
area and cleanupunit that are to be taken in the reference area.
c is used with the Wilcoxon Rank Sum (WRS) Test. See Section 6.2.

Cleanup Unit A geographicalarea of specifiedsize and sha_e at a remediated
Superfund site for which a separatedecision will be made whether
the unit attainsthe site-specificreference-basedcleanup
standard for the designated pollutionparameter. See Section
4.2.1.

Cleanup Standard In the contextof this document,the cleanupstandard for
. the Wilcoxon RankSum (WRS) test and for the Quantiletest are

specific valuesof statisticalparameters. For the WRS test, the

standard is Pr I/2. For the Quantile.test, the standard is( - 0 and A/a ==0. See Sections4.4, I and 7.I.

Composite Sample A sampleformed by collectingseveral samplesand
combining them (or selected portionsof them) into a new sample
which is then thoroughlymixed. See Sections 3.3 and 4.3.1.
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DQOs (Data Quality Objectives) Qualitativeand quantitativestatementsthat
specifythe type and quality of data that are required for the
specifiedobjective. See Section 4.1.

d Odds ratio" The quantity "probabilitya measurementfrom the
cleanupunit is larger than one from the referencearea" divided
by the quantitY"probabilitya measurement from the cleanup unit
is smaller than one from the referencearea." The odds ratio can

be used in place of Pr when determiningthe number of measurements
needed for the Wilcoxon Rank Sum test. See Section 6.2.2.1.

Delta (A) The amount that the distributionof measurementsfor the cleanup
unit is shiftedto the right of the distributionof measurements
of the referencearea. In this document, H is alwaysdivided by
a, the standarddeviationof the measurements,so that the shift
is always in multiplesof standard deviations. See Sections
6.2.2.2 and 7.1.

Design Specificatio,Process The process of determiningthe samplingand
analysisproceduresthat are needed to demonstratethat the
attainmentobjectiveshave been achieved. See Sections4.1.2 and
4.2.

Epsilon ((} The proportionof soil in a cleanup unit that has not been
remediatedto the reference-basedcleanup standard. _ is used in
the Quantiletest. See Section 4.4.2 and Chapter 7.

F A factor used to increaseN for the Wilcoxon Rank Sum test to
account for unequalm and n. See N, m, and n. See Section
6.2.2.2.

Hot Measurement A measurementof soil for a specifiedpollutionparameter
that exceedsthe value of H_ establishedfor that pollution

parameter. See Hm. See SeCtion 4.4.3

Hypothesis An assumptionabout a property or characteristicof a population
under study. The goal of statisticalinference is to decide which
of two complementaryhypotheses is l_kely to be true (from USEPA
1989a). In the contextof this document,the null hypothesis is
that the cleanupunit has been successfullyremediatedand the
alternativehypothesisis that the cleanup unit has not been
successfullyremediated. See Sections 2.2, 6.1 and 7.1.

H, A concentrationvalue such that any measurement from the cleanup
unit at the remediatedsite that is larger than Ha indicatesan
area of relativelyhigh concentrationthat must b_ removed. The

"Hm test" is used in conjunctionwith both the WilcoxonRank Sum
test and the Quantiletest. See Section 4.4.3.

h The number of cleanupunits that will be compared to a specified
reference area. See Section 6.2.1
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k When conductingthe Quantile test, k is the number of measurements
from the cleanupunit that are among the r largestmeasurementsof
_.hecombined set of referencearea and cleanup unit measurements.
See Quantile test. See P. See Sections 7.2 and 7.3.

• Less-Than Data Measurementsthat are less than the limit of detection. The
tests in thisdocument allow for less-thandata to occur. See
Sections 3.6,;6.3,7.2 and 7.3.

m The number of measurementsrequired from the referencearea to
conduct a statisticaltest with specifiedType I and Type II error
rates. See Sections6.2 and 7.2.

Missing or Unusable Data Data (measurements)that are mislabeled,lost, held
too long before analysis,or do not meet qualitycontrol
standards. In this document "less-than"data are not considered
to be missing or unusable data. See R. See Sections 3.10, 6.2
and 7.2.

Multiple-ComparisonTest A test constructedso that the Typ_ I error rate
for a whole group of individualtests does not exceed a specified
level. In the context of this document_man:,tests may be

needed at a Superfundsite be aus_ of multiple pollutants,cleanup
areas, times, etc. See Section 3.5.

N N = m + n = the total number of measurementsrequiredfrom the
relerencearea and a cleanup unit being co,_paredwith the
referencearea. See m and n. S_e Sections 6.2 and 7.2

n Number of measurementsrequired from the cleanup unit to conduct a
statisticaltest that has specifiedType I and Type II error
rates. See Sections6.2 and 7.2.

nf The number of samplesthat should be collectedin an are_ to
assure that the required number of measurementsfro_ that area for
conductingstatisticaltests is obtained, nf = n/(1 - R). See R.
See Sections 3.10, 6.2, and 7.2.

Nonparametric Test A test based on relativelyfew assumptionsabout the exact
" form of the underlyingprobabilitydistributionsof the

measurements. As a consequence,nonparametrictests are valid for
a fairly broad class uf distributions. The Wilcoxon Rank Sum test

' " and the Quantiletest are nonparametrictests. See Section 3.1
and Chapters6 and 7.

Normal (Gaussian)Distribution A family of bell-shapeddistributions
describedby the mean and variance,/_and a_. Refer to a
statisticaltext (e.g., Gilbert 1987) for a formaldefinition.
See StandardNormal Distribution. See Sections3.1, 6.2, and 7.3.

Outlier Measurementsthat are unusuallylarge relative to the bulk of the
measurementsin the data set. See Section 3.7.
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P When conductingthe Quantile test, P is the probabilityof
obtaining a value of k as large or larger than the observed k if
the null hypothesisis true. See k. See Section7.3.2.

Power (i - B) The probabilityof rejectingthe null hypothesiswhen it is
false. Power = I - Type II error rate. In the context of this
document, the power of a test is the probabilitythe test will
correctly indicatewhen a cleanupunit has not been successfully
remediated. See Beta (B). See Section 2.3 and Chapters 6 and 7. 4

Pr The probabilitythat a measurementof a sample collected at a
random location in the cleanupunit is greater than a measurement
of a sample collectedat a random location in the referencearea.
See Section4.4.1 and Chapter 6.

quantile Test A nonparametrictest, illustratedin Chapter 7, that looks at
only the r largestmeasurementsof the N combinedreference area
and cleanupunit measurements. If a sufficientlylarge number of
these r measurementsare 'fromthe cleanup unit, then the test
indicatesthe remediatedcleanupunit has not attainedthe

, reference-basedcleanup standard. See Section 4.4.2 and Chapter
7.

R The rate of missingor unusablepollution parametermeasurements
expected to occur for samplescollected in referenceareas or
cleanup units. See Missing or Unusable Data. See nf.

ReferenceAreBs Geographicalareas from which representativereference
sampleswill be selected for comparisonwith samplescollected in
specific cleanupunits at the remediatedSuperfuhdsite. See
Sect_or_ 4.2.1.

Reference Region The geographicalregion from which referenceareas will be
selected for comparisonwith cleanupunits. See Section 4.2.1.

RepresentativeMeasurement A measurementthat is selectedusing a procedure
in such a way that it, in combinationwith other representative
measurements,will give an accuratepicture of the phenomenon
being studied.

Standard Normal Distribution A normal (Gaussian)distributionwith /_= 0 and
az = I. See Normal (Gaussian)Distribution. See Table A.I.

Stratified Random Sampling In the contextof this document,stratified
random samplingrefers to dividingthe SuperfundSite into
nonoverlappingcleanupunits and collecting soil samples at
randomly selectedlocationswithin each cleanup unit. See Section
5.1

Tandem Testing When two or more statisticaltests are conductedusing the
same data set. See Section 4.5 and Chapters G and 7.
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Tied MeasurementsTwo or moremeasurementsthat have the samevalue. See
Sections6.3 and 7.2.

TriangularSamplingGrid A grid of samplinglocationsthat is arrangedin a
triangularpattern. See Chapter5.

' Two-Samplet Test A testdescribedin most statisticsbooksthat may be used
in placeof the WilcoxonRankSum test if the referencearea and

. cleanupunitmeasurementsare knownto be normally(Gaussian)
distributedandthereare no less-thanmeasurementsin eitherdata
set. See Section6.4.

WilcoxonRank Sum (WITS)Test The nonparametrictest,illustratedin
Chapter6, to detectwhen the remedialactionhas failedmore or
less uniformlythroughoutthe cleanupunit to achievethe
reference-basedcleanupstandard.See Section4.4.1and Chapter
6.

ZI . ¢ A valuefromthe standardnormaldistributionthatcuts off(I00¢)%of the uppertailof the standardnormaldistribution.
See StandardNorm] Distribution.
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