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Parallel Plasma Fluid Turbulence Calculations
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The study of plasma turbulence and transport is a complex problem of critical importance
for fusion-relevant plasmas. To this day, the fluid treatment of plasma dynamics is the best
approach to realistic physics at the high resolution required for certain experimentally
relevant calculations. Core and edge turbulence in a magnetic fusion device have been
modeled using state-of-the-art, nonlinear, three-dimensional, initial-value fluid and
gyrofluid codes. Parallel implementation of these models on diverse platforms — vector
parallel (National Energy Research Supercomputer Center's CRAY Y-MP C90), massively
parallel (Intel Paragon XP/S 35), and serial parallel (clusters of high-performance
workstations using the Parallel Virtual Machine protocol) — offers a variety of paths to
high resolution and significant improvements in real-time efficiency, each with its own
advantages. The largest and most efficient calculations have been performed at the
200 Mword memory limit on the C90 in dedicated mode, where an overlap of 12 to 13 out
of a maximum of 16 processors has been achieved with a gyrofluid model of core
fluctuations. The richness of the physics captured by these calculations is commensurate
with the increased resolution and efficiency and is limited only by the ingenuity brought to
the analysis of the massive amounts of data generated.
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1. Introduction

Indications are that turbulence is the dominant mechanism of charged particle loss in
toroidal fusion devices such as tokamaks. In the fluid approach, the problem of plasma
turbulence reduces to solving for the evolution in space and time of a set of moment
equations for macroscopic variables (B, V, n, T,...). This makes tractable some problems

that are at present too complex in kinetic theoryl. The regime of applicability of the fluid
approach has recently been extended by inclusion of finite jon gyroradius and of kinetic
effects, through closure relations compatible with Landau damping, into gyro-Landau fluid

models2.3. High resolution is needed to resolve physically relevant scale lengths in a
plasma turbulence problem. This requires the use of large amounts of computer memory.
To study the development of steady-state turbulence, the plasma evolution must be
followed for many characteristic times. Therefore these calculations also require large
amounts of computing time.

Parallel implementation of a fluid turbulence model applicable to the collisional
plasma edge, as incorporated in the KITE code4, and of a gyro-Landau fluid model more

suitable to the hotter plasma core, as incorporated in the DTEM code?, is being pursued on
the CRAY Y-MP C90, on the Intel family of mainframes, and on clusters of workstations.
This is done not only to improve the real-time efficiency of these calculations, thereby
decreasing the wallclock time for production calculations, but also to have access to more
memory. These two elements permit inclusion of more realistic physics by evolving more
plasma moments and/or using more complicated evolution equations for these moments.
They also allow us to significantly increase problem sizes and resolutions and therefore
perform more experimentally relevant calculations. Last, but not least, parallel
implementation of our fluid turbulence models means that we will be ready for the next-
generation of production supercomputers that are expected to be massively parallel.

While different sets of equations are solved as an initial-value problem in KITE and
DTEM, both codes are spectral in the sense that a finite difference grid is used in the radial
direction and a Fourier mode expansion is adopted in the poloidal (short way around the
torus) and toroidal (long way around the torus) directions. Other features common to both
codes include the implicit treatment of the linear terms, requiring a block-tridiagonal matrix
inversion, and the explicit treatment of the nonlinear terms, involving the (analytical)
calculation of mode convolutions. The matrix operations and mode convolutions are the
most time-consuming parts of the calculations, and much effort has therefore been put into
their efficient parallelization. Among these parallel implementations, the greatest physics
gains have been realized on the C90 where core turbulence calculations using DTEM have
been performed in dedicated multi-cpu mode and at the 200 Mword memory limit as part of
the Special Parallel Processing (SPP) allocation program.

2. Dedicated Vector Parallel Calculations on the CRAY Y-MP C90

On the C90, microtasking compiler directives have been incorporated with relative
ease in serial versions of the cylindrical geometry KITE and slab geometry DTEM codes,
resulting in 98% parallelism. For the matrix solver and the convolutions in particular, the
outer loop over the number of modes is now performed in parallel, while the inner loop

over the number of radial grid points remains highly vectorized®. This parallel algorithm
development, along with software and hardware advances at the National Energy Research
Supercomputer Center (NERSC), have resulted in an improvement of performance by 2
orders of magnitude over one processor of a CRAY-2 computer. This is illustrated in Fig.
1, where the aggregate speed obtained with a one-equation version of DTEM is plotted as a
function of year and mainframe. The highest aggregate speed and overlap have been
achieved during short tests in dedicated mode as part of the SPP with a 200 Mword
executable, namely 5 Gflops sustained with 14.5 processors accessed simultaneously.
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Fig. 1 Time history of performance on CRAY computers

We have reserved our SPP allocation for a specific physics application, namely
gyro-Landau fluid calculations of turbulence driven by dissipative trapped electron modes a
at the core of tokamak plasmas. The gyro-Landau fluid model of dissipative trapped
electron modes consists of two time evolution equations for the plasma vorticity (Laplacian
of the electrostatic potential) and the parallel component of the ion velocity. This two-
equation model has been implemented in the DTEM code and includes kinetic phenomena
such as finite ion Larmor radius contributions, ion Landau damping, and ion magnetic drift
effects through closure relations. The dissipative trapped electron instability drive is

handled as a simple i0 phase shift between electron density and electrostatic potential
fluctuations. Our SPP allocation has enabled us to perform two nonlinear, multiple helicity,
three-dimensional calculations at the allowed 200 Mword limit in dedicated mode with
parameters close to those for the core of the TEXT tokamak. These two calculations, herein
referred to as Case 1 and Case 2, differ in the distribution of poloidal and toroidal mode
pairs and the radial extent they cover, as shown in Fig. 2. Case 1 consists of 2333 modes
and 600 radial grid points that extend over 14 cm, or 50% of the TEXT minor radius. Case
2 consists of 3213 modes and 400 grid points covering 40% of the minor radius, with 5

grid points per ion Larmor radius pj for both. These are the best resolved and most CPU-
time-intensive plasma turbulence calculations that we have ever attempted. We should also
emphasize that the turbulence dynamics that we are tackling within the SPP is uncharted
territory because of the physically realistic (i.e., small) dissipations used.

Before describing the physics results obtamed two operational issues need to be
raised concerning the SPP. Overlaps between 12 and 13 have been routinely achieved for
the two calculations performed in dedicated mode. This is somewhat lower than the overlap
of 14.5 obtained in dedicated testing mode because production calculations such as the ones
carried out here stay in the machine longer and have a greater likelihood of being interfered
with by the interactive tasks that are allowed to execute during the dedicated time periods. A
more serious deficiency is the inability to load a 200 Mword executable such as ours if
interactive and system tasks take up more than the 68 Mword of memory left on the C90.
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Fig. 2 Mode and grid point arrangement for SPP calculations

Nevertheless, the available dedicated SPP periods have enabled us to follow the
time evolution of dissipative trapped electron mode instabilities to saturation for both Case
1 and Case 2. This is apparent from the time traces of the potential and parallel velocity
fluctuation amplitudes displayed in Fig. 3. These time traces cover 15,000 time steps and
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Fig. 3 Fluctuation levels vs time for SPP calculations
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10,000 time steps for Case 1 and Case 2, respectively. Even though the calculations were
started with different initial amplitudes (higher for Case 1 than for Case 2) and have
different resolutions, the saturated fluctuation levels turn out to be comparable in
magnitude. Similarly, the poloidal wavenumber spectra, averaged in time over the
saturation phase, displayed in Fig. 4, show a high degree of overlap. The spatial structure
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Fig. 4 Poloidal mode number spectra for SPP calculations

of the turbulence is vividly depicted in Fig. 5, where color contours of plasma vorticity are
displayed as a function of radius and poloidal angle for Case 1. Large and small scale
structures are seen to coexist, emphasizing anew the need for highly resolved calculations
in both space and time. These core fluctuation studies are far from complete, and additional
SPP resources are needed to resolve several outstanding issues. In particular, the

Fig. 5 Contours

of vorticity for Case 1 SPP calculation




calculations will need to be continued further in time to assess whether a turbulent steady-
state has been achieved. This will also allow us to obtain better converged frequency and
wavenumber spectra in steady state which are more directly compared to experimental
observations.

3. Massively Parallel Calculations on Intel Mainframes

The C90 is probably the last vector parallel supercomputer to be housed at NERSC.
To be ready for the next generation of production supercomputers, we have been porting
our workhorse edge turbulence code KITE to a vast array of massively parallel platforms.
These include the Intel iPSC/860s at the Oak Ridge National Laboratory (ORNL) and the
California Institute of Technology (Cal Tech), the Intel Delta at Cal Tech and Intel Paragons
XP/S 5 and XP/S 35 at ORNL, as well as the BBN Butterfly at the Lawrence Livermore
National Laboratory. The message-passing version of KITE, appropriate for these
platforms, did require development of parallel algorithms for the two most CPU-intensive

parts of the algorithm, the block-tridiagonal matrix solver and the mode convolutions’. For
the convolutions, a radial region is allocated-in each node. In this way, the convolutions in
each radial region are performed in parallel, and communication between processors is
limited to the boundary values for each radial region. The memory configuration used in
this implementation is a ring. For the block-tridiagonal matrix inversion, a second
parallelization in which the poloidal and toroidal mode pairs are distributed in processors is
required.

4 A compendium of benchmarks with KITE is given in Fig. 6, where the best
aggregate speed obtained is displayed as a function of year and mainframe. Significant
improvements of performance were realized with the Intel Delta over the iPSC/860. The
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Fig. 6 Time history of performance on the Intels

Intel Delta performance is being approached with 128 processors of the 512 node Intel
XP/S 35, and we should be able to exceed it if and when our code can run on more
processors without causing machine failures. The many tests performed with KITE on the
Intels indicate that the performance of the parallel algorithms clearly improves with the size
of the problem in terms of number of grid points and number of modes and that there is an
optimal number of processors for each problem size whereby processors are kept busy
computing instead of communicating. The memory per processor must therefore increase to




achieve optimal performance as the problem size and number of processors increase”. The
memory per node on present and future Paragons is set at 32 Mbyte. To make optimal use
of the 2048 processors on the soon-to-be-available Paragon XP/S 150, our tests indicate
that it is necessary to modify the storage system of the present code.

4. Serial Parallel Calculations on Workstation Clusters

Given the limitations imposed on problem size by the available memory per node on
the Intel Paragons, we are investigating the possibility of using workstation clusters as a
path to higher resolution. To do so, the message-passing version of KITE developed for
the Intels has been modified to run under the Parallel Virtual Machine (PVM) protocol. The
modifications consisted mainly in replacing the existing message-passing library calls with
PVM ones. This is enabling us to explore the possibility of using heterogeneous clusters of
workstations and/or processors of supercomputers for these calculations, while at the same
time maximizing the portability of our edge turbulence model. Benchmarks have been
carried out using KITE with a resolution of 512 radial grid points, 455 mode pairs, and an
increasing number of workstations. Using Ethernet connections between IBM RS6000 and
DEC Alpha workstations, a factor of 2 speedup can be achieved by using four
workstations, and more resolution can be used than will fit in the memory of one
workstation. With the present workstation connections, eight workstations further increase
the memory available, but the calculations take almost as much time as using four, as
shown in Fig. 7. It is expected that forthcoming optical connections will alleviate the
communications bottleneck and allow efficient use of more workstations under PVM.
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We are currently exploring the possibility of distributing these calculations to the
C90 and CRAY-2 processors at NERSC. Tests indicate that the calculations are much
slower on many CRAY computers using PVM than with microtasking on the C90 alone,
but we hope to take advantage of the abundant memory available on more than one CRAY.
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5. Summary

To date, our best resolved and most efficient plasma fluid turbulence calculations
have been performed in dedicated mode on the C90 within NERSC's SPP allocation
program. It is hoped that the SPP program will be continued and expanded so that we can
capitalize on the tantalizing physics results already obtained. True dedicated mode without
interference from other tasks is a must if we are to take advantage of all 16 processors. On
the other hand, the full potential of our massively parallel codes has not yet been realized on
the existing Intel Paragons. Further algorithm development remains to be carried out to
minimize the memory per node used and thus be able to make optimal use of all 2048
processors of the soon-to-be-available Paragon XP/S 150. Finally, the PVM
implementation of our plasma fluid turbulence calculations appears to offer a viable path to
greater portability and larger memory per node.
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