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Detection Geometry and Reconstruction Error
in Magnetic Source Imaging

Paul Hughett and Thomas F. Budinger

Abstract--A recently developecl reconstruction algorithm for to illustrate how these error estimates can be used in the

magnetic source imaging exploits prior knowledge about design of magnetometer arrays.
source location, source power density, detector geometry,
and detector noise power to obtain an explicit estimate of

the reconstruction error. II. OPTIMAL CONSTRAINED LINEAR INVERSE METHOD
This paper demonstrates the application of the new al-

gorithm to the optimal design of practical detector arrays OCLIM assumes that the unknown current distribution

to minimize the reconstruction error in specific applications, j'(r-_ can be written as a weighted sum cf N known ele-
For a representative configuration for magnetocardiography,
the optimal array width (for minimum reconstruction error) mentary sources fn(_ to obtain
varies from 19 to 28 cm depending on the assumed source
depth, number of detectors, source power, and noise power. N

The reconstruction accuracy ranges from 5_ of thea priori f(r-_ = _ qn fn(r-_ (1)standard deviation for the sources nearest the detector plane
to 95% of the a priori deviation for the deepest sources, n=l
Tl_e reconstruction error was found to depend on acclden-

tad alignments between dipole sources and point detectors, Each elementary source fn(_ is a vector-valued function
indicating that a more sophisticated model is required for
accurate estimates of reconstructlon error. The error calcu- giving the vector current density at any position F. The
latlon is fast, taking about a second for this problem on a source positions are fixed a priori; only the source amplN
workstation-class computer, tudes qn are unkJaown and must be estimated.

The availability of a method for rapidly computing the re-
construction error for any given source characteristics and Then the forward problem can be written in the form
detector geometry will facilltat_ the optimal design of mag-

netometer array size, element spacing, and orientation for b -- Fq-F w (2)
specific applications in blomagnetic and geomagnetic source
imaging.

where q is the vector of source amplitudes, b is a vector of
Ketnuords-- Magnetic source imaging; magnetoencephalog- . field measurements, w is a vector of noise amplitudes, and
raphy; inverse problems. F is the forward transfer matrix.

I. INTRODUCTION The vector q of source amplitudes qn is assumed to be
a random vector with mean zero and covaxiance matrix

Magnetic source imaging is the reconstruction of the cur- A - E qqT with entries a?. -- E qiqj.$3
rent distribution inside some inaccessible volume from mag- The noise vector w is assumed to be a random vector

netic field measurements made outside the volume. Prior with mean zero and covariance matrix _ - E ww T with

information as to the expected signal power of each source entries a_j - E w_wj. Each diagonal entry a_rn is the
and expected noise power of each detector can be used to expected noise power of the ruth detector.

constrain the reconstruction and improve its accuracy. Now suppose that each source fn is a current dipole with
The optimal constrained linear inverse method (0CLIM) moment q.n at position p', and that the rnth detector mea-

[1] is a new reconstruction algorithm for magnetic source st'zes the cc,mponent of the field in direction S'rnat position
imaging that uses such prior information to minimize the F,_. Ther, the forward transfer matrix F has entries
mean-square recovstruction error. OCLIM generaliz_l the
minimum-norm least-squares[2; 3] and weighted pseud_in-
verse[4] methods by incorporating non-uniform and corre- Frnn go. Srn" q.n X (Fro-/Tn)= 4,,- - f,,ll " (3)
lated priors for both signal and noise.

OCLIM also provides explicit estimates of the (total) The OCLIM estimate of the unknown source amplitudes

reconstruction error and the standard error for each recon- takes the form _ -- Hb where H is chosen to minimize the
structed source amplitude. The purpose of this paper is mean square error _ -- E [[q - _[[2. The value of H is

This work Wassupported in part by a gift from the Advanced Technol- H - AF T ( -t" _)--1ogy Systems Division of the General Electric Company and in part by the tFAFT (4)
Director, Office of Energy Research, Ofi_ce of Health and Environmental

Research, Medical Applications and Biophysical Research Division of the Given that q and w are jointly Gaussian, the a posterioriDepartment of Energy under Contract No. DF__AC03-TSSF00098.
Paul Hughett and Thomas F. Budinger are with the Life Sciences Di- covariance is

vision, Lawrence Berkeley Laboratory and the Department of Electrical
Engineering and Computer Sciences, 207-91 Cory Hall, Univem'ty of Cal-
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The diagonal elements of._ are denoted by &2n.;each is the
variance of the corresponclhlg reconstructed source ampli-

tude _n; and &nn is that standar_ error of the reconstructed / An-ayw_

source amplitude qn- The total reconstruction error is J .'1." e J-- C_nn (6) • -" ' Depth_

and is the quantity minimized. _'oet_or plane _ ":I_j

__cm

I Source

Ill.A TOOL FOR MAGNETOMETER ARRAY DESIGN vo[u¢_

The total error ¢12and the individual source variances &_n 12cm

provide a new tool for magnetometer array design and have 12cm
the following useful properties.

The reconstruction error depends only on the geometri- Fig. 1. Example soume and detector configuration.

cal configuration and the noise and source priors; it does
not depend on the specific field measurements. The recon-
struction error for a particular configuration can be com-

puted in a few seconds on a workstation-class computer.

This is much faster than Monte Carlo methods. L L L _.p _Arbitrary source and detector positions are allowed. Cor-
related noise can be used; this allows modelling the effects
of external magnetic interference.

The method should generalize to distributed (non-dipole) L L L L
current sources and arbitrary detector coil shapes.

The minimum-norm least-squares (MNLS) [2; 3] and
Shim-Cho weighted pseudoinverse [4] methods are included _ _'_ L _-_

as special cases by the apppropriate choice of priors.

iv. AN EXAMPLE SOURCE/D_R CONFIGURATION L L L L I
The remainder of this paper is devoted to an analysis of the

example source and magnetometer configuration shown in
figure 1. The source volume is 12x 12 x 12 cma and contains Fig. 2. Typical horizontal plane ofsoumes in the source volume.

a 4x 4 x 4 cubicalgridofhorizontaldipolepairs;allsources
have the same expectedsignalpower a2 = 1(pA-m)2.

Each horizontalplaneinthesourcevolumecontainsa4 ×4

arrayofin-planedipolepairsasshown infigure2;theuseof

two orthogonal dipoles allows the representation of a dipole as! _' ' ' ' ' ' ' ' ']' " '
with arbitrary orientation and magnitude within the plane. _

=t
The detector plane contains a 12 × 12 grid of detectors sam-

piing the vertical component of the field; all detectors have
the same expected noise power a 2 - 9 × lO-26fr. The _

3.0 am deep

nominal array width is 23 cm; the nominal source depth, _ ___ _ s-0-_

i _ 2.

or distance from the detector array to the top of the source 7s
volume, is 2 cm.

The following sections will explore the effects of vary-
ing the array width, the source depth, and the number of 7o
detectors used.

v. ERROR vs ARRAY WIDTH AND SOURCE DEPTH 6s

Figure3 showshow the totalrelativereconstructionerror

r/z/ , , , _ , , ,0 2 varies as a function of the array width and the source e 4 le is 20 22 z4 2's 2's 3o 32 34
depth. For every source depth considered, there is an op- An'aywidth(cm)
timal array width and that width increases as the source
depth increases. The particular optimal widths found here Fig. 3. Total reconstruction error versus array width and source depth

apply only to the particular number of detectors, source
variance, and noise variance used to compute them.
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Fig. 5. Total reconstruction error versus array width and number of de-
Fig. 4. Standard error for each source using the nominal detector conflg- rectors.
uration and priors.

this variation in reconstruction error must be considered
vI. STANDARD ERRORFOR EACHSOURCE an artifact of the simple dipole source model. The use

Figure 4 shows the standard error &nn for each source, us- of point detectors also contributes to the problem. More
ing the nominal values for array width, source depth, and work is needed to create source and detector models that
number of detectors. The a priori standard deviation _nn are immune to these accidental variations.
is shown as the dotted line across the top of the figure. The Figure 7 shows the optimal 8 x 8 and 16 × 16 arrays.
standard errors for sources 1-32, all in the topmost plane The optimal width increases as the number of detectors
of the source volume, are about 5% of their a priori val- increases but less than proportionally to the number of
ues. That is, this detector configuration yields reconstruc- detectors per side; the optimal detector speacing decreases.
tion errors for these sources that are about 5% of their
initial uncertainties. Detectors 33-64 are in the second vm. CONCLUSmNS

plane down; their uncertainties are reduced to 40-80% of The reconstruction error is potentially useful as a quality
their initial values. Sources 65-128 are in the bottom two metric for magnetometer arraydesign.
planes; their uncertainties are hardly reduced from their Accidental alignments between dipole current sources
initial values. That is, this detector array (for the assumed and point detectors can distort the computed reconstruc-
priors) gives good reconstructionsfor the topmost plane of tion error.
sources, mediocre results for the second plane, and poor The optimal width increases as the array-to-source dis-
results for the bottom two planes, tance increases. The optimal width of a planar magnetome-

ter array is subproportional to the number of detectors used
vii. ERROR VS WIDTHAND NUMBEROF DETECTORS per side.

Figure 5 shows the total relative reconstruction errorversus
array width for five different numbers of detectors ranging IX. REFERENCES
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Since dipole sources are used only for convenience in ap-
proximating a continuous unknown current distribution,
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Fig. 6. Source and detector alignments. The let_hand plot shows the source (o) and detector (+) Iocat,;ons in plan view for the minimum-erroe
width in the 8 x 8 configuration. The sourcesf_ll between the detector locations. The rishthand plot shows the =>urce and detector locations for a
configuration with local maximum error The sources fall directly below the detector locations.
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